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Enzyme localization, crowding, and buffers collectively modulate diffusion-influenced signal transduction: Insights from continuum diffusion modeling
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Biochemical reaction networks consisting of coupled enzymes connect substrate signaling events with biological function. Substrates involved in these reactions can be strongly influenced by diffusion “barriers” arising from impenetrable cellular structures and macromolecules, as well as interactions with biomolecules, especially within crowded environments. For diffusion-influenced reactions, the spatial organization of diffusion barriers arising from intracellular structures, non-specific crowders, and specific-binders (buffers) strongly controls the temporal and spatial reaction kinetics. In this study, we use two prototypical biochemical reactions, a Goodwin oscillator, and a reaction with a periodic source/sink term to examine how a diffusion barrier that partitions substrates controls reaction behavior. Namely, we examine how conditions representative of a densely packed cytosol, including reduced accessible volume fraction, non-specific interactions, and buffers, impede diffusion over nanometer length-scales. We find that diffusion barriers can modulate the frequencies and amplitudes of coupled diffusion-influenced reaction networks, as well as give rise to “compartments” of decoupled reactant populations. These effects appear to be intensified in the presence of buffers localized to the diffusion barrier. These findings have strong implications for the role of the cellular environment in tuning the dynamics of signaling pathways. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4929528]

I. INTRODUCTION

Biochemical pathways often involve coupled enzyme reactions linked through diffusing substrates. Numerous physical and chemical factors within the cell influence the time scale and efficiency of these reactions, including diffusion coefficients, crowding, long-range electrostatic interactions, and enzyme distribution.¹–³ Recently, we quantified the impact of crowding and competition on a substrate/enzyme association rate⁴ as well as the impact of proximity and electrostatic interactions on reaction rates in coupled enzyme systems.⁵ In the first study, we found that the density of off-target crowders greatly attenuated the substrate association rate, which was not unexpected given the inverse relationship between effective diffusion coefficients and the accessible volume fraction.⁶,⁷ (see also Figure 1(a) and Fig. 3 of Ref. 8). Moreover, we demonstrated that competitive binding of substrate by these crowders further reduced the effective reaction rate in a non-linear fashion, in a manner analogous to strongly buffered systems, where the effective diffusion coefficient may be significantly attenuated depending on the buffer concentration, equilibrium constant, and diffusivity.⁸ In the second study,⁵ we quantified the competition between the proximity of two enzymes participating in a sequential set of reactions, electrostatic interactions between a diffuser and the enzymes or crowders, and the volume excluded by those enzymes (see Figure 1(b)). We found that the evolution of product could be accelerated by favorable electrostatic interactions between a substrate and the enzyme at which it is consumed, or by lining a channel between enzymes with charges complementary to the intermediate, similar to electrostatic channeling observed between active sites in bifunctional enzymes.⁹–¹⁴ The interplay between enzyme proximity and interactions, between substrates and crowders, or the enzymes themselves raises an interesting question: to what extent does the crowded cell cytosol and co-localization of sequential enzymes influence diffusion-influenced reaction kinetics, and furthermore, could these perturbations tune the kinetics of biochemical reaction pathways?

We approached this problem by partitioning enzymes into well-mixed compartments (ΩL, ΩR) separated by a variable-length diffusion barrier (ΩB), whose composition (accessible volume fraction, interaction potentials, and buffering capacity) modulates substrate diffusion rates, which can ultimately result in decoupled, or “compartmented,” reaction behavior (see Figure 1(c)). The basic idea of our model is that the biochemical reactions in two separate compartments are coupled and regulated by signaling molecules transported between enzyme populations. In general, well-mixed compartmented reactions are frequently described by ordinary differential equations (ODEs) that account for reaction kinetics in two or more sub-volumes that communicate through a diffusion barrier.¹⁵ A popular model for compartmented calcium signaling in the heart,¹⁶ for instance, assumes that the diffusional flux
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between two substrate pools, or compartments, $J$, scales as $J \propto \Delta c/\Delta x$, where $\Delta c$ and $\Delta x$ correspond to the concentration difference and distance between compartments, respectively. Such formulations assume that concentration gradients between compartments are linear, yet challenging this assumption are recent simulations demonstrating that concentration gradients can be strongly non-linear between regions traditionally designated as compartments. At a minimum, one dimensional partial differential equation (PDE) models of the barrier compartment are sufficient to describe the spatial variation of the concentration gradient radiating from the compartment boundaries, provided that care is taken to conserve its volume as its length between the well-mixed compartments is varied. While this could be accomplished for reduced-dimension systems by appropriately scaling the governing differential equations by the barrier’s volume fraction, we proposed a three-dimensional model to facilitate its extension to intracellular structural data, which has previously been shown to introduce significant spatial heterogeneity and diffusional anisotropy.

Specifically, we modeled signal transfer through the diffusion barrier, by defining $\Omega_L$ and $\Omega_R$ as well-mixed compartments (no spatial concentration dependence), whereas the spatial evolution of the substrate concentrations was explicitly modeled in the middle compartment ($\Omega_B$). We assumed that the three compartments were sequentially linked (see Figure 1(c)), for which the enzymes were restricted to the first ($\Omega_L$) and third compartments ($\Omega_R$), within which substrate diffusion was rapid and concentrations were spatially uniform. This formulation allowed us to neglect details of the enzyme shape and size, in contrast to our previous studies, for which the close enzyme proximity necessitated detailed geometries for each enzyme. In the second compartment linking the first and third enzyme-containing compartments, we used physiologically reasonable diffusion coefficients. It was within the second compartment that we explicitly considered the time-dependent changes in the spatial distribution of substrates via the numerical solution of reaction-diffusion partial differential equations, which would be difficult to solve analytically or via simplified ordinary differential equation models.

With this model system, we analyzed how the diffusional barrier composition influences reaction kinetics by modifying the transport of signal substrates between two intracellular compartments, namely, by defining a diffusion constant as a function of position, $D(r)$, within the barrier region; we varied this constant in accordance with accessible volume fraction due to crowders, substrate-crowder interactions, and buffer concentrations. We applied these position-dependent substrate diffusion constants to two reaction-limited oscillatory systems reminiscent of signal transduction pathways, to investigate their impact on oscillation frequency and amplitude. We emphasize that this oscillatory behavior is a common motif in the regulation of biochemical processes and the role of diffusion in controlling oscillations has recently been examined. Specifically, we considered two systems, a Goodwin oscillator and a reaction with a periodic source/sink term, whose periodicity arises either from an endogenous source (negative feedback within the cell compartment) or exogenous source (oscillatory production by a process external to the cell compartment), respectively. By varying substrate diffusivity, we showed that the dynamics of oscillatory systems were highly dependent on enzyme separation and diffusion rates within the barrier. Overall, these simulations reveal a mechanism for tuning biological reactions by enzyme distributions and interactions of reaction substrates with the crowded cellular environment.

II. METHODS

A. System configuration

We considered three compartments that were sequentially linked (see Figure 1(c)): compartment L ($\Omega_L$), compartment B ($\Omega_B$), and compartment R ($\Omega_R$). Compartments $\Omega_L$ and $\Omega_R$ were treated by ordinary differential equations (described below), while we explicitly modeled diffusion in $\Omega_B$. Fluxes between domains occurred at $\Gamma_{LB}$ and $\Gamma_{BR}$, which were surfaces linking compartments L and B and compartments B and L, respectively. We fixed the volumes of $\Omega_L$ and $\Omega_R$ to $1.0 \ \mu m^3$ and $\Omega_B$ to $0.001 \ \mu m^3$ for both reaction schemes. For the periodic reaction, we modulated barrier distance between well-mixed compartments by changing the length of $\Omega_B$, while resizing the orthogonal dimensions to preserve the compartment volume. By altering the diffusion coefficients for each substrate in compartment B, we simulated the effect of barriered diffusion between compartments $\Omega_L$ and $\Omega_R$. 
B. Biological reaction systems

1. Generalized Goodwin oscillator

We generalized a Goodwin oscillator model of negative feedback inhibition\textsuperscript{26} (see S1 in Ref. 68) to take into account the compartmentation of enzymes and transport of substrate between the compartments. Our model for the reactions inside the $\Omega_L$ and $\Omega_R$ regions is represented by the ordinary differential equations,

\[
\frac{d[A_L]}{dt} = \frac{k_0}{1 + ([C_L]/K_m)^m} - k_1[A_L] \in \Omega_L, \quad (1)
\]
\[
\frac{d[B_L]}{dt} = k_1[A_L] \in \Omega_L, \quad (2)
\]
\[
\frac{d[B_R]}{dt} = -k_2[B_R] \in \Omega_R, \quad (3)
\]
\[
\frac{d[C_R]}{dt} = k_2[B_R] - k_3[C_R] \in \Omega_R, \quad (4)
\]

where the $k_i$ are reaction rates and $K_m$ is a binding constant.

The first term in the right-hand side (RHS) of Eq. (1) represents the synthesis of $A_L$, while the second RHS term of Eq. (4) represents the degradation of $C_R$; all other reactions represent conversion of one substrate to the next in sequence. In this study, we assume $k_1 = k_2 = k_3 = 1.0 \text{ ms}^{-1}$ for simplicity.

We further partitioned the first two reactions (generation of substrates $A$ and $B$) into compartment $\Omega_L$ and the last two reactions (consumption of substrate $B$ and production of substrate $C$) to compartment $\Omega_R$. Note that in connection to signal transduction, the substrate $B$ (substrate for second reaction) and the substrate $C$ (negative feedback substrate) can be considered as signal molecules between two separate reactions in the compartments $\Omega_L$ and $\Omega_R$. No reactions occurred in $\Omega_B$, which we assumed was $10 \text{ nm}$ in length. Our model thus deviated from the typical well-mixed assumption of all reactions occurring in the same compartment. The transport of the chemical species, $A$, $B$, and $C$ in $\Omega_B$ is described by diffusion partial differential equations, subject to boundary conditions representing the diffusive flux between compartments (see Section II C).

2. Periodic reaction

We also considered a single substrate/enzyme reaction, in which the substrate is periodically produced and degraded to represent an oscillatory source/sink arising from an external source (ES),

\[
\frac{d[A_L]}{dt} = v_0 \sin(\alpha t) \in \Omega_L, \quad (5)
\]

where $v_0$ controls the amplitude of $A$ and $\alpha$ sets the frequency. This reaction was restricted to compartment $\Omega_L$, while no reactions occurred in compartments $\Omega_B$ and $\Omega_R$.

C. Numerical solutions

We generated three-dimensional meshes for the diffusion barrier $\Omega_B$ of length $\text{barrierDist}$ using the UnifCube function from the finite element solver FEniCs.\textsuperscript{27} Similar to a previous study,\textsuperscript{28} we modeled the coupled reaction diffusion systems by operator-splitting the diffusion and reaction components. For the latter, we solved reactions 1-4 or reaction 5 over $dt = 0.03 \text{ ms}$ time intervals for 1500 steps using the scipy ODE integrator scipy.integrate.odeint under its default configuration that calls the lsoda algorithm.\textsuperscript{29} The ODE integrator yields an updated reaction term $R_j$ for each species $j$ that we applied to the following reaction-diffusion PDE system:

\[
\frac{d [c_j(t)]}{dt} - c_j(t_{t-1}) = -\nabla \cdot D_j \nabla [c_j(t)] + j_{k_B} \in \Omega_B, \quad (6)
\]
\[
\frac{d [c_j(t)]}{dt} = -R_j - \theta_{k_B} j_{k_B} \in \Omega_k, \quad (7)
\]

where $c_j(t)$ is the concentration of species $j$ at time $t$, $D_j$ is the diffusion constant for species $j$, and $j_{k_B}$ is the diffusion flux between compartment $k = L, R$ and spatial domain $\Omega_B$. $\theta_{k_B}$ is the volume fraction defined as $\theta_{k_B} = V_{\Omega_B}/V_{\Omega_k}$, for which $V_{\Omega_k}$ are the volumes of $\Omega_B$ and $\Omega_k$, respectively. The diffusive flux across interface $\Gamma_{kB}(j_{kB})$ was determined by

\[
j_{kB} = D_{kB} A_{kB} \frac{c(\Omega_k,t_i) - c(\Omega_B,t_i)}{d_{kB}}, \quad (8)
\]

where $D_{kB}$ is the diffusion constant through a thin interface comprising $\Gamma_{kB}$ with area $A_{kB}$ and depth $d_{kB}$. The interface depth is chosen such that $d_{kB} \ll \text{barrierDist}$. All other boundaries were assumed reflective (e.g., $\nabla [c_j \cdot n] = 0$).

We then determined the weak form of time-dependent diffusion system Eq. (6) via standard procedure,\textsuperscript{30} which was solved using a piecewise linear Galerkin finite-element method with the default direct linear solver and solver parameters. Initial conditions for all species in each compartment are summarized in Table 1.\textsuperscript{31} Concentrations within compartments $\Omega_L$ and $\Omega_R$ were provided as outputs from the scipy.integrate.odeint, while those from compartment $\Omega_B$ were obtained by calling the assemble function in Figure S7.\textsuperscript{32} We verify that numerical estimation of the time-dependent concentration within $\Omega_B$ agrees with analytical estimates of the diffusion equation, subject to the conditions of no reactions and no diffusion between compartments (e.g., $R_j = 0$ and $D_{kB} = 0$). Given the computational expense for performing the reaction-diffusion simulations, we did not pursue rigorous sensitivity analysis, although we believe the range of diffusion coefficients, barrier lengths, and kinetic parameters explored in the manuscript provide an adequate demonstration of the model’s behavior.

The code will be released at https://bitbucket.org/huskeypm/enzymekineticsacs.

III. RESULTS

A. Goodwin oscillator

We first compare the well-mixed (ODE) formulation of the Goodwin oscillator with our PDE implementation under nearly well-mixed conditions. In this example, we assumed very fast reaction times ($\ll 1\text{ ms}$) and kinetic parameters explored in the manuscript although we believe the range of diffusion coefficients, barrier lengths, and kinetic parameters explored in the manuscript provide an adequate demonstration of the model’s behavior. The code will be released at https://bitbucket.org/huskeypm/enzymekineticsacs.
B the second largest ($\approx 0.8-1.6 \ \mu M$), and C the smallest ($\approx 1.0-1.4 \ \mu M$). The period length was approximately 4 ms and we also note that the maxima for B and C lagged those for A by less than 1.0 and 2.0 ms, respectively. We furthermore demonstrate in Figure S2(a) that the substrate concentration profiles within each compartment were oscillatory and nearly identical in amplitude, although we note some variation for B, with largest and smallest profiles evident in $\Omega_L$ and $\Omega_R$, respectively. In Figure S2(b), we present spatiotemporal plots of substrate concentrations within $\Omega_B$, where the x-axis is the distance (nm) along the barrier and the y-axis is time (ms), to illustrate substrate diffusion between compartments. We note that the time-dependent substrate distributions were nearly uniform as a function of position owing to rapid diffusion; in other words, the concentration profiles for a given substrate were nearly synchronized at boundaries $\Gamma_{LB}$ and $\Gamma_{BR}$.

We next reduced the substrate diffusion coefficients to a non-infinite but nonetheless rapid rate ($D_{\text{water}} = 2.6 \ \mu m^2/\text{ms}$) to simulate the spatial separation of enzyme reactions 1 and 2 from those of reactions 3 and 4. By using a diffusion constant comparable to bulk water, we are effectively assuming rapid, barrierless diffusion between compartments. In Figure 2(a),
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**FIG. 2.** Goodwin oscillator with spatially decoupled enzymes. (a) Concentrations of A (red), B (blue), and C (green, the inhibitory substrate) for compartments $\Omega_L$, $\Omega_B$, and $\Omega_R$ in the presence of a 10 nm diffusion gap and diffusion coefficient equal to bulk water ($D_{\text{L}} = 2.6 \ \mu m^2/\text{ms}$). (b) Substrate concentrations for A (left panel), B (middle panel), and C (right panel) as a function of time and position within the diffusion barrier ($\Omega_B$). we show that the period was nearly identical to the very fast diffusion case, although most significantly there was a greater degree of dispersion, or spreading out, of the concentration profiles between compartments for substrate B. This dispersion was particularly evident in the spatiotemporal plot for substrate B (Figure 2(b), middle), where a clear concentration gradient emerged during the upswing of B’s concentration profile, with $[B] = 1.7 \ \mu M$ at $\Gamma_{LB}$ relative to $1.6 \ \mu M$ at $\Gamma_{BR}$. The gradient arises because B was generated in $\Omega_L$ and consumed in $\Omega_R$, which is similar to behavior expected for a standard steady-state diffusion equation subject to a positive Dirichlet condition (or source) on $\Gamma_{LB}$ and an absorbing condition (or sink) on $\Gamma_{BR}$.

In the cell cytosol, diffusion coefficients for small molecules, like adenosine triphosphate (ATP), are often depression relative to bulk solution, which is in part be attributed to densely packed cytosolic proteins that restrict the volume accessible to diffusion. We therefore reconsidered the kinetics of the Goodwin oscillator using a reference diffusion constant typical for small molecules (e.g., $D_{\text{ATP}} = 0.175 \ \mu m^2/\text{ms}$ for fluorescent alexa-ATP in bulk solution[31]), which we further reduced to reflect cytosolic crowding to yield an effective constant, $D^{\text{eff}}_{\text{ATP}}$. To emulate the effect of densely packed protein crowders, we used a well-known lower bound from Hashin and Shtrikman,[6] hereafter named HS bound, which provides the effective “hindered” diffusion constant given a regular lattice of spheres. The HS lower bound is given by

$$D_{\text{HS}} = D_{\text{bulk}} \frac{2\phi}{(3 - \phi)},$$

(9)

where $D_{\text{bulk}}$ is the original (unhindered) diffusion constant, $D_{\text{HS}}$ is the effective diffusion constant, and $\phi$ is the accessible volume fraction. Hence, decreasing accessible volume fraction ($\phi$) leads to smaller effective diffusion constants. Given that estimates of the occupied volume fraction in the bacterial cytoplasm approach 0.27-0.32 the corresponding effective diffusion via the HS limit is 0.6 times its bulk value ($D = 0.11 \ \mu m^2/\text{ms}$), assuming a 70% accessible volume fraction ($\phi = 0.7$). This substantial reduction of bulk diffusion rate essentially renders $\Omega_B$ as a diffusion barrier between the well-mixed $\Omega_L$ and $\Omega_R$ compartments.

Substituting the rapid diffusion constants of the well-mixed system for the hindered constants ($D = 0.11 \ \mu m^2/\text{ms}$) altered the Goodwin oscillator reaction kinetics, as shown in Figure 3(b). The reduced diffusion rates extended the period by approximately 20% to 5 ms, intensified the amplitude fluctuations of B in particular by three-fold ($\approx 8.5-1.6 \ \mu M$), and led to larger spatial concentration gradients along the barrier ($\approx 0.5 \ \mu M/\text{nm}$). We note that the peak intensities increased moderately over the simulation interval, as the systems converged toward steady oscillations. Moreover, we note that the concentration extrema for substrates A and C in particular exhibited lags of 1-2 ms at opposing boundaries (e.g., lags were observed for A at $\Gamma_{BR}$ relative to $\Gamma_{LB}$ and vice versa for C). The 1-2 ms lag over the 10 nm diffusion barrier equates to a wave velocity of 5-10 nm/ms.

The HS formulation introduced in Equation (9) assumes that the diffuser and crowders are non-interacting. However, it is well-known that long-range interactions between macromolecular crowders, like proteins, and diffusing substrates...
FIG. 3. Goodwin oscillator dynamics with hindered diffusion of substrates and selective inhibitor diffusivity. Substrate concentrations for A (left panel) B (middle panel) and C (right panel) as a function of time and position within a 10 nm diffusion barrier (ΩL) using hindered diffusion coefficients $D_A = D_B = 0.11 \mu m^2/\text{ms}$ and selective inhibitor diffusivities (a) $D_C = 0.02$ (b) $D_C = 0.11$ and (c) $D_C = 5.3 \mu m^2/\text{ms}$.

FIG. 3. Goodwin oscillator dynamics with hindered diffusion of substrates and selective inhibitor diffusivity. Substrate concentrations for A (left panel) B (middle panel) and C (right panel) as a function of time and position within a 10 nm diffusion barrier (ΩL) using hindered diffusion coefficients $D_A = D_B = 0.11 \mu m^2/\text{ms}$ and selective inhibitor diffusivities (a) $D_C = 0.02$ (b) $D_C = 0.11$ and (c) $D_C = 5.3 \mu m^2/\text{ms}$.

can modulate diffusion-influenced phenomena, such as substrate/protein association kinetics. For the case of electrostatic interactions, we could expect that a charged particle would have faster or slower effective diffusion rates when subject to a complementary or like-charged field, relative to an inert particle of the same size. We thus tested whether selective modulation of a substrate’s diffusivity would impact the oscillator kinetics, by arbitrarily varying $D_C$ of substrate C, the negative feedback inhibitor, while $D_A$ and $D_B$ remain constant. To account for this modulation, we refer to a previous study, in which we used homogenization theory to predict the effective diffusion coefficients for a charged substrate ($z = -1, 0, 1$) in a densely packed lattice of charged spherical proteins (13 Å in diameter, $z = -3$). These data indicated that electrostatic interactions between the charged diffuser and an immobile obstacle (such as a protein) accelerated or attenuated the diffusion constant for attractive and repulsive interactions, respectively. Similar findings were reported by Putzel et al.

In this spirit, we assumed that the inhibitor diffusion coefficient was reduced 5-fold to $D_C = 0.02 \mu m^2/\text{ms}$ (Figure 3(a)) and increased to $D_C = 5.3 \mu m^2/\text{ms}$ (Figure 3(c)) to emulate the modulatory effects of repulsive and attractive interactions. The corresponding spatiotemporal plots suggest that as the diffusion coefficient was reduced, the period length increased to almost 7 ms, as well as the lag between extrema at the $\Gamma_{LB}$ and $\Gamma_{BR}$ boundaries. We furthermore observed greater temporal broadening of the oscillations, to the extent that for $D_C = 0.02 \mu m^2/\text{ms}$, there was little variation in C at $\Gamma_{LB}$, the boundary with $\Omega_L$, where C would inhibit the first reaction (Reaction (1)). In other words, smaller C fluctuations associated with the reduced diffusion coefficient maintained nearly a constant level of inhibition of Reaction (1), compared with results from faster diffusion coefficients. This was especially apparent when comparing the concentrations of A and C in $\Omega_L$; namely, although one might initially expect that slower C diffusion from $\Omega_R$ would relieve inhibition of Reaction (1) and thereby lead to higher A in $\Omega_L$, the slower clearance rate of C from $\Omega_L$ owing to slower diffusion actually prolonged its inhibition of the reaction and thereby attenuated the amplitude of A (see green and red “+”s in Figures S3(a) and S3(b) for $D_C = 0.02 \mu m^2/\text{ms}$). When $D_C$ was increased, however, we observed a reduction in period length and narrowing of the temporal broadening. Within $\Omega_L$, we report attenuated A concentrations in $\Omega_L$, which arose from accelerated inhibition owing to the nearly spatially uniform distribution of rapidly diffusing C across compartments (see Figures S3(b) and S3(c) for $D_C = 5.3 \mu m^2/\text{ms}$).

It was apparent from these data that the baseline frequency ($\approx 140$ Hz), which we defined as the frequency obtained when $D_A = D_B = D_C$, could be modulated purely by varying the inhibitor’s diffusion coefficient. We thus investigated the capacity of the diffusion barrier for modulating the baseline frequency by considering a wide range of $D_C$ values. We found that the frequencies reported in Figure 4 decreased to 80 Hz as $D_C$ approached 0.01 $\mu m^2/\text{ms}$. Further reduction of $D_C$ (not shown) yielded over-damped oscillations that eventually converged to stable (non-oscillatory) substrate concentrations. In contrast, for $D_C$ approaching large values, the baseline frequency increased by almost 40% to just under 200 Hz, at which the frequency leveled off. This upper bound reflects the reaction-limited oscillations obtained in the well-mixed (rapid diffusion) regime.

B. Oscillatory system with a periodic external source

In Sec. III A, we demonstrated that in addition to modulating oscillator frequencies, the diffusion barrier gave rise...
to concentration gradients that evidenced a disparity in the concentration profiles within each linked compartment. We examined this behavior with a simpler system, a reaction with an input periodic source/sink as an example of an exogenously-driven oscillatory system. In the figures below, we report the concentrations of A and B in each of the three compartments. For this system, we used a larger barrier length (100 nm, with some variations) to make the difference in diffusion transport times more apparent. For a diffusion coefficient equivalent to water ($D_{\text{water}} = 2.6 \, \mu m^2/\text{ms}$), we demonstrate in Figure 5(a) that the average concentration of [A] in each compartment is nearly identical in amplitude and there is negligible lag in the phases; we further observed that the spatial distribution of A within the diffusion barrier was nearly uniform (Figure 5(b)).

Upon reducing the diffusion coefficient to reflect hindered diffusion ($D_A = 0.10 \, \mu m^2/\text{ms}$), we observed in Figure 5(c) that the fluctuations of [A] in $\Omega_R$ were suppressed, or “compartmented,” relative to those in $\Omega_L$. The physical interpretation of unequal compartment concentrations is the following: as the diffusion coefficient across $\Omega_L$ was reduced, a smaller total amount of A diffused from $\Omega_L$ across the barrier and into $\Omega_R$; hence, the concentration in $\Omega_L$ reached greater extrema than the barrierless case (e.g., rapid diffusion), while in $\Omega_R$, smaller amplitude fluctuations were observed. Moreover, we note that the phase was shifted by roughly 10 ms, owing to the delay associated with diffusing across $\Omega_B$. The physical basis for this compartmentation effect becomes clear in the spatiotemporal plots of A within the diffusion barrier (Figure 5(d)), where we observed a more diffuse, attenuated, and delayed signal along $\Gamma_{BR}$ relative to $\Gamma_{LB}$. In general, there are two time scales in this model system; the source/sink conversion frequency for [A] and the substrate’s diffusion time through the middle compartment. If diffusion is very rapid, the overall kinetic behavior is determined by the frequency of the reaction involving [A] (Figure 5(a)); otherwise, the effects of diffusion become apparent as shifts in the oscillation phases and

FIG. 4. Modulation of Goodwin frequency by inhibitor-selective diffusion barrier. Inhibitor (C) oscillation frequencies with respect to $D_C$. $D = 0.11 \, \mu m^2/\text{ms}$ is marked as the reference case as shown in Figure 3(b).

FIG. 5. External source system dynamics and the influence of hindered substrate diffusion. Total A concentration in each compartment for external source oscillatory system (originating in $\Omega_L$) given (a) fast ($D_A = 2.6 \, \mu m^2/\text{ms}$) and (c) slow ($D_A = 0.11 \, \mu m^2/\text{ms}$) diffusion coefficients. Corresponding spatiotemporal plots for fast and slow diffusion coefficients are given in (b) and (d), respectively.
variation of oscillation magnitudes with respect to position (Figure 5(c)).

We next quantified the degree of compartmentation as a function of barrier distance and diffusion coefficient. For this, we defined a compartmentation metric, \( c \equiv 1 - \frac{\sigma_{AR}}{\sigma_{AL}} \), where \( \sigma_{AI} \) denotes the standard deviation of \( A \) in compartment i. Based on this metric, \( c \to 1 \) for a compartmented system since \( \sigma_{AL} \gg \sigma_{AR} \), while \( c \to 0 \) for a well-mixed system, given that \( \sigma_{AL} = \sigma_{AR} \). In Figure 6(a), we plot \( c \) with respect to barrier distance and diffusion coefficients. For diffusion coefficients approaching \( D_{bulk} (1 \text{ \mu m}^2/\text{ms}) \), we observed that the system was well-mixed for small barrier distances (10-100 nm), while the system became more compartmented as the barrier distance approached 1000 nm. At intermediate diffusion coefficients (0.1 \text{ \mu m}^2/\text{ms}), compartmentation occurred at smaller barrier distances, while for very slow diffusion coefficients, compartmentation emerged at distances in the tens of nanometers. For ease of comparison between regions of strong versus weak compartmentation, we have plotted a red line where \( c \geq 0.5 \), above which we designate a system as “compartmented.”

In addition to crowding, it is well-known that mobile (freely diffusing) and immobile binders, or buffers, specific to a given diffuser can impact apparent diffusion coefficients.\(^9\) Thus, we sought to understand how the presence of buffers within the diffusion barrier, using physiologically reasonable buffer concentrations and binding constants, could enhance compartmentation. We thus modified the diffusion coefficients used in \( \Omega_B \) by

\[
D_B = \frac{D}{1 + [B]/K_D},
\]

where \( D_B \) is the apparent diffusion constant due to buffering, \( D \) is the unbuffered, hindered diffusion coefficient, \( B \) is the concentration of buffer, and \( K_D \) is the dissociation constant.\(^9\) We show in Figure S4\(^68\) that varying buffer concentrations can substantially reduce the effective diffusion rate, hence diffusion could be slowed even in uncrowded (bulk solution) conditions for which the accessible volume fraction approaches 1. For the sake of illustration, we assumed buffer parameters appropriate for intracellular calcium diffusion in the presence of the buffer troponin C ([B] = 5, \( K_D = 1 \mu M \)), which reduced the unbuffered coefficient by a factor of 6. Based on these parameters, we observed that the dividing line between strong and weak compartmentation was pressed downward, indicating that compartmentalization emerged at higher (unbuffered) diffusion coefficients and shorter compartment distances as shown in Figure S6(b).\(^68\)

IV. DISCUSSION

A. Spatially decoupled diffusion-influenced reaction networks

Coupled, diffusion-influenced reaction pathways are commonplace in biology, including ligand binding to cell receptors,\(^36\) and protein/protein association.\(^37\) Many of these exhibit oscillatory behavior, such as oscillations and waves of intracellular free calcium observed in a variety of cell types\(^38\) or periodic fluctuations arising from transcriptional regulation, whereby feedback mechanisms regulate gene expression via controlling transcription rates.\(^25\) Common to each of these pathways is the role of diffusion in transporting intermediate substrates between enzymatic steps. Since the time scale of diffusive transport depends on both the distance between enzymes and the substrates’ diffusion coefficients, we sought to understand whether the dynamics and synchrony of oscillatory reaction pathways could be indirectly controlled by non-uniform distributions of enzymes and environmentally influenced substrate diffusion coefficients, in addition to conventional direct control via modulating enzymatic reaction kinetics.

Specifically, we investigated the interplay between enzyme localization and diffusion for coupled, oscillatory biochemical reactions using a system of partial differential equation models, where we considered the transport of substrates through diffusion. Given the relative importance of feedback in generating sustained oscillations in a variety of biological signaling pathways, we numerically solved a PDE representing the Goodwin model of negative feedback inhibition. Although more advanced models of oscillatory feedback in biological systems are well-established,\(^39\) the Goodwin model’s simplicity and reliance on a small number of parameters facilitates its use in the partial differential equation
modeling described here. Moreover, by using a PDE formation of this reaction system, we could control the coupling between populations of enzymes in the Goodwin system by varying substrate diffusion rates and distances.

It is routinely observed that enzymes are frequently restricted to distinct regions of the cell, in order to orchestrate a variety of physiological functions.\(^40\) Hence, we sought to compare the dynamics of the Goodwin oscillator under “well-mixed” conditions relative to a system with spatially decoupled enzymes. Specifically, we separated the first two steps of the Goodwin system from the final feedback inhibition step by a distance of 10 nm and compared the oscillation frequencies for over a range of diffusion constants. This spatial partitioning potentially introduces a time lag in driving the feedback inhibition step, which we anticipated would lead to localized regions where substrate concentration amplitudes would deviate from those inherent to well-mixed conditions. We furthermore postulated that poorly mixed conditions stemming from the spatial decoupling of the Goodwin enzyme reactions would reduce the frequency of stable oscillations.

We thus first solved the Goodwin system using a very fast diffusion constant for each substrate, in order to eliminate latency arising from substrate transport between enzymes through the diffusion region \(\Omega_d\). We found that our predictions of substrate concentrations with respect to time were nearly equivalent to those modeled by an ODE representation, of which the latter assumes substrates and enzymes are well-mixed. For both differential equation models, the Goodwin system was reaction-limited and hence the oscillation frequencies were determined directly by the enzyme kinetics. We then reduced the diffusion coefficients to that of bulk water (\(D_{\text{water}} = 2.6 \, \mu m^2/\text{s}\)) in order to model how the decoupled system would behave in a bulk solution. Upon reducing the coefficient, we observed progressively longer phase shifts for species B and C relative to the oscillations of substrate A. These phase shifts reflected the additional latency for substrate B generated in \(\Omega_d\) to diffuse to \(\Omega_R\), as well as the transport of the feedback inhibitor, C, from \(\Omega_R\) to \(\Omega_d\). Moreover, we saw that the substrate fluctuations amplitudes modestly increased relative to the well-mixed system, which reflected reduced rates of substrate influx and efflux between compartments. These results indicate that even modest separation of enzymes can influence the dynamics of coupled reactions that rely on diffusive transport.

To qualitatively validate our observations, we refer to delay-differential equations (DDEs), which are useful for describing negative feedback inhibition in biological systems involving time delays.\(^41\) DDEs of the form

\[
\frac{dy}{dt} = \frac{k}{1 + (Y(t-d)/K_m)} - rY(t)
\]

are similar to our implementation of the Goodwin model, where \(Y\) is a function of time, \(t, d\) is a constant time delay, while \(K_m, k, \) and \(r\) are kinetic parameters. The primary difference, however, is that our PDE model explicitly models the attenuation of a signal through diffusion into a volumetric region, whereas the DDE model assumes no attenuation, only an implicit time delay. To compare against our implementation of the Goodwin model, we plotted a DDE trajectory using a fitted lag-time of \(d = 1.46\, \text{ms}\), which demonstrates oscillations similar to our well-mixed validation example in Figure S5(a).\(^68\) For the well-mixed system, the transit time across the diffusion barrier was negligible, thus any lag in the system arose solely from the reaction kinetics. When the reactions were spatially decoupled, additional latency was introduced into the system, which extended the period length. In Figure S5(b),\(^68\) we demonstrate that the period length increases with increasing lag-times, which is consistent with our results using the Goodwin model.

While ODE- (eigenvalue decomposition\(^26\)) and DDE-based\(^22\) techniques are commonly used for analyzing the stability of oscillatory systems, there are several features of our spatially decoupled system that complicate this analysis. The primary challenge is how to adapt the intrinsic oscillations determined by the enzyme reaction rates to reflect the influences of diffusion, as well as the topology and boundary conditions of the domain that encompasses the enzymes. First, diffusion rates in the regime surrounding an enzyme necessarily influence the observed enzyme kinetics, as has been well-described in simple analytic forms for association rates to spherical or planar reaction centers.\(^86,43,44\) To our knowledge, however, closed-form, analytical solutions are intractable for more complex geometries, such as the barrier considered in this study. Second, the propensity for non-linear substrate transport dynamics between enzymes\(^4,5,14,18\) challenges the application of standard stability analysis or ordinary differential equation approaches that assume well-mixed conditions. As an example, it was apparent for substrate B that a concentration gradient within the diffusion barrier emerged, with larger concentration extrema attained along \(\Gamma_{LB}\) relative to \(\Gamma_{BR}\). This arose because of the boundary conditions specific to each substrate, as on one hand, the consumption of substrate B in \(\Omega_R\) behaved as an absorbing boundary condition at \(\Gamma_{BR}\), whereas C was effectively reflected at \(\Gamma_{LB}\), since it was not consumed in \(\Omega_L\). Additionally, we demonstrated that substrate concentration profiles within the diffusion barrier could be highly dispersive in time and attenuated in amplitude as the diffusion coefficient was reduced. In this regard, our PDE approach readily accounted for the spatial extent of the diffusion barrier and boundary conditions specific to the enzyme populations.

B. Computational evidence for frequency modulation of oscillatory system through hindered diffusion

There is strong evidence that intracellular structures, like organelles, and cytosolic crowding influence the spatio-temporal distribution of substrates and their transport rates.\(^45\) For instance, intracellular semipermeable bilayers, like those comprising the mitochondrial matrix or the endoplasmic reticulum, constitute obvious barriers to diffusion. On the other hand, cytosolic crowding by obstacles such as proteins can perturb small molecule transport through a combination of effects, including a restricted accessible volume relative to a bulk solution,\(^46\) intermolecular interactions between substrates and crowders,\(^9\) as well as hydrodynamic effects.\(^47,48\) These myriad factors tend to hinder diffusion by reducing the effective diffusion coefficient relative to bulk solution
and potentially introducing anisotropy.\textsuperscript{31,49} We investigated the hypothesis that hindered diffusion could modulate the dynamics of well-coupled biological reactions by examining how the Goodwin oscillator behavior differed from well-mixed conditions upon using diffusion coefficients that account for crowder density and crowder-substrate interactions. Specifically, we treated the gap between the two well-mixed $\Omega_L$ and $\Omega_R$ compartments as a “diffusion barrier,” wherein diffusion constants were substantially reduced relative to bulk rates.

We first represented the influence of inert crowders on small molecule diffusion (e.g., ATP), which reduces the accessible volume fraction, by using the Hashin-Shtrikman bound for diffusion in a matrix of spheres. Assuming an 70% accessible volume fraction for cellular environments, the HS bound for a comparable lattice would suggest a 50% reduction in the diffusion coefficient relative to the bulk (see blue line in Figure S4\textsuperscript{68}). Upon using diffusion constants that reflected hindered, small-molecule diffusion, we noted that the gradients of signals along the diffusion barrier were significantly more pronounced relative to the rapid diffusion cases, owing to larger concentration extrema where substrates were generated or consumed. To understand the basis of increased amplitude fluctuations, we reduced diffusion coefficients for the feedback inhibitor $C$ from $\Omega_R$, where $C$ was generated, to $\Omega_L$, where $C$ inhibits the generation of $A$; this delayed the inhibition of $A$’s production, and thereby allowed greater accumulation of $A$. Conversely, transport of $C$ from $\Omega_L$ to $\Omega_R$, where it was degraded, was delayed, which prolonged its inhibition of $A$ production although $A$’s consumption by the second reaction remained fixed. Hence, more extreme minima for $A$ were observed.

We also note that the reduction of the diffusion coefficients to reflect crowding reduced the frequency of stable oscillations in the system. This delay stems directly from the lag time introduced for substrates to diffuse across the barrier. This was evident as larger slopes (time versus distance) of the concentration maxima in the spatiotemporal plots relative to the fast diffusion case. For instance, in Figure 3, the maxima for $A$ along $\Gamma_{BR}$ lagged their maxima along $\Gamma_{LB}$ by approximately 2 ms, which corresponded to a wave velocity of $10 \text{ nm}/2 \text{ ms} = 5 \text{ nm}/\text{ms}$. In contrast, the lag for the fast diffusion case was less than 0.1 ms in Figure 2, which corresponded to a velocity of 100 nm/ms. To investigate this effect further, we modulated the diffusivity of substrate $C$, the negative feedback inhibitor, relative to the other substrates, which were held fixed at $D = 0.11 \text{ mm}^2/\text{ms}$. We found that increasing $D_C$ led to faster oscillation frequencies and attenuation of the magnitude of concentration gradients within the barrier, with a minor increase in the wave velocity for $C$. Conversely, decreasing $D_C$ reduced the oscillation frequency, enhanced concentration gradients, yet in addition, we noted considerable dampening of the fluctuations for $C$ at $\Gamma_{BR}$ ($1.2-1.4 \mu\text{M}$) relative to those at $\Gamma_{LB}$ ($0.6-1.85 \mu\text{M}$). In fact, the average concentration of $C$ at $\Gamma_{LB}$ (approximately $1.3 \mu\text{M}$) was elevated relative to all other cases, including that for the rapid diffusion case (approximately $1.15 \mu\text{M}$), which implies that $C$ overall maintained a greater suppression of $A$. Further reduction of $D_C$ is expected to eventually quench $C$ fluctuations, thus leading to annihilation of the system oscillations.

Studies by us\textsuperscript{8} and others\textsuperscript{35,50,51} indicate that the diffusivity of charged molecules can be modulated by the strength and sign of their long-range interactions with obstacles. Thus, our findings that the oscillator frequency could be controlled exclusively by tuning the diffusion coefficient for $C$ is significant, as it suggests that a cell could exploit differences in electrostatic potentials to selectively slow or accelerate a charged signaling molecule, relative to other substrates with differing (or non-existent) surface charges. Interesting still is that changes in pH, for instance, could significantly alter the electrostatic environment imposed on a charged particle, which could modulate the time course of coupled biological reactions. This also raises the possibility that the cell may compensate for changes in the diffusion environment (e.g., electrostatic potentials or diffusion distances) by modulating enzyme reaction rates. For instance, to counteract the decreased frequency owing to diffusive lag, a lower affinity $K_m$ (e.g., by reducing $k_{on}$) may be used, as demonstrated for the well-mixed ODE system in Figure S6.\textsuperscript{68}

C. Computational evidence for amplitude modulation in “compartmented” system

An interesting finding from our simulations of the Goodwin oscillator is that the diffusion barrier has the capacity to dampen fluctuations between compartments (as reported by the concentrations at the barrier domain boundaries). In this fashion, the barrier behaved as a buffer that effectively narrows the range of concentrations visited in $\Omega_R$, which is a phenomenon commonly referred to as “compartmentation.”\textsuperscript{40} In the creatine kinase (CK)/phosphocreatine shuttle system, for instance, the mitochondrial outer matrix acts as a diffusional barrier to nucleotides and anions, thus giving rise to nucleotide pools with distinct oscillation amplitudes,\textsuperscript{52} to better understand this behavior, we also presented data from a simplified system without inter-dependent reactions to examine transmission of substrate from a periodic source between regions separated by a diffusion barrier.

Our model of compartmentation suggests that under typical diffusion distances ($10-100 \text{ nm}$) and diffusion rates ($0.1-1.0 \mu\text{m}^2/\text{ms}$), there is limited capacity to evoke strong compartmented behavior, as defined by our metric. As could be expected from analytic solutions to the diffusion equation, such as

$$c(x,t) = \exp\left(-x^2/4Dt\right)$$

for diffusion from a point source, concentration profiles have greater dependence on diffusion distances than diffusion rates. Hence, changes in enzyme co-localization will have a more pronounced impact on compartmentation than proportional variations in the diffusion constant arising from crowding. The progression of heart failure, as an example, is often accompanied by intracellular remodeling that decouples key calcium channels like the L-type calcium channel (LCC) and the Ryanodine receptor (RyR);\textsuperscript{53} as a result, the ability of the cell to generate an efficacious, synchronous response is compromised, which ultimately deprecates the integrity of contractile force generation.\textsuperscript{54} It is certainly possible, however, that strong intermolecular interactions and in particular electrostatic interactions with crowders may further suppress apparent
intracellular diffusion rates.\textsuperscript{8,55} In this regard, decreased pH resulting from ischemia reperfusion\textsuperscript{26} or alterations in intracellular ionic strength are both expected to influence the strength of electrostatic factors governing diffusion.

As an extreme example of strong diffuser/crowder interactions, the presence of high-affinity buffers that selectively bind substrates can drastically reduce apparent diffusion rates.\textsuperscript{9} Our study indicated that buffers with micromolar concentrations and dissociation rates typical of common buffering proteins, like Tropomin C,\textsuperscript{57} can promote compartmented behavior over smaller distances than unbuffered substrates. Thus, in scenarios where compartmented behavior in absence of obvious diffusion barriers is suggested,\textsuperscript{38} such as in the blunted response of sarcolemmal ATPases and ATP-dependent channels to metabolic fluctuations,\textsuperscript{40} it is plausible that localized buffers can impose implicit barriers with effectiveness comparable to explicit, impermeable intracellular structures. In a similar fashion, it is reasonable to expect that pathological cardiac remodeling responsible for decoupling LCC and RyR\textsuperscript{33} could impair buffering properties of closely localized calcium binders like calmodulin (CaM),\textsuperscript{58} and CaMKII\textsuperscript{60} which could further impair compartmented calcium signaling vital to effective cellular function.\textsuperscript{61} Finally, while this study restricts buffering within a diffusion barrier, it is likely that the presence of buffers within a well-equilibrated compartment, such as that adjacent to the cell membrane,\textsuperscript{62} would further influence reaction kinetics, either by ensuring an elevated local concentration of substrate or altering apparent dissociation kinetics.

D. Conclusions

Our study reveals how (1) compartmentalized reaction behavior can develop within crowded, intracellular-scale spatial regimes and (2) reaction dynamics, namely, amplitudes and oscillation frequencies, are not only defined by the intrinsic reaction rates but also are shaped by substrate concentration gradients that develop between enzyme populations. We demonstrate that the reaction kinetics of substrate pools can vary significantly between compartments separated by diffusion barriers typical of those suggested by our lattice model in Ref. 8. These findings provide insight into the ability of the cellular environment to tune biochemical reaction kinetics, namely, by altering factors such as packing, specific binding (buffering), and charge. This raises the possibility that the kinetics of biochemical reactions may be in part controlled by the cellular environment through its interaction with diffusing substrates, in complement to more direct modulation of enzyme expression or activity. As such, our findings are directly applicable to biomolecular signaling pathways that exploit enzyme localization and compartmentation, including sodium handling.\textsuperscript{63} A-kinase anchoring protein–coupled cyclic AMP signaling,\textsuperscript{54} as well as metabolically linked ion channels, like the ATP-dependent potassium channel.\textsuperscript{40}

While ordinary and time-delay differential equation models provide means to qualitatively demonstrate these phenomena, explicit consideration of the barrier’s spatial attributes via partial differential equations permits quantitative assessments using measurable physiological quantities, such as protein localization and crowder composition. Our PDE model of substrate transport provides additional insight into the space-and time-dependent substrate transport dynamics within the diffusion barrier, as well as facilitating the integration of experimentally derived structural data for reaction compartments, informed from high-resolution intracellular data\textsuperscript{65} or simulations of crowded cytosolic environments.\textsuperscript{32} This knowledge could provide important constraints for modeling heterogeneously distributed, diffusion-controlled biochemical reactions occurring with the cell cytosol, especially in the presence of crowders and buffers. We further propose that our predictions could be tested in a controlled reaction system by introducing neutral crowders, such as dextrans commonly used in crowding studies,\textsuperscript{2} functionalized/charged crowders\textsuperscript{66} or rapid, uniformly distributed buffers, in a manner that preserves intrinsic enzyme function.
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