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Chapter 1 A Review of Field-Scale Water and Solute Transport

1.1 Introduction

For at least 2000 years, farmers have employed agricultural practices to enhance water and nutrient flow in soil and plants. Virgil (70-19 BC) wrote in his second major poem “Georgics” that “it has been useful to fire barren fields and burn the light stubble” because “that heat opens fresh paths and loosens hidden pores, by which the sap may reach the tender blades” (Fairclough, 1999). This statement does not reflect our current knowledge; however, it does indicate that our ancestors have realized the importance of soil water movement and solute transport for agricultural production for a very long time (Philip, 1974).

The quantitative study of soil water flow behavior can be traced back to Buckingham (1907). In his famous report published in 1907, he originated the concept of “capillary potential” which today is commonly referred to as “matric potential”, and considered it together with the gravitational potential as the forces governing water movement in soil (Philip, 1974; Nimmo and Landa, 2005). He also proposed the concept of unsaturated hydraulic conductivity and applied it in the description of water flux through unsaturated soil, which appears like a modification of Darcy’s law but is believed to have been developed independently (Buckingham, 1907; Sposito, 1986; Jury and Horton, 2004). The Buckingham flux law was verified experimentally by Richards (1931) more than 20 years later, who further derived its partial differential form for transient unsaturated flow, which is now well known as Richards’ equation. Another important contribution by Richards is
the development of the tensiometer, providing a simple and convenient way to measure matric potential and to describe soil water movement (Richards and Gardner, 1936; Richards, 1942). In the following several decades, the soil water flux theory has been improved in many aspects, such as introducing diffusivity function and considering capillary hysteresis (Philip, 1974).

Soil water in nature is never pure, but contains hundreds of dissolved substances and gaseous constituents (Nielsen et al., 1986). When describing the transport behavior of these solutes or evaluating the impact of fertilization or other chemical applications, the water flux theories above are obviously inadequate. In the early 1960s, Nielsen and Biggar (1961) were among the first to study miscible displacement of solutes in soil systematically (Wendroth et al., 2011c). They used Cl⁻ as a tracer and measured the breakthrough curves at different average flow velocities and water contents for three soils and two sizes of uniform glass beads. One year later, they generated a one dimensional convection-dispersion model (CDM) for uniform porous media (Nielsen and Biggar, 1962; Barry and Sposito, 1988). Their experiments and analyses suggested that: 1) the transport mechanisms of water and solutes can be studied through the distribution of an appropriate tracer; 2) both imposed boundary conditions, i.e., water content, and inherent soil properties, i.e., soil texture, are important factors for solute leaching.

This study and most of the subsequent ones on water and solute transport were conducted on soil columns in laboratory experiments and under steady-state flow conditions (Rao et al., 1980; Nkedi-Kizza et al., 1983), assuming that the whole column was homogeneous.
and could be characterized by single values of matric potential, hydraulic conductivity, and other parameters (Jarvis, 2007). However, these results and research approaches cannot be applied in field-scale studies directly, in view of the vastly increased natural heterogeneity (Nielsen et al., 1986; Destouni and Graham, 1995; Ashraf et al., 1997). Depending on soil properties such as texture, structure, topography and spatial soil moisture distribution, the leaching behavior of water and solute is quite variable in space and time (Smith and Davis, 1974; Wendroth et al., 1999; Ersahin et al., 2002). It is critical to develop experimental approaches that allow the quantitative description of water and solute transport under field conditions.

In the current chapter, literature concerning field-scale soil water and solute transport is reviewed mainly in three aspects. First, the major tracers used to study solute leaching are introduced. Next, the important boundary conditions and soil properties that affect water and solute transport, and their associated mechanisms are described. Last but not least, field experimental designs and sampling methods are discussed.

### 1.2 Tracers

Depending on the question to be answered, the optimum tracer varies. For example, to study NO$_3^-$ leaching, several scientists have used the stable isotope $^{15}$N as the tracer (e.g., Di et al., 1999; Cookson et al., 2000). Here we specifically discuss conservative tracers that are not significantly absorbed by soil and not subject to chemical or biological transformations. Two typical tracers that meet these requirements are Cl$^-$ and Br$^-$, both of which are commonly used in the studies of water and solute transport. Rao et al. (1982)
and Addiscott et al. (1983) adopted Br⁻ as the tracer to study solute diffusion in artificial and natural aggregates, respectively. Köhne et al. (2002) employed both Cl⁻ and Br⁻ to evaluate the impact of aggregate skins on the solute diffusion coefficient. On columns of porous ceramic spheres, Al-Sibai et al. (1997) applied Cl⁻ as the tracer and compared the breakthrough curves (BTCs) under continuous and intermittent leaching. Augustin et al. (1995) monitored Br⁻ transport through columns packed with soil aggregates and found that the degree of asymmetry in BTCs increased with aggregate size and pore-water velocity. Jiang et al. (1997) applied Br⁻ to undisturbed soil columns and analyzed BTCs as affected by water table depth and rainfall timing.

In contrast to studies on aggregates and columns in the laboratory where boundary conditions are easy to control, and both anions, i.e., Br⁻ and Cl⁻, are equally chosen as the tracer, Br⁻ is usually preferred in the experiments conducted at the field scale (Bowman, 1984). The main reason is that Cl⁻ is a micronutrient widely required by plants (Martin, 1966), and commonly present in soils, fertilizers and precipitations; while the natural occurrence of Br⁻ is very low (Vinogradov, 1959; Ingram, 1976). In view of this limitation, the isotope ³⁶Cl has been employed in many solute transport studies instead of Cl⁻. Pinner and Nye (1982) used ³⁶Cl to analyze solute diffusion in undisturbed and repacked soil columns as affected by water content. Nkedi-Kizza et al. (1983) measured the BTCs of ³⁶Cl displaced through packed columns under saturated conditions. However, owing to the radioactive properties, the use of ³⁶Cl is usually limited to laboratory experiments. The few field investigations on long-term solute transport were mainly conducted in the desert of Southwest America, taking advantage of the pulses of ³⁶Cl released from nuclear weapon
testing in the 1950s and 1960s (e.g., Phillips et al., 1988; Scanlon, 1992). Thus in most field experiments, Br\(^-\) has been selected to reflect water and solute transport, e.g., under different land use systems (Caron et al., 1996; Ingram, 1976), at different landscape positions (Afyuni et al., 1994; Olson and Cassel, 1999). But an additional concern should be raised when applying Br\(^-\) to large areas because it can be toxic to grazing animals (Owens et al., 1985) or result in groundwater pollution (Flury and Papritz, 1993).

Owing to anion exclusion occurring in the soil which is usually negatively charged, many experiments showed that Br\(^-\) and Cl\(^-\) moved faster than water (McMahon and Thomas, 1974), especially at high pH (Nielsen et al., 1986). Therefore, in many experiments, water molecules labeled with isotope \(^2\)H or \(^3\)H were preferred. De Smedt et al. (1986) studied \(^3\)H\(_2\)O infiltration through a packed sand column and observed much larger dispersivity under unsaturated conditions compared to saturated ones. Brooks et al. (2002) applied \(^2\)H\(_2\)O to two 1 m\(^2\)-plots to monitor water redistribution during a summer drought in Northwest America. However, neither of these tracers are appropriate for large-scale field experiments, because \(^3\)H\(_2\)O is radioactive while the non-radioactive \(^2\)H\(_2\)O is expensive to be enriched at required ratios (Bowman, 1984).

Dyes are another kind of tracer that have been widely used in transport studies. Unlike Cl\(^-\), Br\(^-\), or H\(_2\)O labeled with H isotopes, dye tracers provide direct visual traces of primary flow pathways by staining (Bouma et al., 1977; Gjettermann et al., 1997). In the late 1950s, Tamm and Troedsson (1957) adopted staining technique to determine the drainage of rainwater (Reynolds, 1966). They applied NH\(_4\)SCN on the soil surface first; and after
rainfall, they dug a pit and sprayed the profile with FeCl₃. Any zone in the profile containing SCN⁻ became deep red due to the reaction with Fe³⁺, thereby allowing the identification of infiltration pathways. However, the chemicals used in this experiment are not safe and many trees around were killed.

One of the early experiments that applied dye tracer in vadose zone studies was conducted by Bond (1964). He dusted a pit profile with dry kaolinite containing 1% of Rhodamine B, which turned red upon contact with water, revealing wet zones in the soil profile. In this way, he was able to analyze the impact of soil water repellency on the water infiltration pattern. Later, more dyes were employed. Saffigna et al. (1976) analyzed the sources of penetration water in a potato field using Rhodamine WT. Bouma et al. (1977) described macropore flow through three types of pores with the aid of methylene blue. Flury et al. (1994) adopted Brilliant Blue ECF to investigate the water flow paths at 14 different field sites. There is no ideal conservative dye tracer in view of their sorption characteristics and biochemical properties (Davis et al., 1980). In general, Rhodamine WT and Brilliant Blue ECF are most commonly used (Flury and Wai, 2003).

1.3 Impact Factors

1.3.1 Soil Properties

It is well known that soil texture and structure play essential roles in water and solute transport (Beven and Germann, 1982; Shipitalo et al., 2000). They are the primary factors controlling soil hydraulic properties; furthermore, they interact with each other during pedogenesis, resulting in unique attributes for each soil pedon. Using computed
tomography (CT), Heijs et al. (1996) visualized the water flow paths in two distinct soils in three dimensions. In the clay soil with the presence of macropore network, soil water mainly flowed downwards with little lateral spreading; while in the water-repellent sandy soil, flow fingers were observed starting at the locations with high bulk density. More evidence for the importance of soil texture and structure has been provided by infiltration experiments employing dye tracers. Flury et al. (1994), Kulli et al. (2003) and Weiler and Naef (2003a) clearly showed in their field investigations how water and solute movement varied with soil texture and structure in both vertical and horizontal directions. Generally in fine-textured soils, vertically continuous macropores tend to conduct water and solute downwards and limit lateral mass exchange; while in sandy soils, lateral mixing is usually much stronger (Jarvis, 2007). However, exceptions may occur when horizontal cracks or root macropores develop in the plow pan, where water and solutes are mainly transported through horizontal preferential flow (Janssen and Lennartz, 2007).

Topography is another soil property that regulates solute leaching. At the landscape scale, the topography impact is exerted by the associated soil organic matter and texture, which affect solute retention and movement in soils. Olson and Cassel (1999) analyzed Br⁻ leaching on a Piedmont toposequence and concluded that the shallower leaching depth on linear and shoulder slopes compared to footslope was caused by the increased clay contents in the subsoil which retarded solute transport. A column experiment conducted by Clay et al. (2004) also manifested different leaching behaviors of Br⁻ and NO₃⁻ at different landscape positions.
At the small scale, topography or microrelief affects water and solute transport mainly through another mechanism. Darboux and Huang (2005) conducted rainfall simulation experiments over eight manually packed soil boxes with smooth or rough surface and found that water stored in depressions, typically under a high intensity rainfall, enhanced water infiltration and delayed runoff initiation. Based on dye tracer experiments at four sites, Weiler and Naef (2003b) further concluded that an increase in soil surface roughness fostered water and solute movement through macropores or other preferential pathways. Microrelief decides the degree of water ponding that could possibly develop in a specific rainfall event; thereby affecting the surface area and the macropores connected to and open at the surface that contribute to the initiation of preferential flow.

1.3.2 Initial and Boundary Conditions

The impact of soil water content antecedent to subsequent rainfall is complicated. A good example is the dye tracer experiment conducted by Flury et al. (1994), which manifested diverse solute transport behavior as affected by initial water content. In a soil with coarse prismatic structure, the researchers observed stained cracks only in the wet plot under unsaturated flow condition; while with flood irrigation, stained cracks appeared in both plots with even deeper ones in the dry plot. It is implied that the influence exerted by initial water content is quite dependent on the application method of irrigation and the rainfall intensity. Water starts to flow into a macropore only when the water pressure exceeds certain “water-entry” pressure, depending on the macropore size (Jarvis, 2007). When rainfall intensity is low and water slowly infiltrates into the soil matrix, the pressure generated in dry soils is obviously smaller than that in wet soils, thereby resulting in a
lower possibility of macropore flow occurrence. Under high intensity rainfall, in contrast, water ponds extensively on the surface especially when soil is dry and strongly water-repellent. Therefore, more water flows into macropores and other continuous channels under initially dry conditions, leading to deeper movement of water and solute (Weiler and Naef, 2003a). Edwards et al. (1989) obtained similar results when studying water flow through earthworm burrows under natural rainstorms. Enhanced flow in monitored burrows was observed under high intensity storms on dry soil surfaces. However, no percolate was yielded during low intensity rainfalls. White et al. (1986) also found more herbicides, i.e., napropamide and bromacil, leached from initially dry soil than prewetted soil; but they attributed this difference to the swelling of clay soil during prewetting which thereby narrowed the conducting cracks and channels. Regardless of the mechanisms responsible for this phenomenon, as initial water content increases, the displacement of resident water and the interaction between rainwater and soil matrix generally increase, which would possibly decrease the concentrations of surface-applied chemicals in leachate (Shipitalo and Edwards, 1996).

Rainfall characteristics, i.e., amount, intensity and timing, all affect water and solute transport. A larger amount of rainfall usually corresponds with deeper leaching of chemicals (Mulla and Annandale, 1990; Diez et al., 1997). However, increasing rainfall intensity may have very different effects. Keller and Alfaro (1966) and Ghuman et al. (1975) observed higher leaching efficiency at lower water application rate, when conducting miscible displacement experiments on columns packed with glass beads and sieved sandy loam soil, respectively. Yet in the rainfall simulation experiments reported by Germann et
al. (1984) and Trojan and Linden (1992), the leaching depth of Br$^-$ increased with rainfall intensity. The preferential flow enhanced by increased rainfall intensity, typically occurring in structured soils, has been concluded as the cause (Jarvis, 2007). For a structured soil with the presence of vertically continuous macropores, surface water ponds more extensively under a heavier rainfall and preferential flow is initiated through a greater number of macropores, resulting in rapid movement of surface-applied chemicals (Gjettermann et al., 1997). This positive correlation between rainfall intensity and water and solute transport depth has been observed for a wide range of soil types and a variety of chemicals (Shipitalo et al., 2000).

Rainfall timing can have a major influence on solute leaching. Heavy rainfall shortly after surface application of chemicals often results in large leaching losses (Dekker and Bouma, 1984; Jarvis, 2007). In contrast, with a longer time delay between solute application and subsequent rainfall, more solute can move from large interaggregate pores into fine intraaggregate ones and becomes less accessible to water flow and rapid leaching; therefore, both the amount and depth of solute leaching can be considerably reduced (McLay et al., 1991; Gerke and Köhne, 2004). Evidence for this retardation phenomenon has been provided in both laboratory and field experiments (e.g., Kluitenberg and Horton, 1990; Edwards et al., 1993; Wendroth et al., 2011c).

However, a longer time delay does not always correspond with less solute leaching. In a column experiment reported by Jiang et al. (1997), extending the time delay significantly decreased NO$_3^-$ leaching only under the wet condition when the water table was 5 cm below
the soil surface. It is implied that the impact of rainfall timing on solute transport was affected by water table depth and presumably by soil moisture. In addition, rainfall timing itself would possibly change the soil water status antecedent to subsequent rainfall. Besides solute diffusion into aggregates, increasing the time delay allows a longer time for soil water evaporation. Therefore, soil becomes drier, especially near the land surface, which under heavy rainfall favors the development of preferential flow and deep leaching of water and solutes (White et al., 1986; Edwards et al., 1989; Weiler and Naef, 2003a).

1.4 Experimental Methods

1.4.1 Experimental Designs

The first field study on solute transport was conducted by Miller et al. (1965), who measured profile distribution of Cl⁻ in replicated plots and concluded that intermittent ponding, compared to continuous ponding, resulted in greater leaching efficiency (Butters et al., 1989). The classic block design adopted here assumes that soil in each block is homogeneous and the distinct treatments are the only reason why observations vary. The principle is simple and its applications in many field experiments in the following decades have greatly improved our understanding of water and solute transport. However, field soils are heterogeneous in both vertical and horizontal directions. Regardless of scale dependence, this fact to some extent stands against the inherent assumption of the classic block design and the random variation of observations. As a result, the parameter or variable describing solute transport is usually obtained together with a comparable standard deviation and a large coefficient of variation (CV).
Biggar and Nielsen (1976) investigated Cl\(^-\) and NO\(_3\)- leaching down to 1.8 m depth in a 150-ha agricultural field and obtained an average pore water velocity of 38.2 cm d\(^{-1}\) among 20 subplots, with a CV of 99.7%. Butters et al. (1989) monitored the movement of Br\(^-\) down to 4.5 m depth below soil surface in a 0.64-ha loamy sand field and found that the CV of mass recovery between replicated samplers at a given depth was close to 50%. In the field experiments conducted by Kessavalou et al. (1996) and Ottman et al. (2000), which were also based on classic block design, the standard deviations were in the same magnitude as the amounts of Br\(^-\) and \(^{15}\)N leached below 1.2 and 4 m, respectively. The huge variability present in the set of measurements, resulting from the heterogeneity inherent in soil properties, would make it extremely difficult to quantify solute transport or to analyze treatment effects (Wendroth et al., 2011c).

To overcome this limitation and to yield a representative estimate of solute transport, many more measurements are required and the number depends on the spatial variability of the soil (Biggar and Nielsen, 1976). Accordingly, field experiments aimed to reveal the spatial structures of soil properties (Dagan, 1987) and solute transport variables (Kung, 1990), to analyze their spatial correlations (Ellsworth and Boast, 1996), or to obtain other scaling factors (Jury, 1985) are suggested. Yet until the 1990s, experimental techniques were not satisfactory for spatial analysis of soil moisture and solute concentration (Jury, 1985; Binley et al., 1996; Wendroth et al., 2011c). Van Wesenbeeck and Kachanoski (1990) installed suction probes in 20 cm intervals along two transects to calculate the variance of Cl\(^-\) travel time at different scales and found that the corresponding spatial correlation ranges were 2.8 and 3.8 m for forested and cultivated sites, respectively. Ellsworth and Boast
(1996) also quantified the spatial correlation ranges for solute leaching amount and depth based on extensive soil sampling. In addition, they concluded that the spatial variability of solute transport was quite dependent on the measuring scale. But in the field experiment conducted by Netto et al. (1999), neither spatial structure for solute concentration nor significant cross-correlation for solute concentration with water content or bulk density were observed. The primary reason was that solute transport usually varies at multiple scales and autocorrelations and semivariograms were not sufficient to reveal its spatial structure (Biggar and Nielsen, 1976; Wendroth et al., 2011c; Schwen et al., 2012).

In view of this limitation, a novel experimental design, which imposes treatments in a periodically repetitive pattern at distinct scales has been introduced. Based on Fourier transformation, the calculation of power spectra, i.e., spectral analysis, allows discrimination of soil variability over different scales (Kachanoski and De Jong, 1988). Thus, the treatment effects can be separated from the impact exerted by underlying soil processes using this technique.

The first application of spectral analysis in soil science goes back to Bazza et al. (1988), who irrigated a 6-ha field with water of cyclically changing salinity levels and detected the same periodicity in soil surface temperature (Wendroth et al., 2011b). Shillito et al. (2009) and Wendroth et al. (2011a) adopted the same technique and observed systematical responses of potato and wheat yields, respectively, to cyclically varying N rates applied at the beginning of the growing season. Later, Wendroth et al. (2011c) introduced this technique to a field-scale solute transport study. In a rainfall simulation experiment, they
arranged four levels of rainfall intensity and four levels of application time delay, i.e., the
time delay between Br⁻ application and subsequent rainfall, along a 64-m grassland transect
in cyclic layout at wavelengths of 32 and 8 m, respectively. As a result, variations at these
two scales were detected in the leaching depth described by the center of Br⁻ mass.
Adopting the same approach, Schwen et al. (2012) evaluated the impact of land use,
irrigation characteristics and bulk density on water infiltration and Br⁻ leaching. Compared
to classic block design, the scale-dependent treatment distribution design together with
frequency-domain analysis, i.e., spectral and cross-spectral analyses, provide a greater
opportunity to analyze water and solute transport and to identify the major factors
controlling their spatial behaviors (Nielsen and Alemi, 1989).

1.4.2 Sampling Techniques

Soil coring has been the standard sampling method used to study solute transport in the
vadose zone (Alberts et al., 1977). It accounts for the total resident solute concentration at
the time of sampling, which quantifies the mass of solute leached to a certain volume of
soil (Netto et al., 1999). However, this method is destructive and does not allow repeated
sampling at the same physical location. In view of the natural heterogeneity inherent in soil
properties, solute distributions may not be similar in two adjacent profiles. Therefore, it is
almost impossible to analyze the temporal dynamics of solute leaching with this technique.

In contrast, a suction probe with a porous ceramic cup at the bottom can provide *in situ*
samples of soil solution, once installed at a certain location and depth (England, 1974;
Grossmann and Udluft, 1991). The earliest description of ceramic cup samplers appeared
in a study by Briggs and McCall (1904), who initially designed it to simulate capillary movement of soil water. Since the 1960s, the use of suction probes has become the common practice for monitoring water and solute transport in agricultural studies (Litaor, 1988). Nevertheless, other than soil coring, the volume of soil contributing to a solution sample collected by a suction probe is not strictly defined. When a vacuum larger than the matric potential is applied, the radius of influence of a suction probe can be up to several meters (Van der Ploeg and Beese, 1977). In addition, as a “point sampler”, suction probes may not be able to capture the characteristics of solute transport unless adequate replicates are taken in a pattern consistent with the spatial variation (Hansen and Harris, 1975; Saffigna et al., 1976), especially when macropore flow occurs in a structured soil (Shaffer et al., 1979) or finger flow takes place due to texture change in a soil profile (Starr et al., 1978). Therefore, this sampling method is usually employed to assess soil water quality but not for evaluating the amount of water and solute moving through a soil profile (Cochran et al., 1970; Biggar and Nielsen, 1976).

Zero-tension pan lysimeters provide a means to analyze both quality and quantity of solute leaching (Jemison and Fox, 1992). They are referred to as free-drainage pan samplers in some literature (e.g., Barbee and Brown, 1986) and collect soil water drained to a certain depth driven by gravity. Haines et al. (1982) compared the composition of soil solution collected by a ceramic plate suction sampler to that by a zero-tension lysimeter, and concluded that the latter sampled more efficiently after a heavy rainfall but less efficiently under unsaturated conditions. Barbee and Brown (1986) analyzed Cl leaching in three different soils and found that zero-tension lysimeters generally collected larger and more
consistent samples, especially for the well-structured clay soil. However, this method is basically limited to saturated conditions and the installation is costly and time-consuming. Intercepting the leaching water at the depth where the pan sampler is inserted prevents the collection of solutes along a straight vertical line at different depths in the soil profile. Also, if the cross-sectional area of the pan is not large enough, the lysimeter can be completely circumvented by preferential flow under a heavy rainfall (Radulovich and Sollins, 1987; Jemison and Fox, 1992).

There are many other techniques for soil water and solute sampling. For example, a soil profile needs to be excavated when using a dye tracer to manifest flow pathways; and resin bags are usually installed to analyze NO$_3^-$ leaching. No single sampling technique can perfectly describe water and solute movement under all field conditions (Litaor, 1988). But an optimal choice can be made for certain research objectives and a given study area.

1.5 Conclusions and Dissertation Overview

A precise description of water and solute transport in the vadose zone is essential for improving agricultural management and hydrological modelling. However, mainly owing to the natural soil heterogeneity, little progress has been made in quantifying solute leaching in field soils. In this review, the field experimental designs possible to overcome this limitation were discussed and the major tracers and influencing factors analyzed in previous studies were introduced. From the aspect of application, it is necessary to establish a model that incorporates spatial variability of soil properties and predicts water and solute leaching. Also, solute transport is a dynamic process both spatially and temporally. There
is a critical need in the future research to develop a field technique to describe the spatial behavior of water and solute transport evolving with time under non-equilibrium flow conditions.

In this dissertation, a rainfall simulation experiment adopting scale-dependent treatment distribution was conducted at University of Kentucky’s Spindletop Research Farm to describe water transport and Br\(^-\) leaching under field conditions. In Chapter 2, the spatial structure of soil Br\(^-\) concentration is analyzed at every 10 cm from the soil surface to 1 m depth. Using spectral and cross-spectral analyses, the impact of soil surface roughness, soil texture and rainfall characteristics on Br\(^-\) leaching is evaluated. Chapter 3 applies a state-space approach to analyze the spatial associations of soil Br\(^-\) among different depths and to describe the horizontal distribution of soil Br\(^-\) concentration at each depth based on the boundary conditions investigated. Chapter 4 is an attempt to study the temporal dynamics of water transport and Br\(^-\) leaching. Matric potential changes during different periods of time and Br\(^-\) concentrations in soil solution collected through suction probes at different times are analyzed. Finally, in Chapter 5, the findings obtained in this series of analyses are presented.
Chapter 2 Field-Scale Bromide Leaching as Affected by Land Use and Rainfall Characteristics
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2.1 Introduction

A precise description of water and solute transport through soil is required in calculating the fate of surface-applied nutrients and their impact on environmental quality (Feyen et al., 1998; Paramasivam et al., 2002). Many researches reveal that rainfall characteristics, i.e., rainfall amount, intensity, and the time delay relative to solute application, are important factors that influence these processes (e.g., Shipitalo et al., 2000; Jarvis, 2007).

In general, more rainfall corresponds with deeper chemical leaching (Mulla and Annandale, 1990; Diez et al., 1997). The impact of rainfall intensity on solute transport, on the contrary, is more complex. Keller and Alfaro (1966) observed higher leaching efficiency when water was applied at a lower rate on pots filled with glass beads. Ghuman et al. (1975) drew similar conclusions later from a soil column experiment: slowing down the application of water could yield deeper movement of salts immediately after infiltration. However, in a structured soil with the presence of continuous macropores, the results can be quite different. Preferential flow in macropores typically occurring at high rainfall intensity
contributes to rapid solute movement through soils (Beven and Germann, 1982; Gerke, 2006). Thus over a wide range of soil types and a variety of chemicals, positive correlations between rainfall intensity and solute leaching depth have been obtained (Shipitalo et al., 2000; Jarvis, 2007). Yet, the vertical solute distribution in a soil profile as affected by rainfall intensity is not all the same in this context. In a rainfall simulation experiment conducted by Trojan and Linden (1992), less Br\(^-\) and rhodamine dye were displaced from the soil surface as rainfall intensity increased; whereas, Germann et al. (1984) found increased downward movement of surface-applied Br\(^-\) with rainfall intensity, resulting in a lower Br\(^-\) concentration close to the soil surface and a more linear distribution of Br\(^-\) across the soil profile. Gjettermann et al. (1997) also observed a lower degree of dye tracer coverage in surface soil with increased rainfall intensity; and preferential flow initiated through an increasing number of macropores owing to the more intensive ponding at increasing intensity was considered as the reason.

Rainfall timing relative to solute application is another important factor that controls solute leaching. A heavy rainfall shortly after the surface application of solutes usually results in intensive leaching (Dekker and Bouma, 1984; Jarvis, 2007). With the increasing time delay between solute application and subsequent rainfall, the amount and depth of leaching could be considerably reduced (Edwards et al., 1993; Wendroth et al., 2011c). McLay et al. (1991) and Gerke and Köhne (2004) attributed this retardation phenomenon to the diffusion of solutes into soil aggregates. When sufficient time is allowed, solutes move from large interaggregate pores to small intraaggregate ones and become less accessible to be leached by water flow (Francis et al., 1988). Better understanding the effects of rainfall
intensity and timing on solute transport is beneficial for the management of surface-applied chemicals.

Most of the research on water and solute transport has been conducted on soil columns under laboratory conditions and steady-state flow; while at the field scale, little progress has been made, mainly owing to the natural soil heterogeneity (Nielsen et al., 1986; Ashraf et al., 1997). Depending on soil properties such as texture, structure, topography and spatial soil water distribution, solute leaching behavior is quite variable (Wendroth et al., 1999; Ersahin et al., 2002; Whetter et al., 2006). Using Br⁻ as a tracer in a field experiment, Ottman et al. (2000) found the average standard deviation was comparable to the amount of solute leached below 4 m depth during a growing season of irrigated wheat. To yield an effective estimate of solute transport in the field, an appropriate number of measurements have to be made and the number relies on the spatial variability of the field soil (Biggar and Nielsen, 1976). Accordingly, field experiments aimed to reveal the spatial correlation ranges of soil properties (Dagan, 1987) and solute flux (Kung, 1990) or to obtain other scaling factors (Jury, 1985) are suggested.

Nevertheless, until the mid-1990s, experimental techniques were not satisfactory for spatial analysis of soil water and solute concentration (Jury, 1985; Binley et al., 1996; Wendroth et al., 2011c). The first study detecting the spatial correlation ranges of solute concentration at the field scale was conducted by Ellsworth and Boast (1996). Netto et al. (1999) found no spatial structure in the semivariogram analysis for solute concentrations or any significant cross-correlation of solute concentration with water content or bulk density. It
is implied that semivariograms may not be sufficient to reveal the spatial structure of solute transport, which varies over different scales (Wendroth et al., 2011c). Instead, imposing treatments in cyclic layout at distinct scales, their autocorrelation functions as well as those of related processes would reflect the corresponding repetitive patterns and suggest variance decomposition in the frequency domain, i.e., spectral analysis; thereby allowing a greater opportunity to identify the major factors that affect solute transport (Nielsen and Alemi, 1989; Shillito et al., 2009). Kachanoski and De Jong (1988) applied Fourier-based transformations to decompose soil variability over different scales. Wendroth et al. (2011c) showed that arranging treatments not randomly but reoccurring and at different scales allowed the separation of small-scale processes from large-scale ones with, e.g., additive state-space approach. Therefore, large-scale variation underlying the spatial series of measurements in the present experiment would become obvious in the power spectra; while it were difficult to separate its impact on treatments in a block design.

The hypothesis of the current study is that the effects of land use and rainfall characteristics applied in the above-mentioned scale-dependent design are revealed in the spatial behavior of solute transport. Referring to the experimental design employed by Bazza et al. (1988) and Shillito et al. (2009), rainfall intensity and application time delay were arranged at different scales over a transect across two land use systems: cropland and grassland. Using Br⁻ as the tracer in this rainfall simulation experiment, the objectives were to: 1) assess the impact of land use and rainfall characteristics on Br⁻ distribution throughout the soil profile; 2) explore the spatial correlations of Br⁻ concentrations at different depths with these factors; and 3) identify the major factors that control solute leaching at the field scale.
2.2 Materials and Methods

2.2.1 Experimental Design

The experiment was conducted in the late spring of 2012 at the University of Kentucky’s Spindletop Research Farm, Lexington, KY. The soil is a Maury silt loam, classified as a mixed, semiactive, mesic Typic Paleudalf. The average annual precipitation is 114 cm and the mean annual ambient temperature is 13 °C. From April through September, mean monthly potential evapotranspiration exceeds rainfall. On a 4125 m² field with established cropland and grassland, a 48-m by 3-m transect was selected (Figure 2.1). Half of the transect on the cropland used to be planted with no-till winter wheat (Triticum aestivum L.) had been fallowed since April 2011; and the other half on the grassland was dominated by tall fescue (Festuca arundinacea Schreb.), bluegrass (Poa pratensis L.) and red clover (Trifolium pretense L.). Glyphosate (Roundup, Monsanto Co.) was applied to kill all the plants prior to the leaching experiment.
Figure 2.1 Experimental field and plot layout with soil sampling design. The Br⁻ leaching experiment was conducted over a 48-m by 3-m transect evenly across two land use systems: cropland and grassland. Each 2-m by 3-m plot was equipped with two sets of instruments separated by 1 m. Each set included one nest of tensiometers installed clockwise at 10, 30, 50, 70, 90 and 110 cm at the vertices of a hexagon with an edge length of 20 cm; one nest of suction probes accompanying tensiometers at 20, 40, 60, 80 and 100 cm; and one capacitance probe access tube at 1 m from the center of each tensiometer nest. Thereinto, each suction probe was installed in the middle of two tensiometers with close depths (i.e., suction probe at 20 cm installed in the middle of tensiometers at 10 and 30 cm), except the one at 60 cm, which was at the center of the nest. One day after the last rainfall simulation, soil cores of 100 cm were sampled every 0.5 m along the transect.

Along the transect, 24 plots in total were established, within which two hexagon nests of six self-manufactured tensiometers aimed to measure soil water matric potential were
installed at depths of 10, 30, 50, 70, 90 and 110 cm. Accompanied with each tensiometer
nest, five suction probes used for soil water sample collection were installed as well, at 20,
40, 60, 80 and 100 cm soil depths. A parallel set of capacitance probe access tubes (Diviner
2000, Sentek Pty. Ltd., Stepney South, Australia) were installed 1 m apart to monitor soil
water content in 10 cm increments down to 1 m depth (Figure 2.1). During the installation
of each access tube, undisturbed soil cores down to 1 m depth were taken and divided in
10 cm increments for soil texture determination using the pipette method (Gee and Bauder,
1986). In addition, relative elevation was acquired by a Trimble SPS 930 Universal Total
Station every 25 cm both along and across the transect. These measurements were averaged
for every 1 m, resulting in 2 values per plot (Figure 2.2c). To better describe the complexity
of topography, the corresponding elevation variance was calculated by summing up the
squared differences from the neighboring relative elevations.

A constant rate of 37.5 g Br m\(^{-2}\) was adopted in this experiment, equivalent to the rate of
NO\(_3\)\(^-\) in NH\(_4\)NO\(_3\)-fertilizer as recommended for no-till wheat in Kentucky (Murdock et al.,
2009). Within a total of 0.9 mm of rainwater collected earlier, KBr was dissolved and
applied using a regular farm sprayer. In the periodical design of rainfall characteristics, a
constant rainfall amount of 44 mm, three levels of rainfall intensity, 5, 22 and 44 mm h\(^{-1}\)
corresponding with the average recurrence intervals of 1, 2 and 5 years, respectively
(Bonnin et al., 2006), and four levels of application time delay, 1, 4, 24 and 96 h, were
distributed along the transect as shown in Figure 2.2. Thereinto, the application time delays
were chosen arbitrarily to manifest the different conditions typically occurring in Kentucky
during the spring season when many surface chemicals are applied in the field. Rainwater
was applied using garden sprinklers attached to a metal frame. This device allowed simultaneous irrigation of two neighboring plots. Therefore, the application of tracer was conducted at an appropriate time before the subsequent rainfall simulation on each individual plot to attain the corresponding time delay. Tarps were used to cover the plots to prevent the interference by natural precipitation and to minimize the evaporation of soil water when no rainfall simulation or tracer was applied. However, final intensities for some plots were slightly different from the ones intended as a result of natural precipitation occurring during rainfall simulation (Figure 2.2a). And owing to an accidental malfunction of the pumping system in the first day of the experiment, the actual intensity for plot 1 and 2 were about 10 mm h\(^{-1}\) higher than the one intended.

Before, during and after each rainfall simulation, soil matric potential and volumetric water content were measured at every position and depth to monitor the water status as affected by rainfall characteristics. Soil water samples were collected twice using suction probes, i.e., 1 h and 1 day after each rainfall event, respectively. One day after the last rainfall simulation, soil cores of 1 m depth were sampled at an interval of 0.5 m along the 48-m transect (Figure 2.1). They were divided in 10 cm increments for the determination of water content and Br\(^-\) concentration at each depth. An ion chromatograph (Metrohm AG, Herisau, Switzerland) was used to analyze soil Br\(^-\) concentration after the extraction of air-dried soil samples with distilled water. The minimum detection limit is 13.6 \(\mu\)g Br\(^-\) L\(^{-1}\). In this study, only soil Br\(^-\) concentration data were analyzed and soil solution results will be presented in another publication.
Figure 2.2 Spatial distribution of (a) rainfall intensity, (b) application time delay, and (c) relative elevation and elevation variance along the 48-m transect. Thereinto, the intensive measurements of relative elevation taken every 25 cm in both directions were averaged for every 1 m resulting in 2 values per plot; and the corresponding elevation variance was calculated as the sum of squared differences from neighboring relative elevations.
2.2.2 Spatial Analysis

Prior to spatial analysis, all the data including the measured soil Br\textsuperscript{-} concentrations at different depths, natural and imposed boundary conditions such as elevation variance and rainfall intensity, respectively, were normalized according to (Nielsen and Wendroth, 2003):

\[ z_i' = \frac{z_i - (\bar{z} - 2\sigma_z)}{4\sigma_z} \] (2.1)

in which \( z_i \) is the measured value at position \( i \), \( \bar{z} \) and \( \sigma_z \) are the mean and standard deviation of \( z_i \), respectively. The normalized value \( z_i' \) would have a \( \bar{z} \) equal to 0.5 and a \( \sigma_z \) equal to 0.25. The rationale behind this normalization is to avoid numerical problems that can result if two or more variables in the analysis differ by an order of magnitude or more.

The spatial variance changing with the lag distance between measurements was quantified with the experimental semivariogram \( \gamma(h) \) (Matheron, 1962; Isaaks and Srivastava, 1989):

\[ \gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [A_i(x_i) - A_i(x_i + h)]^2 \] (2.2)

Thereinto, \( A_i(x_i) \) is the measurement \( A_i \) at location \( x_i \) and \( N(h) \) is the number of measurement pairs in lag class \( h \). Typically with the increase of lag distance, the semivariance \( \gamma(h) \) increases until it reaches a plateau, and a spatial correlation range can be generated for the corresponding measurement. However, this simple spatial behavior is not always observed for solute transport and semivariograms do not necessarily consist of only one single structure (Nielsen and Wendroth, 2003). Different plateaus can manifest different variation scales. The initial plateau indicates a landscape process at a small scale and a further change of the semivariance until another plateau at a longer lag distance can be caused by another underlying process at a larger scale (Wendroth et al., 2011c).
Landscape processes at different scales can be detected through this nested semivariance behavior (Webster and Oliver, 2001).

The spatial correlation between two variables $A_i(x_i)$ and $B_i(x_i)$ was quantified using the cross-semivariogram $\Gamma(h)$ (Yates and Warrick, 2002):

$$\Gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [A_i(x_i) - A_i(x_i + h)][B_i(x_i) - B_i(x_i + h)]$$  \hspace{1cm} (2.3)

The sign of the cross-semivariance decides a positive or negative spatial correlation between the two variables and the range of the cross-semivariogram indicates up to what lag distance the two variables are spatially related.

Spectral and cross-spectral analyses were used to analyze the frequency-domain variance components (Shumway, 1988). The repetitive fluctuations implied in one data series at different scales were identified by calculating the power spectrum $S(f)$, which is based on Fourier transformation:

$$S(f) = 2 \int_0^\infty r(h) \cos(2\pi fh) \, dh$$  \hspace{1cm} (2.4)

The autocorrelation function $r(h)$ above is integrated with respect to lag distance $h$. A periodicity is shown in the power spectrum as a variance peak $S$ occurring at an associated frequency $f$ which is the inverse of the wavelength $\lambda$ reflecting the scale of variation. The synchronous periodic fluctuations in two data series were detected using the co-spectrum $Co(f)$, which integrates the cross-correlation function $r_c(h)$:

$$Co(f) = 2 \int_0^\infty r_c(h) \cos(2\pi fh) \, dh$$  \hspace{1cm} (2.5)

The $r_c(h)$ here combines the positive and negative lags through $r_c(h) = 0.5[r_c(h < 0) + r_c(h > 0)]$, which reinforces the cyclic variations described by a cosine function and
eliminates the ones by a sine function (Nielsen and Wendroth, 2003). And the quad-spectrum \( Q(f) \) in contrast, emphasizes the fluctuations described by a sine wave through
\[
r_c^*(h) = 0.5[r_c(h < 0) - (h > 0)]
\]
and is calculated as below.

\[
Q(f) = 2 \int_{0}^{\infty} r_c^*(h) \sin(2\pi f h) \, dh
\]  
(2.6)

The importance of quad-spectrum mainly lies in its use to identify the phase lag \( h_\varphi \) between two data series when their maximum cross-correlation is reached (Nielsen and Wendroth, 2003; Wendroth et al., 2011c).

2.3 Results and Discussion

2.3.1 Br⁻ Distribution in the Soil Profile

Soil Br⁻ concentrations measured at five of the ten soil depths investigated along the transect are shown in Figure 2.3. Few sampling positions showed much higher Br⁻ concentrations relative to the others at the corresponding depth and these values were validated by duplicate analysis. In spite of some evident point-to-point fluctuations, soil Br⁻ concentration at the time of sampling generally decreased with soil depth. And typically higher Br⁻ concentrations at surface (Figure 2.3a, b) but lower ones in deep soil (Figure 2.3d) were measured in cropland, when the two land use systems were compared.

Delineating the regions receiving rainfall at three levels of intensities, i.e., high, medium and low, the low intensity (Low I) corresponded with generally higher soil Br⁻ concentrations at surface and lower ones at greater depths. This relationship between rainfall intensity and Br⁻ concentration was more prominent in cropland than in grassland.
Figure 2.3 Spatial distribution of Br⁻ concentration measured every 0.5 m along the 48-m transect at five depths: (a) 0-10, (b) 10-20, (c) 30-40, (d) 40-50 and (e) 70-80 cm. Notice that the range of Br⁻ concentration varies with soil depth.
To visualize Br⁻ leaching patterns along the transect, a contour map based on log-transformed Br⁻ concentration was generated (Figure 2.4). The contrasting leaching patterns between grassland and cropland were revealed here. With less Br⁻ retained at shallow depths and more leached to deep soil layers, Br⁻ in grassland was more evenly distributed with soil depth. The probable reason was that the more developed soil structure and more continuous macropores, resulting from the typically denser root systems and higher organic matter content in grassland, caused the preferential flow and deeper leaching of Br⁻. This result was in contrast to the leaching experiment in the same area without killing grasses conducted by Schwen et al. (2012) a year before, who found deeper leaching in cropland, indicating a critical impact of evapotranspiration in retarding solute leaching (Kanchanasut and Scotter, 1982).

Br⁻ leaching in this experiment was enhanced by increased rainfall intensity as shown in Figure 2.4. On one hand, Br⁻ concentrations below 60 cm were apparently lower in the regions receiving rainfall of low intensity (Low I) than those receiving medium and high intensity rainfalls in grassland. On the other hand, in cropland, relatively high Br⁻ concentrations in deep layers were measured sporadically and only under medium and high intensity rainfalls, referring to the existence of some preferential pathways in this soil previously managed with no-till practice. That is to say, with the increase of rainfall intensity in either land use system, soil Br⁻ near the surface decreased and the profile distribution of Br⁻ became more linear. These findings agree with those of Germann et al. (1984) and were explained by the influence of rainfall intensity and surface ponding on the
contribution of macropores to preferential flow. At higher rainfall intensity, water ponding develops more extensively and initiates preferential flow through more macropores.

Rainfall application time delay has been periodically arranged at a smaller scale (Figure 2.2) and it is not easy to identify its influence merely through the contour map. The Br$^-$ concentrations at each depth were averaged for each plot and are presented in Figure 2.5. Apparently in cropland, Br$^-$ concentration in the topsoil (0-10 cm) increased with application time delay (Figure 2.5d, e, f), suggesting that more solute could be protected from leaching when longer time was allowed for solute to move into aggregates. This protection effect caused by aggregates led to a lower accessibility of surface-applied Br$^-$ by water flow. And this hypothesis is confirmed in cropland where the Br$^-$ concentration right below (10-20 cm) showed a decreasing trend with the increase of time delay. However in grassland, this phenomenon was only obviously indicated in the plots irrigated at the low intensity (Figure 2.5b), where infiltration occurred slowly. Probably, preferential flow in those grassland plots under high and medium intensity rainfalls was strong and masked the impact of rainfall timing.
Figure 2.4 Contour map showing spatial distribution of Br⁻ concentration in soil profile down to 1 m depth along the 48-m transect.
Figure 2.5 Distribution of Br⁻ concentration in soil profile changing with application time delay under different rainfall intensities in grassland (a, b, c) and cropland (d, e, f).
2.3.2 Spatial Correlations of Soil Br⁻ with Boundary Conditions

Experimental semivariograms revealing the spatial structures of boundary conditions are presented in Figure 2.6. Land use only changed once in the middle of the transect, between grassland and cropland, resulting in the appearance of semivariogram plateau at the lag distance $h \geq 24$ m (Figure 2.6a). The semivariance of rainfall intensity reached its first plateau at $h = 8$ m and decreased to the minimum at $h = 24$ m thereafter, where one cycle was completed (Figure 2.6b). The rainfall application time delay varied at a smaller scale and its semivariogram showed a short wavelength of 8 m (Figure 2.6c). It is interesting to observe the “hole effect” in the semivariogram for elevation variance (Figure 2.6d), indicating the spatial variation occurred at more than one scale (Nielsen and Wendroth, 2003). The first maximum and minimum of its semivariance appeared at $h = 8$ m and $h = 12$ m, respectively.
Figure 2.6 Experimental semivariograms for imposed (a) land use, (b) rainfall intensity, (c) application time delay and (d) investigated elevation variance. Note that 0 was assigned for grassland and 1 for cropland for the convenience of spatial analysis. Thus a positive correlation between land use and a specific variable indicated a larger magnitude of this variable in cropland.
Figure 2.7 Experimental semivariograms for observed soil Br⁻ concentrations at five depths: (a) 0-10, (b) 10-20, (c) 30-40, (d) 40-50 and (e) 70-80 cm.
Soil $\text{Br}^{-}$ concentrations at different depths were investigated at an interval of 0.5 m along the transect. These values were averaged for every 1 m resulting in 2 values per plot in each soil layer prior to normalization and spatial analysis. The semivariograms for $\text{Br}^{-}$ concentrations at five depths are depicted in Figure 2.7.

In the topsoil of 0-10 cm depth, the semivariances of $\text{Br}^{-}$ concentration at the first two lags were quite close, probably corresponding with the size of one plot (Figure 2.7a). At $h = 4$ m, at which lag distance the semivariance for application time delay achieved its first peak, a plateau was observed. The next plateau appeared at $h = 8-9$ m, where one cycle of application time delay was completed and the semivariance of rainfall intensity reached its first peak. The other two recognizable plateaus were observed at $h = 19-20$ m and $h = 28-29$ m, both of which were corresponding with the peak semivariances of application time delay (Figure 2.6c). At a larger scale, the semivariances at $h > 24$ m were generally greater than the ones at $h < 24$ m, which was possibly caused by the different land uses. This impact of land use attenuated in the soil layer of 10-20 cm (Figure 2.7b). The difference in the semivariances for $\text{Br}^{-}$ concentration at this depth within and beyond $h = 24$ m was not as distinct as in the topsoil. Instead of the spatial variation at various scales, repetitive fluctuations at a wavelength of 8 m were easily identified in the semivariogram (Figure 2.7b). When the soil depth increased to 30-40 cm, besides the further weakening of land use effect, semivariance of $\text{Br}^{-}$ concentration cycling at every 5-6 m and 11-12 m were observed (Figure 2.7c). Hardly could any spatial structure be detected in the semivariogram for $\text{Br}^{-}$ concentration at 40-50 cm (Figure 2.7d); however below 50 cm, the generally higher semivariance at $h \geq 24$ m appeared again, which was obviously shown at 70-80 cm (Figure
In addition, a wavelength of 8 m was recognized in the semivariogram for Br⁻ concentration in this layer.

To further analyze how these boundary conditions affected Br⁻ transport, the experimental cross-semivariances between Br⁻ concentrations at ten depths and the underlying boundary conditions were calculated and plotted against lag distance. Figure 2.8 shows these cross-semivariograms at five soil depths. Br⁻ concentration was spatially positively correlated with land use at 0-10 and 10-20 cm (Figure 2.8a, e), suggesting more Br⁻ retained near surface in cropland relative to grassland. At 30-40 cm, a negative spatial correlation was observed between Br⁻ concentration and land use (Figure 2.8i), suggesting that the more developed macropore system in grassland was able to conduct more solute into subsoil. The spatial correlation of Br⁻ concentration with land use was close to 0 at 40-50 cm (Figure 2.8m) and became strongly negative in deeper layers (e.g., Figure 2.8q). These findings were consistent with the more linear Br⁻ distribution along soil profile in grassland concluded in Section 2.3.1. The absence of spatial correlation at 40-50 cm was probably correlated to a plow pan with very low sand content (data not shown) resulting from tobacco planting and intensive tillage several years ago.
Figure 2.8 Experimental cross-semivariograms between soil Br⁻ concentration and imposed land use (a, e, i, m, q), rainfall intensity (b, f, j, n, r), application time delay (c, g, k, o, s) and investigated elevation variance (d, h, l, p, t) at five depths.
The spatial correlations between rainfall intensity and Br\(^{-}\) concentration at different depths, to some extent, confirmed the existence of the plow pan. Increased rainfall intensity was more capable of transporting surface-applied solute downwards, which was impeded by the plow pan at 40-50 cm, leading to the decrease of Br\(^{-}\) concentration at the surface (Figure 2.8b, f) and the accumulation of Br\(^{-}\) at 30-40 cm (Figure 2.8j). Water and solute may have redistributed over the plow pan through more developed lateral flow, and tended to be rapidly leached under high intensity rainfall wherever macropores were present (Janssen and Lennartz, 2007), which thereby resulted in a positive spatial correlation between intensity and Br\(^{-}\) concentration in deeper layers (Figure 2.8r). Bromide concentration was spatially positively correlated with application time delay in topsoil (Figure 2.8c) but negatively in the soil layer right below, 10-20 cm (Figure 2.8g). It is indicated that the time delay between solute transport and subsequent rainfall somehow decided the amount of Br\(^{-}\) protected by aggregates in topsoil and available for downward movement. Yet, it was unexpected to observe a positive spatial correlation between application time delay and Br\(^{-}\) concentration in deep soil (Figure 2.8s), although the magnitude of Br\(^{-}\) concentrations here was much smaller than that near soil surface. More complicated topography corresponded with deeper leaching of solute, implied in the negative spatial correlations of elevation variance with Br\(^{-}\) concentration in surface layers (Figure 2.8d, h) and a periodically positive one at 30-40 cm (Figure 2.8l).

### 2.3.3 Spectral Analysis of Soil Br\(^{-}\) and Boundary Conditions

Spectral and cross-spectral analyses were applied to identify the major factors that caused the spatial behaviors of soil Br\(^{-}\) concentration at each depth. The power spectra for
boundary conditions and soil Br⁻ concentration at five depths are presented in Figure 2.9. Distinct peaks in the power spectra for imposed rainfall intensity and application time delay appeared at the frequencies \( f = 0.0391-0.0469 \) and \( f = 0.125 \), corresponding to the wavelengths \( \lambda = 21.3-25.6 \) m and \( \lambda = 8 \) m, respectively (Figure 2.9a). The power spectra for elevation variance in Figure 2.9a manifested a major peak at \( f = 0.0781-0.0859 \) (\( \lambda = 11.6-12.8 \) m) and a minor one at \( f = 0.1719 \) (\( \lambda = 5.8 \) m). Comparing these power spectra to the ones for soil Br⁻ concentrations, the periodic variations of the boundary conditions contributing to the spatial distribution of Br⁻ concentration at each depth were revealed.

The major peak in the power spectra for Br⁻ concentration at 0-10 cm occurring at the frequency \( f = 0.0313-0.0469 \) (\( \lambda = 21.3-32 \) m) might be correlated with rainfall intensity; while the minor one at the frequency \( f = 0.125 \) (\( \lambda = 8 \) m) with application time delay (Figure 2.9b). In this way, rainfall intensity probably exerted important influence on Br⁻ concentration at 10-20 and 30-40 cm since distinct peaks at the frequencies close to \( f = 0.0391-0.0469 \) were present in their power spectra (Figure 2.9c, d); whereas, the power spectra for Br⁻ concentration at 10-20 cm rather than the one at 30-40 cm, had a minor peak at the frequency of 0.125 (\( \lambda = 8 \) m), indicating that the influence of application time delay diminished with soil depth. Meanwhile, an obvious peak at the frequency \( f = 0.0859 \) (\( \lambda = 11.6 \) m) was manifested in the power spectra for Br⁻ concentration at 30-40 cm, revealing the contribution of topography complexity described by elevation variance (Figure 2.9d). At the soil depth of 40-50 cm, few periodic variations in Br⁻ concentration were found at the same frequencies with boundary conditions except a minor peak at \( f = 0.1719 \) (\( \lambda = 5.8 \) m) correlated with the small-scale fluctuation of elevation variance (Figure 2.9e). The redistribution of water and solute by lateral flow due to the fine soil texture here (data not
shown) was possibly the reason. The boundary conditions might affect the spatial distribution of solute leached to deep layers, since a major peak at \( f = 0.1172-0.125 \) (\( \lambda = 8-8.5 \) m) correlated with application time delay and a minor peak at \( f = 0.0391 \) (\( \lambda = 25.6 \) m) with rainfall intensity existed in the power spectra for Br\(^-\) concentration at 70-80 cm (Figure 2.9f).
Figure 2.9 Power spectra for (a) boundary conditions (rainfall intensity, application time delay and elevation variance) and for soil Br⁻ concentration at five depths: (b) 0-10, (c) 10-20, (d) 30-40, (e) 40-50 and (f) 70-80 cm. The numbers above the peaks indicate the wavelengths $\lambda$ at corresponding frequencies $f$. 
Co- and quad-spectra based on normalized data revealed how the boundary conditions affected Br\(^-\) leaching and their relative importance. The spatial associations between each boundary condition and Br\(^-\) concentration were manifested by the peaks at one or several common frequencies in the co-spectra. With normalizations of all the data series, the magnitude of each peak indicated the degree of corresponding spatial correlation. The greater the peak, no matter positive or negative; the more strongly the boundary condition was correlated with the Br\(^-\) concentration. Figure 2.10 shows the co- and quad-spectra between soil Br\(^-\) concentration and the boundary conditions under investigation at five depths.

Rainfall intensity was the dominant factor that affected the spatial distribution of Br\(^-\) concentration in the topsoil of 0-10 cm, since the corresponding co-spectra showed the highest peak of -0.25 at the frequency \(f = 0.0469 \ (\lambda = 21.3 \text{ m})\) (Figure 2.10a). This strongly negative spatial correlation indicated that the increase in rainfall intensity resulted in more surface-applied Br\(^-\) transported downwards. A positive peak in the co-spectra between Br\(^-\) and clay content at \(f = 0.0313 \ (\lambda = 32 \text{ m})\) manifested their positive spatial correlation (Figure 2.10d). This might be explained by the low hydraulic conductivity as a result of increased clay content that slowed down Br\(^-\) leaching. The highest peak in the co-spectra for Br\(^-\) concentration at 10-20 cm occurred with application time delay at \(f = 0.125 \ (\lambda = 8 \text{ m})\), indicating the main influence by rainfall timing (Figure 2.10f). The pronounced negative peak here, in contrast to the slightly positive spatial correlation of application time delay with Br\(^-\) concentration in the soil layer above (Figure 2.10b), resulted in a negative peak at \(f = 0.125 \ (\lambda = 8 \text{ m})\) present in the co-spectra of Br\(^-\) concentration between these two
soil layers (Figure 2.11). At 30-40 cm, positive peaks around 0.2 were observed in the co-spectra for Br⁻ concentration versus rainfall intensity, elevation variance and clay content at different frequencies (Figure 2.10i, k, l). However, in the next soil layer of 40-50 cm, the distribution of Br⁻ was mainly affected by clay content as reflected by the highest peak in the co-spectra at \( f = 0.0469 \) (\( \lambda = 21.3 \) m) (Figure 2.10p). The positive peaks appearing in the co-spectra for Br⁻ concentration at 70-80 cm with rainfall intensity and application time delay revealed the importance of these two rainfall characteristics on the spatial behavior of Br⁻ leached to deep soil (Figure 2.10q, r). Compared to the experiments conducted by Wendroth et al. (2011c) and Schwen et al. (2012), in which the scale-dependent treatment was adopted to explore the influence of rainfall characteristics on solute leaching depth as well, the spatial analysis of Br⁻ concentration at every 10 cm down to 1 m depth provided a more comprehensive basis for the management of surface-applied chemicals. Furthermore, the investigations of elevation and soil texture in addition to rainfall characteristics, and their spatial correlations with Br⁻ concentration to some extent explained the large-scale processes underlying the Br⁻ leaching. Nevertheless, except the boundary conditions imposed (i.e., rainfall intensity, application time delay) or inherent spatial processes observed (i.e., elevation variance, clay content) in this study, there existed some other soil properties that affected Br⁻ leaching and contributed to its scale-variant spatial behavior (Figure 2.9).
Figure 2.10 Co- and quad-spectra between soil Br⁻ concentration and imposed rainfall intensity (a, e, i, m, q), application time delay (b, f, j, n, r), investigated elevation variance (c, g, k, o, s) and soil clay content (d, h, l, p, t) at five depths.
2.4. Conclusions

A new approach arranging treatments in a cyclic pattern at distinct spatial scales was used in this study to evaluate the impact of land use, rainfall intensity and the time delay relative to solute application on Br\(^{-}\) leaching. In this rainfall simulation experiment, more Br\(^{-}\) was leached from the soil surface in grassland, resulting in more even distribution of Br\(^{-}\) with soil depth than in cropland. The preferential flow developed through the continuous macropores in grassland was probably the reason. Furthermore, the preferential flow increased with rainfall intensity as manifested in both land use systems.

The dominant factor controlling the spatial distribution of Br\(^{-}\) varied with depth. In the top layer of 0-10 cm, spectral analysis showed that soil Br\(^{-}\) was mainly affected by rainfall intensity and to a smaller extent by soil clay content. Although the influence of application time delay was not obvious in the topsoil, the strongest spatial correlation with Br\(^{-}\) concentration in the soil layer right below as revealed in spectral analysis demonstrated its importance. Allowing longer time for solute to move into aggregates, less solute would be
accessible and leached down by rainfall subsequently, suggesting the use of non-
equilibrium approaches based on hierarchical pore system geometry for the numerical
description of transport processes. As soil depth increased, the impact of rainfall
characteristics diminished; instead, the soil properties such as topographic complexity and
soil texture became the major driving forces. Especially at 40-50 cm where a plow pan
was believed to be present as a result of tobacco management several years ago, the spatial
behavior of soil Br⁻ was mainly correlated with clay content. However, a positive spatial
correlation was detected between rainfall intensity and Br⁻ concentration in deep soil,
indicating the risk of groundwater contamination under heavy rainfall. The usefulness of
the experimental design with scale-dependent treatment distribution used in this study
suggested its applicability in studying hydrological processes at the field or even larger
scales.
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Chapter 3 State-Space Approach to Analyze Field-Scale Bromide Leaching


3.1 Introduction

A precise description of water and solute transport in the vadose zone is essential for the management of surface-applied chemicals, which in sustainable agriculture aims to improve crop productivity and food quality while minimizing the groundwater contamination through leaching (Russo, 1991; Corwin et al., 1999; Paramasivam et al., 2002). Many studies have been conducted on soil columns under laboratory conditions and steady-state flow; however, at the field scale, little progress has been made in characterizing the processes of water flow and solute transport, probably owing to the challenge of inherent soil spatial and temporal heterogeneity (Nielsen et al., 1986; Destouni and Graham, 1995; Ashraf et al., 1997). Affected by soil properties such as topography, soil texture, structure and spatial soil water distribution, the spatial transport behavior of water and solute is quite variable (Wendroth et al., 1999; Ersahin et al., 2002; Whetter et al., 2006).

In their field experiments based on classic block design, Kessavalou et al. (1996) and Ottman et al. (2000) used Br⁻ and ¹⁵N as tracers and found the standard deviations were in
the same magnitude as the amounts of solutes leached below 1.2 and 4 m depths, respectively. When such a large inherent variability is present in the set of measurements, it becomes extremely difficult to quantify solute transport and to analyze treatment effects afterwards (Wendroth et al., 2011c). In order to yield a representative estimate of solute transport, field experiments aimed at the spatial structures of solute transport variables and their spatial correlations with soil properties have been established since mid-1990s (Ellsworth and Boast, 1996). Nevertheless in many cases, a single spatial range of an individual observation on solute transport could hardly be derived (Netto et al., 1999; Schwen et al., 2012), as it usually varies over different scales (Biggar and Nielsen, 1976; Wendroth et al., 2011c). In view of this limitation, a novel experimental design, arranging treatments in cyclic layout at distinct scales has been introduced (Bazza et al., 1988; Shillito et al., 2009). Using frequency-domain analysis, i.e., spectral and cross-spectral analyses, the variances of treatments as well as the related processes can be decomposed among different scales (Kachanoski and De Jong, 1988; Wendroth et al., 2011c); thereby allowing identification of the major factors and inherent soil variability-related processes that take effect (Nielsen and Alemi, 1989; Shillito et al., 2009). Thus a field study applying land use and two rainfall characteristics, i.e., rainfall intensity and the time delay between solute application and subsequent rainfall (application time delay), at different scales was conducted earlier (Yang et al., 2013). Including topography complexity and soil texture as boundary conditions, the dominant factors controlling Br⁻ leaching were found to vary with soil depth.
Spectral analysis and the scale-dependent treatment distribution mentioned above provide an effective way to characterize the spatial associations between boundary conditions and solute transport variables. However, when two boundary conditions, e.g., topography and soil texture, interact, which are typically present between inherent soil processes on which the varying scale-dependent treatments could not be imposed arbitrarily, the implications of spatial correlations between solute transport and either boundary condition to chemical management are prone to be impaired. Moreover, spectral analysis alone is not able to simulate or forecast the fate of surface-applied chemicals quantitatively, which could be applied in precision agriculture and site-specific solute transport modeling (Loague and Green, 1991; Van Alphen and Stoorvogel, 2000). To further interpret the causes of solute leaching behaviors and to describe their spatial patterns thereafter, the application of state-space technique was suggested (Wendroth et al., 2011c; Schwen et al., 2013).

The state-space methodology was introduced by Kalman (1960) and Kalman and Bucy (1961) to filter noisy electrical time series; and then extended to analyze economic series by Shumway and Stoffer (1982) and soil properties by Morkoc et al. (1985). In an autoregressive multivariate state-space model, the variable of interest is related to the same variable and other related variables at the previous location (Shumway and Stoffer, 1982; Nielsen and Wendroth, 2003); and the regression coefficient of each variable reflects the degree of its spatial correlation with the outcome (Morkoc et al., 1985). In the state-space approach, the same variables can be employed as in a classical linear regression analysis. However, the principles behind these two approaches differ conceptually. Assuming that all the observations are independent from each other, the classical statistical method
generates an overall response function between two variables. This attempt often fails at
the field scale because the observations are commonly spatially correlated (Nielsen and
Alemi, 1989) and the underlying processes that are not included in the investigation could
modify the response manner across the field. On the contrary, the autoregressive state-
space approach takes advantage of the spatial dependence inherent in observations and
analyzes the correlations of spatial point-to-point processes between two variables. The
change in one variable from one location to the next is related to the change in the other
variable. Based on the spatial correlations between point-to-point changes, the state-space
model is able to estimate even missing data as well as to forecast the ones outside the
domain of observation (Morkoc et al., 1985; Wendroth et al., 2003) while standard error
intervals of the estimation increase with increasing distance from a point with an
observation. Timm et al. (2004) described the spatial distribution of soil water content in a
sugarcane field by clay content, soil organic matter and aggregate stability; and found that
compared to multiple regression equations, the estimates based on state-space model by far
better agreed with the measured data. Leaving out one third of the measurements along a
sorghum transect, Morkoc et al. (1985) successfully estimated the water content by soil
surface temperature using state-space model; and for the fifteen omitted locations, the
resulting estimates were all within one standard error except for only two locations.
Moreover, in contrast to classical statistics, the state-space technique considers the
observations as a limited reflection of the real process. With given equipment, sampling
volume and analytical device, observations cannot be equivalent to the “true state” but only
provide an indirect measure with an unidentified “noise” (Nielsen and Wendroth, 2003).
Moreover, inasmuch as the form of a first-order autoregressive model implies limits in the
description of the process, the model uncertainty is included in the process description as well. Accordingly, a mathematical algorithm is included in the state-space approach to filter these uncertainties. In view of these merits, this spatial analysis tool has been widely used to quantify the spatial correlations between soil water and temperature (Morkoc et al., 1985; Dourado-Neto et al., 1999), among soil physical and chemical properties (Timm et al., 2004; Wendroth et al., 2006), as well as to predict crop yields based on soil properties (Cassel et al., 2000; Li et al., 2002) or nutrient status (Wendroth et al., 1992) or both (Wendroth et al., 2003). However, few state-space models of solute transport have been developed and presented.

Most researches incorporating the spatial variability of soil properties to analyze water and solute transport only consider the horizontal variation, but ignore the soil heterogeneity in the vertical direction (Russo, 1991; Russo and Bouton, 1992; Vanclooster et al., 1995; Netto et al., 1999). Field soils, however, are often layered and more homogeneous in the horizontal than the vertical direction (Porro et al., 1993). This vertical heterogeneity, typically in soil texture and structure (Butters and Jury, 1989; Heijs et al., 1996; Kulli et al., 2003), exerts an important impact on lateral water flow and solute mixing; thereby affecting solute distribution in both horizontal and vertical directions (Vanclooster et al., 1995; Flühler et al., 1996). Using Brilliant Blue ECF as a dye tracer, Kulli et al. (2003) investigated the stained infiltration patterns at 25 plots over 8 sites and discovered that besides soil texture and structure, the characteristics of the overlying soil layers could also influence the solute distribution in a given layer and subsequently through the soil profile. With distinct layers above, which control the solute input together with experimental setup
(e.g., the amount of solute applied, rainfall intensity) and other boundary conditions (Trojan and Linden, 1992), even similarly textured soil layers are prone to exhibit quite different flow patterns of water and solute (Kulli et al., 2003). Therefore, it would be helpful to involve the solute concentrations and soil properties of the overlying layers into the spatial description of field solute transport.

The hypothesis of the present study is that subsequent to the diagnosis of cyclic variation sources using frequency-domain analysis, the state-space approach more comprehensively characterizes the spatial processes of Br\textsuperscript{-} leaching in the field experiment conducted earlier by Yang et al. (2013), when natural boundary conditions are taken into account. Adopting autoregressive state-space models, the objectives were to: 1) analyze the spatial correlations of soil Br\textsuperscript{-} among different depths; 2) describe the horizontal distribution of soil Br\textsuperscript{-} at each depth based on the boundary conditions investigated; and 3) identify the main driving forces, either imposed treatments or natural processes or both, that control Br\textsuperscript{-} leaching and its spatial distribution at a particular soil depth.

### 3.2 Materials and Methods

#### 3.2.1 Experimental Design

The field experiment was conducted in the late spring of 2012 at the University of Kentucky’s Spindletop Research Farm, Lexington, KY. Along a 48-m transect evenly laid out across two land use systems: cropland and grassland, 24 plots each 2 m in length and 3 m in width were established. As a result, half of the plots were located on cropland, which is normally planted with no-till winter wheat, and the other half on grassland, dominated
by tall fescue, bluegrass and red clover. In a sampling campaign, undisturbed soil cores of 1 m depth were collected every 1 m along the transect and divided in 10 cm increments for soil texture determination using the pipette method (Gee and Bauder, 1986). The contour maps of sand and clay content along the transect are presented in Figure 3.1. Meanwhile, relative elevation at an interval of 25 cm, both along and across, the transect in a 197×13 grid was measured and then averaged for every 1 m (Figure 3.2c). As an indicator of topographic complexity, the corresponding elevation variance was calculated as the sum of squared differences from the neighboring relative elevations.

One and a half months before the Br⁻ leaching experiment, glyphosate (Roundup, Monsanto Co.) was applied to kill all the plants. KBr solution was applied to the transect at a constant rate of 37.5 g Br m⁻² with a regular farm sprayer. Using garden sprinklers attached to a metal frame, rainwater collected earlier was applied along the transect at a constant amount of 44 mm, at three levels of intensity, 5, 22 and 44 mm h⁻¹, and with four levels of application time delay, 1, 4, 24 and 96 h, in a repetitive pattern at distinct scales (Figure 3.2a, b). As a result of the natural precipitation occurring during rainfall simulation, final amounts and intensities at some plots were slightly different from the ones intended; and the about 10 mm h⁻¹ higher intensity at plot 1 and 2 than the one intended was due to an accidental malfunction of the pumping system. After rainfall simulation, soil cores down to 1 m depth were sampled at an interval of 0.5 m along the 48-m transect and then divided in 10 cm increments for Br⁻ analysis. For more details, the reader is referred to Yang et al. (2013).
Figure 3.1 Contour maps showing spatial distribution of (a) sand content and (b) clay content in the soil profile down to 1 m depth along the 48-m transect.
Figure 3.2 Spatial distribution of (a) rainfall intensity, (b) application time delay, and (c) relative elevation and elevation variance along the 48-m transect. Thereinto, the intensive measurements of relative elevation taken every 25 cm in both directions were averaged for every 1 m resulting in 2 values per plot; and the corresponding elevation variance was calculated by summing up the squared differences from the neighboring relative elevations.
3.2.2 Theory of State-space Model

Allowing measurement uncertainty as well as model error (Nielsen et al., 1999; Nielsen and Wendroth, 2003), the autoregressive state-space models consist of an observation equation and a state equation (Shumway and Stoffer, 1982). In the observation equation

\[ Y_i = M_i Z_i + v_i \]  

(3.1)

the observed vector \( Y_i \) is related to the true state vector \( Z_i \) through a measurement matrix \( M_i \) and an uncorrelated mean zero observation error vector \( v_i \) (Shumway, 1988; Cassel et al., 2000).

The state equation, in a commonly used first-order autoregressive state-space model, considers the state of a variable or a set of variables at location \( i \) with respect to the state at location \( i - 1 \) (Shumway, 1988):

\[ Z_i = \Phi Z_{i-1} + \omega_i \]  

(3.2)

in which \( Z_i \) is the state vector, i.e., a set of \( p \) variables at location \( i \), \( \Phi \) the \( p \times p \) transfer matrix consisting of autoregressive coefficients and \( \omega_i \) the uncorrelated zero mean model error vector. The state-space models, in this study, were solved using Kalman filtering (Kalman, 1960) and the EM algorithm within an iterative procedure (Shumway and Stoffer, 1982), during which the iteration was terminated once the relative convergence limit of 0.005 was reached.

Prior to state-space analysis, all the data including boundary conditions (e.g., sand content, rainfall intensity) and soil \( Br^- \) concentration at each depth, were scaled by the equation below (Nielsen and Wendroth, 2003).
\[ x'_i = \frac{x_i - (\bar{x} - 2\sigma_x)}{4\sigma_x} \] (3.3)

Hereby, \( x_i \) denotes the observed value at location \( i \), \( \bar{x} \) and \( \sigma_x \) are the mean and standard deviation of \( x_i \), respectively. After normalization, the data series \( x'_i \) would have a mean of 0.5 and a standard deviation of 0.25. The rationale behind this scaling procedure is to avoid numerical problems that can arise if two or more variables differ by orders in their magnitude. Furthermore, when the variables are in the same order of magnitude through normalization, their contributions to the estimate can be reflected in their transition coefficients in the corresponding state-space model. However, when the variables are applied in different models, the transition coefficients themselves are not sufficient. And the relative contribution of each variable is calculated, by dividing the corresponding transition coefficient over the sum of coefficients in the respective state equation.

The average of the residuals between observations and estimations, \( RSS_{avg} \), which is often used to evaluate the prediction quality of a regression model is calculated according to:

\[
RSS_{avg} = \frac{1}{N} \sum_{i=1}^{N} (y_i - y'_i)^2
\] (3.4)

in which \( N \) is the number of observations, \( y_i \) and \( y'_i \) are the observation and estimation at location \( i \), respectively. For autoregressive model selection, Akaike (1969) developed an information criterion, \( AIC \), accounting for the effect exerted by the number of regression variables \( k \) (Shumway and Stoffer, 2000).

\[
AIC = \ln RSS_{avg} + \frac{2k}{N}
\] (3.5)
The lower the $AIC$, the better the goodness of fit. When the number of observations is small compared to the number of regression variables selected in the state-space model, e.g., $N/k < 40$, the corrected $AIC$, $AIC_c$, is recommended (Nielsen and Wendroth, 2003).

$$AIC_c = \ln RSS_{avg} + \frac{N+k}{N-k-2}$$

(3.6)

### 3.2.3 Spectral Analysis

Since the experiment was laid out in a spatially cyclic arrangement of treatments, spectral and cross-spectral analyses were used to analyze the frequency-domain variance components (Shumway, 1988; Nielsen and Wendroth, 2003). Based on Fourier transformation, in which a data series is considered as an infinite combination of sine and cosine waves, the power spectrum $S(f)$ was calculated by integrating the autocorrelation function $r(h)$ with respect to lag distance $h$:

$$S(f) = 2 \int_0^\infty r(h) \cos(2\pi fh) \, dh$$

(3.7)

A periodicity implied in a data series is exhibited in the power spectrum as a variance peak $S$ plotted against the associated frequency $f$, which is the inverse of the wavelength $\lambda$ reflecting the scale of variation. The occurrence of several peaks on $S(f)$ indicates that the data series varies at more than one scale.

Integrating the cross-correlation function $r_c(h)$, the co-spectrum $Co(f)$ detects at what scales two data series have common variations:

$$Co(f) = 2 \int_0^\infty r_c(h) \cos(2\pi fh) \, dh$$

(3.8)

where the $r_c(h)$ combines the positive and negative lags through $r_c(h) = 0.5[r_c(h < 0) + r_c(h > 0)]$. This averaging procedure emphasizes the cyclic variations described by a
cosine wave but eliminates the ones by a sine wave. And the quad-spectrum \( Q(f) \) reinforces the periodic fluctuations by a sine function:

\[
Q(f) = 2 \int_0^\infty r'_c(h) \sin(2\pi f h) \, dh
\]  

(3.9)

in which \( r'_c(h) = 0.5[r_c(h < 0) - (h > 0)] \). The main importance of quad-spectrum lies in its use to identify the phase lag \( h_\theta \) at which two data series reach their maximum cross-correlation (Nielsen and Wendroth, 2003; Wendroth et al., 2011c).

### 3.3 Results and Discussion

Spatial series of soil Br\(^-\) concentrations at five out of the ten measured depths are shown in Figure 3.3. In general, soil Br\(^-\) concentration decreased with depth at the time of sampling. These values investigated at an interval of 0.5 m along the 48-m transect were averaged for every 1 m, resulting in 2 values per plot in each soil layer. After normalization with respect to the mean and standard deviation, soil Br\(^-\) concentration series observed at each depth were analyzed with state-space models.
Figure 3.3 Spatial distribution of Br⁻ concentration measured every 0.5 m along the 48-m transect at five depths: (a) 0-10, (b) 10-20, (c) 20-30, (d) 40-50 and (e) 70-80 cm. Note that the range of Br⁻ concentration varies with soil depth.
3.3.1 Spatial Associations of Soil Br⁻ across Different Soil Depths

Soil Br⁻ concentration in each 10-cm layer except the top 0-10 cm was analyzed using a bivariate state-space model based on the Br⁻ concentration in each of its overlying layers. Table 3.1 shows the state-space equation giving the best prediction as indicated by the smallest $RSS_{avg}$ and $AIC_c$. For three of the soil layers at 10-20, 50-60 and 60-70 cm, the spatial process of soil Br⁻ was better described in the state-space model based on the Br⁻ concentration in the above layer, i.e., 0-10, 40-50 and 50-60 cm, respectively, compared to other overlying soil layers. Yet this result was not found in other layers. Instead, the spatial process of Br⁻ concentration at 0-10 cm depth affected the spatial Br⁻ behavior in several layers. Using Br⁻ concentration in the top soil of 0-10 cm resulted in the best prediction of soil Br⁻ at 20-30, 30-40 and 40-50 cm; while for the soil layers of 70-80, 80-90 and 90-100 cm, the best estimations were obtained with state-space models based on Br⁻ concentrations at 50-60 cm. This is explained in more details with an example below.
Table 3.1 Optimal bivariate state-space equation for soil Br⁻ concentration in each soil layer below 10 cm depth and its $RSS_{avg}$ and $AIC_c$. The number following $Br$ indicates the center depth of the corresponding soil layer. For example, $Br15_i$ denotes soil Br⁻ concentration in the soil layer of 10-20 cm at location $i$.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>Autoregressive State-Space Equation</th>
<th>$RSS_{avg}$</th>
<th>$AIC_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-20</td>
<td>$Br15_i = 0.542Br15_{i-1} + 0.421Br5_{i-1} + w_i$</td>
<td>0.0009</td>
<td>-5.92</td>
</tr>
<tr>
<td>20-30</td>
<td>$Br25_i = 0.497Br25_{i-1} + 0.447Br5_{i-1} + w_i$</td>
<td>0.0009</td>
<td>-5.85</td>
</tr>
<tr>
<td>30-40</td>
<td>$Br35_i = 0.830Br35_{i-1} + 0.132Br5_{i-1} + w_i$</td>
<td>0.0042</td>
<td>-4.34</td>
</tr>
<tr>
<td>40-50</td>
<td>$Br45_i = 0.760Br45_{i-1} + 0.206Br5_{i-1} + w_i$</td>
<td>0.0205</td>
<td>-2.75</td>
</tr>
<tr>
<td>50-60</td>
<td>$Br55_i = 1.101Br55_{i-1} - 0.198Br45_{i-1} + w_i$</td>
<td>0.0051</td>
<td>-4.14</td>
</tr>
<tr>
<td>60-70</td>
<td>$Br65_i = 0.903Br65_{i-1} + 0.042Br55_{i-1} + w_i$</td>
<td>0.0003</td>
<td>-6.98</td>
</tr>
<tr>
<td>70-80</td>
<td>$Br75_i = 0.177Br75_{i-1} + 0.786Br55_{i-1} + w_i$</td>
<td>0.0001</td>
<td>-8.71</td>
</tr>
<tr>
<td>80-90</td>
<td>$Br85_i = 0.375Br85_{i-1} + 0.591Br55_{i-1} + w_i$</td>
<td>0.0017</td>
<td>-5.26</td>
</tr>
<tr>
<td>90-100</td>
<td>$Br95_i = 0.840Br95_{i-1} + 0.146Br55_{i-1} + w_i$</td>
<td>0.0345</td>
<td>-2.23</td>
</tr>
</tbody>
</table>

Figure 3.4 shows the comparison between state-space models using the Br⁻ concentration in the adjacent layer and in the optimal layer as presented in Table 3.1. Based on soil Br⁻ at 10-20 cm ($Br15$), the bivariate state-space model for Br⁻ concentration at 20-30 cm ($Br25$) resulted in a $RSS_{avg}$ of 0.0051 and an average estimation standard error of 0.095 (Figure 3.4a). The estimation of $Br25$ at location $i$ ($Br25_i$) was primarily relying on the value of $Br25$ at location $i - 1$ ($Br25_{i-1}$), indicated by the greater transition coefficient of 0.610 compared to that of $Br15_{i-1}$ in the state equation. When applying $Br5$ in the bivariate analysis, both the resulting $RSS_{avg}$ and standard error decreased considerably, to 0.0009 and 0.076, respectively, manifesting a better estimation result of $Br25$ with this model (Figure 3.4b). To compare the ability of $Br15$ and $Br5$ in explaining the spatial process of $Br25$, the relative contribution of $Br25_{i-1}$ was calculated and found to be
reduced from 0.656 to 0.527 when using \( Br5 \) instead of \( Br15 \). This comparison indicated a stronger spatial association of \( Br25 \) with \( Br5 \) than with \( Br15 \).

The situation was a little different when comparing the two bivariate state-space models for \( Br^- \) concentration at 40-50 cm (\( Br45 \)). As shown in Figure 3.4c and d, adopting \( Br5 \) better described the spatial processes of \( Br45 \), as implied in a lower \( RSS_{avg} \) and a smaller contribution of \( Br45_{t-1} \) than those in the state-space model involving \( Br^- \) concentration in the adjacent layer of 30-40 cm (\( Br35 \)). However, the standard errors of the estimates have more than doubled for most locations probably because of the larger point-to-point fluctuations that can be more difficult to capture (Vachaud et al., 1985) than longer local trends. This model behavior reflects that rather than \( Br35 \), \( Br5 \) better revealed the general trends of \( Br45 \). The accompanied greater uncertainty might have resulted from the local small-scale variations in soil properties which affected water and solute transport behavior and was not captured by \( Br5 \) (Kachanoski and De Jong, 1988).
Figure 3.4 Spatial processes of soil Br$^{-}$ at 20-30 and 40-50 cm described in the bivariate state-space models based on Br$^{-}$ concentration (a, c) in the adjacent layer and (b, d) in the optimal overlying layer. The respective state-space equations and the values of $RSS_{avg}$ are given.
Spectral and cross-spectral analyses based on normalized data were conducted to explore the variation scales these Br\(^{-}\) concentrations were correlated at. As shown in Figure 3.5a, a distinct peak in the power spectra for \(Br5\) appeared at the frequency \(f = 0.0391\), corresponding to the wavelength \(\lambda = 25.6\) m. More than one distinct peak was revealed in the power spectra for Br\(^{-}\) concentration at the lower two depths. For \(Br35\), the peaks at \(f = 0.0547\) (\(\lambda = 18.3\) m) and \(f = 0.1719\) (\(\lambda = 5.8\) m) were the highest and a smaller variance component was revealed at \(f = 0.0859\) (\(\lambda = 11.6\) m) (Figure 3.5b); while for \(Br45\), besides the major one at \(f = 0.0625\) (\(\lambda = 16\) m), three minor peaks occurred at the frequencies of \(0.2422\) (\(\lambda = 4.1\) m), \(0.1719\) (\(\lambda = 5.8\) m) and \(0.3281\) (\(\lambda = 3.1\) m), following the descending order of peak magnitude (Figure 3.5c). Obviously, \(Br45\) and \(Br35\) exhibited the same variation scale of \(5.8\) m. On the other hand, comparing the power spectra for \(Br5\) with the one for \(Br45\), the common periodicities were not clearly manifested. To further analyze the spatial correlations between \(Br45\) and \(Br35\), and between \(Br45\) and \(Br5\), the corresponding co-spectra were calculated and presented in Figure 3.5d. A major peak in the co-spectra between \(Br45\) and \(Br35\) was revealed at the frequency \(f = 0.1719\), corresponding to the wavelength \(\lambda = 5.8\) m, and reflecting the scale of dominant synchronous variations. In contrast, the only distinct peak appeared at \(f = 0.0547\) (\(\lambda = 18.3\) m) in the co-spectra between \(Br45\) and \(Br5\), indicating that the Br\(^{-}\) concentrations at these two depths were spatially correlated at a larger scale. These results confirmed that \(Br5\) rather reflected the overall distribution of \(Br45\) but not the small-scale fluctuations, which could be a major source of the relatively higher model uncertainty.
Figure 3.5 Power spectra for soil Br$^-$ at (a) 0-10 cm (Br5), (b) 30-40 cm (Br35), (c) 40-50 cm (Br45), and (d) co-spectra for Br45 with Br35 and Br5.
The involvement of Br5 in the bivariate state-space analyses for Br25, Br35 and Br45 not only resulted in smaller $RSS_{avg}$ and $AIC_c$ values; but also decreased the relative impact of $Br_{i-1}$, except that for 30-40 cm (Figure 3.6a, b), in comparison to the state-space models adopting the Br concentration in the adjacent layer above. Hereby, $Br_{i-1}$ is the soil Br concentration in the objective layer at location $i - 1$. For example, in a state-space model for Br25, $Br_{i-1}$ refers to $Br_{25i-1}$. It was implied that Br5 better explained the spatial variations in Br25, Br35 and Br45. In other words, in these three layers, spatial Br processes were more strongly associated with Br5 than with the Br concentration in the respective neighboring layer. A possible explanation for this phenomenon is that the characteristics of the boundary conditions applied on the soil surface, such as rainfall intensity and timing, were best reflected in the distribution of Br concentration in the top layer of 0-10 cm among all the ten layers investigated. The spatial analysis conducted earlier in Yang et al. (2013) revealed strong spatial correlations for Br5 with land use, rainfall characteristics and elevation variance. Accordingly, the spatial processes of the Br concentrations in the layers below 0-10 cm depth showed the greatest association with Br5 if they were mainly affected by these imposed boundary conditions rather than the inherent soil properties like sand and clay content. With increasing distance apart from the top soil layer, the influence of surface-applied boundary conditions diminished; and employing Br5 in the estimation was less able to manifest the variations in soil Br concentration. As shown in Figure 3.6a, the value of $AIC_c$ for the state-space model based on Br5 increased with soil depth until 40-50 cm, although Br5 remained the most helpful spatial process in describing Br concentrations at these depths. In addition, with the involvement of Br5, the average standard error of estimation was smaller for Br25, but larger for Br45, compared
to the values resulting from the bivariate state-space models that were based on the Br\(^-\) concentration in the neighboring layers, i.e., Br15 and Br35, respectively (Figure 3.6c).

When water and solute reached the soil layer of 40-50 cm, where sand content was very low (Figure 3.1a) and a plow pan was believed to be present resulting from tobacco production several years ago, they tended to mix more thoroughly through the more developed lateral flow. Because of this lateral redistribution, a different flow regime was introduced and the Br\(^-\) concentrations at 70-80, 80-90 and 90-100 cm were most strongly correlated with the Br\(^-\) concentration at 50-60 cm (Br55) (Figure 3.6a, b), which was right below the plow layer. However, the prediction quality of the state-space model based on Br55 did not monotonically decreased with soil depth. With the involvement of Br55, the Br\(^-\) distribution at 70-80 cm was better described than that in the soil layer above, 60-70 cm, indicated by a more negative AIC\(_c\) and a smaller standard error. Also at 70-80 cm, the estimation at location \(i\) (Br75\(_i\)) largely depended on Br55 rather than Br75 at \(i - 1\) (Table 3.1). The transition coefficients were 0.786 and 0.177, respectively. Therefore in this lower flow regime, another reason may also account for the greatest impact exerted by Br55 on the Br\(^-\) concentrations one and several layers below, which is the incomplete solute mixing in the horizontal direction due to the variations in soil properties such as soil texture and structure (Kulli et al., 2003; Jarvis, 2007). This reasoning was to some extent supported by the preferential flow pathways observed below the plow pan in the contour map of Br\(^-\) concentration generated in Yang et al. (2013). If water and solute accumulate on the plow pan quickly, usually under high intensity rainfall, preferential flow could be initiated once cracks or continuous macropores were present (Janssen and Lennartz, 2007).
Figure 3.6 Comparison between bivariate state-space models of soil Br\(^-\) at each depth with the Br\(^-\) concentration in the adjacent layer and with that in the optimal layer indicated in Table 3.1, through (a) \(AIC_c\), (b) relative contribution of \(Bro_{i-1}\) and (c) the mean standard error of estimation. Thereinto, \(Bro_{i-1}\) denotes the soil Br\(^-\) concentration in the objective layer at location \(i - 1\). For example, in a state-space model for \(Br25\), \(Bro_{i-1}\) refers to \(Br25_{i-1}\).
### 3.3.2 Spatial Processes of Soil Br⁻ Described by Boundary Conditions

Autoregressive state-space models considering up to 3 boundary conditions, either natural or imposed, were applied to describe the spatial processes of soil Br⁻ at each depth and to explore the major influencing factors. According to $RSS_{avg}$ and $AIC_c$, the latter taking the number of regression variables into account, the optimal state-space equations can be derived from Table 3.2. The precision of the state-space models in describing Br⁻ concentration varied with soil depth, based on the boundary conditions investigated in this field experiment. The state-space models for soil Br⁻ at 40-50 and 60-70 cm yielded the most negative $AIC_c$, -10.58 and -10.20, respectively, indicating the best prediction quality compared to those for Br⁻ concentration at other depths.
Table 3.2 Transition coefficients for the optimal state-space equation of soil Br\textsuperscript{−} concentration in each soil layer as well as respective $RSS_{avg}$ and $AIC_c$, based on the imposed boundary conditions, i.e., land use ($LU$), rainfall intensity ($I$) and application time delay ($D$), and inherent spatial processes, i.e., elevation variance ($EV$), sand content ($S$) and clay content ($C$). Note that 0 was assigned for grassland and 1 for cropland for the convenience of state-space analysis. $Bro_{i-1}$ denotes the soil Br\textsuperscript{−} concentration in the objective layer at location $i - 1$, same with Figure 3.6.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>$RSS_{avg}$</th>
<th>$AIC_c$</th>
<th>Transition Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$Bro_{0_{i-1}}$</td>
</tr>
<tr>
<td>0-10</td>
<td>0.01364</td>
<td>-3.06</td>
<td>0.576</td>
</tr>
<tr>
<td>10-20</td>
<td>0.000002</td>
<td>-9.74</td>
<td>0.458</td>
</tr>
<tr>
<td>20-30</td>
<td>0.00112</td>
<td>-5.61</td>
<td>0.514</td>
</tr>
<tr>
<td>30-40</td>
<td>0.00003</td>
<td>-9.24</td>
<td>0.589</td>
</tr>
<tr>
<td>40-50</td>
<td>0.00001</td>
<td>-10.58</td>
<td>0.397</td>
</tr>
<tr>
<td>50-60</td>
<td>0.00004</td>
<td>-8.79</td>
<td>0.500</td>
</tr>
<tr>
<td>60-70</td>
<td>0.00001</td>
<td>-10.20</td>
<td>0.702</td>
</tr>
<tr>
<td>70-80</td>
<td>0.00007</td>
<td>-8.36</td>
<td>0.625</td>
</tr>
<tr>
<td>80-90</td>
<td>0.00482</td>
<td>-4.15</td>
<td>0.673</td>
</tr>
<tr>
<td>90-100</td>
<td>0.00812</td>
<td>-3.58</td>
<td>0.339</td>
</tr>
</tbody>
</table>

Based on the magnitudes of transition coefficients in each state equation, the underlying processes that affected Br\textsuperscript{−} leaching can be identified. In addition, to compare the impact of each boundary condition on the spatial distribution of soil Br\textsuperscript{−} at different depths, the relative contributions were calculated and presented in Figure 3.7. The impact of land use ($LU$) was included in describing the spatial patterns of soil Br\textsuperscript{−} in the upper three layers. The corresponding weights ranged from 0.260 to 0.273, greater than the other boundary conditions considered. However, as the soil depth increased, the influence of land use diminished, only contributing little to the state-space models for Br\textsuperscript{−} at 30-40 and 50-60 cm. The major effect exerted by land use at shallow depths was probably related to soil
structural differences between cropland and grassland, which can be expected to become most apparent near the soil surface. It is interesting to observe the contribution of rainfall intensity \((I)\) to the spatial description of soil \(\text{Br}^-\) in deep layers, whether large or small, for its important implications to chemical application and irrigation. The positive transition coefficients in the state equations for \(\text{Br}^-\) below 70 cm indicated increased risk of deep leaching and groundwater contamination under heavy rainfall (Table 3.2). The influence of application time delay \((D)\) and elevation variance \((EV)\) was limited to one and two soil depths, respectively. Considering both sand content \((S)\) and clay content \((C)\), soil texture affected \(\text{Br}^-\) leaching throughout the 1-m deep soil profile investigated in this study. Especially at 40-50 and 90-100 cm, where the relative contributions of sand and clay content were the largest among the ten depths, the weights of \(\text{Br}^-\) concentration at the objective layers at location \(i - 1\) \((\text{Br}_{i-1})\) were less than 0.5. The results of state-space analysis for the soil layers below 40 cm corresponded to those found earlier based on frequency-domain analysis (Yang et al., 2013), which concluded that the spatial behavior of \(\text{Br}^-\) in deep soil layers was mainly controlled by soil properties like soil texture; while rainfall intensity could also exert some influence.
Land use only changed once in the middle of the transect; so it is not appropriate to treat it as a typical repetitive pattern and to analyze its common periodicity with soil Br⁻. In the spectral and cross-spectral analyses by Yang et al. (2013), land use was not taken into account. Therefore, to compare the results for shallow depths, where land use was obviously important as shown in Table 3.2 and Figure 3.7, state-space analysis was conducted based on boundary conditions other than land use. Similarly, all combinations
of up to 3 boundary conditions were evaluated in this analysis and the resulting state-space model yielded the most negative $AIC_c$. Figure 3.8 compares the optimal state-space models with and without land use.

For the upper two layers, removing land use did not much reduce the prediction quality of state-space models according to $AIC_c$, which has been increased by only 6.2% and 4.9%, respectively. However, with the exclusion of land use, the weights of $Bro_{t-1}$ were greatly increased, from 0.576 to 0.730 for 0-10 cm (Figure 3.8a, b) and from 0.458 to 0.621 for 10-20 cm (Figure 3.8c, d). Scaling to relative contribution for the purpose of comparing different depths, the increase rates for $Bro_{t-1}$ were 27.8% and 35.5%, respectively. It is implied that the impact of land use could be integrated in the Br$^-$ concentration at previous location, which to a very large extent determined the spatial behavior of soil Br$^-$ at either depth. Without considering land use, clay content became the only boundary condition taken in the state-space model giving the best estimate of Br$^-$ concentration at 0-10 cm. The corresponding $RSS_{avg}$ and $AIC_c$ were 0.018 and -2.87, respectively (Figure 3.8b). While in the spectral analysis (Yang et al., 2013), clay content was identified as the second most important factor behind rainfall intensity controlling the spatial Br$^-$ distribution; state-space analysis revealed the same two variables as the most important ones, however, clay content had a slightly larger impact than rainfall intensity. The state-space model based on rainfall intensity resulted in a good estimation with the $RSS_{avg}$ of 0.019 and the $AIC_c$ of -2.83. At 10-20 cm, the influence of application time delay became obvious after removing land use (Figure 3.8d), which was consistent with the result of spectral analysis.
Figure 3.8 Spatial processes of soil Br⁻ in four upper layers described in the optimal state-space models based on boundary conditions (a, c, e, g) with and (b, d, f, h) without land use. The respective state equations and the values of $AIC_c$ are given.

Without land use, the state-space models derived to describe the spatial processes of soil Br⁻ at 20-30 and 30-40 cm did not perform as well as those including land use in the analysis. The values of $AIC_c$ were increased by 20.5% and 22.6%, respectively; and the mean
standard errors of the estimation increased (Figure 3.8e, f, g, h). At 20-30 cm, the relative contribution of $Bro_{t-1}$ slightly increased, when land use was replaced by the other boundary conditions. More importantly, application time delay and elevation variance turned into the most relevant boundary conditions affected Br$^-$ concentration at this depth, when land use was removed from the state-space model (Figure 3.8f), which agreed with the earlier conclusion by Yang et al. (2013). However, the state-space model for Br$^-$ concentration at 30-40 cm exhibited the impact of soil texture only after removing land use (Figure 3.8h), which was only one of the three main driving factors identified in spectral analysis (Yang et al., 2013). Interestingly, the contribution of $Bro_{t-1}$ at this depth was not increased but reduced by 39.3%, despite the small weight of 0.002 for land use in the optimal state-space model as shown in Figure 3.8g. These results indicated an important influence of land use on the spatial distribution of soil Br$^-$ at 30-40 cm. The probable reason was that for a given rainfall intensity and application time delay, the different soil structures typical for grassland and cropland resulted in distinct flows reaching this depth.

The influence of both Br$^-$ concentration and soil textural state variables in the adjacent overlying layer was examined by state-space analysis in the next step. For soil Br$^-$ in each layer except the top one of 0-10 cm, Br$^-$ concentration, sand and clay content in the neighboring layer above were added to the boundary conditions and subject to the exploration of the optimal state-space model, while considering no more than 3 variables besides $Bro_{t-1}$, and held the most negative $AIC_c$. As displayed in Figure 3.9, the addition of these variables mainly improved the prediction of soil Br$^-$ at the soil depth below 60 cm, accompanied with the decrease of relative contribution of $Bro_{t-1}$.
Figure 3.9 (a) AIC_c and (b) relative contribution of Br^- concentration in the objective layer at location $i - 1$ ($Bro_{i-1}$) of the optimal state-space models based on all the boundary conditions investigated (scenario 1), all the boundary conditions except land use (scenario 2) and all the boundary conditions with the addition of Br^- concentration, sand and clay contents in the adjacent layer above (scenario 3).

Figure 3.10 compares the state-space models for soil Br^- at 70-80 and 90-100 cm based on the boundary conditions, with and without Br^- concentration and soil texture in the overlying layer. Including these variables decreased the values of AIC_c by 18.1% and 11.1%, respectively. Besides reducing the weight of $Br75_{i-1}$ from 0.625 to 0.393, the involvements of $Br65$ and the clay content at 60-70 cm ($C65$) in the state-space model for Br^- at 70-80 cm precluded the contributions of rainfall intensity and elevation variance. The overlying distribution of clay could possibly affect the topography but not the rainfall intensity, which was manually imposed. Therefore the rainfall intensity effect was probably integrated in $Br65$; yet it was hard to partition the impact of elevation variance or the
decreased contribution of \( Br_{75_{\text{t-1}}} \) into \( Br_{65} \) and \( C_{65} \). In describing the spatial processes of \( Br^- \) concentration at 90-100 cm (\( Br_{95} \)), the relative contributions of \( Br_{95_{\text{t-1}}} \), rainfall intensity and clay content under scenario 1 and 3 were very close; while sand content at this depth was replaced by the one in the upper neighboring layer of 80-90 cm (\( S_{85} \)) and their relative contributions in the respective state-space models were both around 0.334. In view of the high value of \( AIC_c \), no matter under which scenario, soil properties other than the ones investigated in this study may also have impact on the spatial distribution of \( Br_{95} \).
Figure 3.10 Spatial processes of soil Br\(^-\) at 70-80 and 90-100 cm described in the optimal state-space models based on boundary conditions (a, c) with and (b, d) without Br\(^-\) concentration, sand and clay content in the corresponding overlying layer. The respective state-space equations and the values of \(AIC_c\) are given.
3.4 Conclusions

State-space analysis was used in this study to characterize the spatial behavior of $\text{Br}^-$ leaching and resulting horizontal distribution in different layers in a field experiment conducted earlier. $\text{Br}^-$ concentration at 20-30, 30-40 and 40-50 cm were most strongly correlated with that in the top soil of 0-10 cm, rather than in the respective adjacent soil layer above. Using $Br_5$ in the state-space model well reflected the large-scale variations in $\text{Br}^-$ concentration below; however, the small-scale fluctuations were usually neglected, especially at greater depth. Similar phenomena were observed below the plow pan at 40-50 cm, where a flow regime different from the above was introduced. Soil $\text{Br}^-$ at 70-80, 80-90 and 90-100 cm had the strongest spatial associations with $\text{Br}^-$ concentration at 50-60 cm.

The optimal state-space models relying on no more than three boundary conditions were derived for $\text{Br}^-$ concentration at each depth. According to the weight and relative contribution of each variable, land use was the dominant factor that controlled the horizontal distribution of soil $\text{Br}^-$ in the upper three layers. At 30-40 cm, land use was not weighted the most; however, the prediction quality of the state-space model decreased a lot when land use was not involved. For the soil layers below 40 cm, sand and clay content were the main driving factors and rainfall intensity ranked the second. Excluding land use and reanalyzing the state-vectors for $\text{Br}^-$ concentration in upper layers, the importance of rainfall characteristics were revealed, which was similar to the previous findings acquired from frequency-domain analysis (Yang et al., 2013). In contrast to land use, involving $\text{Br}^-$ concentration and soil texture of the overlying adjacent layer mainly improved the prediction quality of soil $\text{Br}^-$ in deep soils below 60 cm. The state-space approach provided
a comprehensive description of Br\textsuperscript{−} leaching site-specifically and illustrates the impact of soil variations at shallow depths and experimental boundary conditions on the hydrologic responses and solute distribution.
Chapter 4 Field-Scale Water and Bromide Transport During and After Irrigation

4.1 Introduction

A detailed knowledge of water flow and solute transport in the vadose zone is of great importance for improving agricultural management and maintaining environmental quality (Ahuja et al., 1993; Paramasivam et al., 2002). The first systematic study of solute transport was conducted by Nielsen and Biggar (1961), who investigated the miscible displacement of Cl in three soils and two sizes of uniform glass beads (Wendroth et al., 2011c). In the following decades, both inherent soil properties, e.g., soil texture and structure, and imposed boundary conditions, e.g., irrigation intensity and the timing relative to solute application, have been identified as important factors for solute leaching (Shipitalo et al., 2000; Jarvis, 2007; Schwen et al., 2012).

For a structured soil with vertically continuous macropores, higher irrigation intensity usually causes deeper leaching of chemicals. Gjettermann et al. (1997) attributed this behavior, which can be observed in a wide range of soil types and for many chemicals (Shipitalo et al., 2000), to the influence of intensity on the development of preferential flow. At a high irrigation intensity, a ponding water head develops at the surface and preferential flow is initiated through macropores, resulting in fast leaching of surface-applied chemicals (Beven and Germann, 1982; Gerke, 2006). Similarly, soil surface roughness reflects the number of local depressions and determines the degree of water ponding that would possibly develop in a certain irrigation event and thereby cause preferential flow initiation and affect solute transport (Weiler and Naef, 2003b).
Irrigation timing affects solute transport mainly through another mechanism. With a longer time delay between solute application and subsequent irrigation, more solute is able to move from large interaggregate pores to small intraaggregate ones and becomes less accessible to leaching (Francis et al., 1988; McLay et al., 1991; Gerke and Köhne, 2004). Evidence for this retardation phenomenon was provided in both laboratory and field experiments (Kluitenberg and Horton, 1990; Edwards, et al., 1993; Wendroth et al., 2011c). Nevertheless, a longer time delay does not always result in less leaching or shorter leaching depth. Jiang et al. (1997) found in their column experiment that the influence of irrigation timing was affected by soil moisture. Only under the wet condition when the water table was 5 cm below the soil surface, was significantly weaker nitrate leaching observed with longer time delay. Furthermore, the irrigation timing itself would possibly impact the soil water status antecedent to irrigation. Extending the time delay could not only promote solute diffusion into aggregates, but also allow longer time for soil water evaporation. As a result, soil, especially on the surface, is expected to be drier and more water-repellent; which favors the development of preferential flow and deep leaching of water and solute (White et al., 1986; Shipitalo and Edwards, 1996; Weiler and Naef, 2003a; Jarvis, 2007).

Most of the published research on water infiltration and solute transport has been conducted under laboratory conditions; while at the field scale, little progress has been made, mainly owing to the inherent heterogeneity of soil properties (Nielsen et al., 1986; Butters et al., 1989). Since Miller et al. (1965) first studied solute transport on replicated plots outside the laboratory (Butters et al., 1989), classic block design has been widely applied in field-scale experiments. Yet the resulting standard deviations are usually comparable to or even
greater than the values of corresponding solute transport variables (Biggar and Nielsen, 1976; Kessavalou et al., 1996; Netto et al., 1999; Ottman et al., 2000). To overcome this huge variability and to yield a representative estimate, field studies aimed to derive the spatial correlation ranges of solute transport variables have been conducted since the mid-1990s (Ellsworth and Boast, 1996). However, solute transport, affected by many factors, usually varies over several scales (Biggar and Nielsen, 1976) and a single spatial range could hardly be acquired. In view of this limitation, the scale-dependent treatment distribution has been introduced, which imposes treatments in a repetitive pattern at distinct scales (Bazza et al., 1988; Shillito et al., 2009; Wendroth et al., 2011c). With the aid of frequency-domain analysis, i.e., spectral and cross-spectral analyses, the variances of treatments and solute transport variables can be decomposed among different scales (Kachanoski and De Jong, 1988); thereby allowing a greater opportunity to identify the major factors controlling the spatial behavior of solute leaching (Nielsen and Alemi, 1989; Wendroth et al., 2011c).

Soil coring has been the standard sampling method in studying solute transport (Alberts et al., 1977; Netto et al., 1999). However, it is time-consuming and destructive; and does not allow repeated sampling at the same physical location. In contrast, a suction probe with a ceramic cup at the bottom can provide in situ samples of soil water, once installed at a specific location and depth (England, 1974; Hansen and Harris, 1975; Grossmann and Udluft, 1991). Although problems exist that impair the representativity of soil water samples, such as soil heterogeneity (Barbee and Brown, 1986) and finger flow induced by the suction exerted for solution sampling (Starr et al., 1978), the use of suction probes can
sometimes be preferred to soil coring when analyzing the temporal change of solute leaching.

In the current study, irrigation intensity and application time delay were applied in a cyclic layout at two different scales distinct from the one for surface roughness along a transect evenly across grassland and cropland. We hypothesized that the effects of these boundary conditions were manifested in the spatial behavior of water infiltration and solute transport. Bromide was used as the tracer, and tensiometers and suction probes were employed to monitor soil water status and Br⁻ concentrations, respectively, during and after simulated irrigation. The objectives were to: 1) describe the spatial patterns of matric potential change and Br⁻ concentration at each depth during different periods of time; and 2) explore the major factors controlling the spatial behaviors of water infiltration and Br⁻ leaching.

4.2 Materials and Methods

4.2.1 Experimental Design

The field experiment was performed in the late spring of 2012 over a 48- by 3-m transect at University of Kentucky’s Spindletop Research Farm, Lexington, KY. Along this transect, 24 plots were established, each 2 m in length and 3 m in width. Half of the plots were located on cropland formerly planted with no-till winter wheat and the other half on grassland dominated by tall fescue, bluegrass and red clover. In each plot, two hexagon nests of six self-manufactured tensiometers used for soil water matric potential measurements were installed clockwise at depths of 10, 30, 50, 70, 90 and 110 cm. The centers of the two nests were located at uniform distances of 0.5 and 1.5 m within each 2-
m long plot, resulting in a 1-m interval between tensiometer nests along the transect. Accompanying each nest of tensiometers, five suction probes aimed to collect soil water samples were installed at 20, 40, 60, 80 and 100 cm depths. Details of the plot layout were described in Yang et al. (2013).

Prior to the Br⁻ leaching experiment, glyphosate (Roundup, Monsanto Co.) was applied to kill all the plants. Using a regular farm sprayer, 37.5 g Br m⁻² were applied as KBr with a total of 0.9 mm of previously collected rainwater. In the scale-dependent design of irrigation characteristics, rainwater was irrigated along the transect at a constant amount of 44 mm, at three levels of intensity, i.e., 5, 22 and 44 mm h⁻¹, and with four time delays after KBr application, i.e., 1, 4, 24 and 96 h, in a cyclic pattern at distinct spatial scales (Figure 4.1a, b). All the irrigations were conducted using garden sprinklers attached to a metal frame. Tarps were used to cover the whole transect until three days after the last irrigation, which on one hand prevented the influence of natural rainfall and on the other hand minimized the evaporation of soil water when no irrigation or tracer was applied. However, owing to the natural rainfall occurring during irrigation, final intensities at some plots were slightly different from those intended. And the approximately 10 mm h⁻¹ higher irrigation intensity at plots 1 and 2 was the result of an accidental malfunction of the pumping system in the first day of the experiment.
Figure 4.1 Spatial distribution of (a) irrigation intensity, (b) application time delay, and (c) relative elevation and elevation variance along the 48-m transect. Intensive measurements of relative elevation taken every 25 cm in both directions were averaged for every 1 m resulting in 2 values per plot; and the corresponding elevation variance was calculated as the sum of the squared differences from the neighboring relative elevations.
Immediately before and after irrigation, matric potentials were measured with the tensiometers at every location and depth. The difference with time was calculated to evaluate the soil water status change as affected by irrigation. One and three days after the end of irrigation, matric potentials were measured again to monitor the post-irrigation movement of soil water during different periods of time. Soil water samples were collected twice in this experiment. After each irrigation, a suction of 50 cm was applied to corresponding suction probes and maintained for about 1 h. Soil water within the suction probes was sampled using a vacuum pump. Originally, a suction was planned to apply at a magnitude 30% more than the average of matric potential readings at the two tensiometers above and below the sampling depth. For example, for a suction probe installed at the depth of 40 cm, the intended suction would be calculated based on the tensiometric measurements at 30 and 50 cm depths. However, matric potential was close to water saturation; a vacuum of 50 cm was selected as this appeared to be sufficient to collect solution from the surrounding soil. Right after the first sampling, another suction of 50 cm was applied again and a second set of soil water samples was taken after one day. Both samples were analyzed for Br⁻ concentration using an ion chromatograph (Metrohm AG, Herisau, Switzerland).

In addition to land use and irrigation characteristics, soil texture and topography were also considered in this study to explore their influences on water infiltration and Br⁻ leaching. In a soil sampling campaign, undisturbed soil cores down to 1 m depth were collected in an interval of 1 m along the transect and divided in 10 cm increments for soil texture determination using the sieving and pipette method (Gee and Bauder, 1986). Relative elevation at every 25 cm both along and across the transect in a 197×13 grid was acquired.
by a Trimble SPS 930 Universal Total Station. These measurements were averaged for every 1 m along the transect, resulting in two values per plot (Figure 4.1c). To describe the soil surface roughness, the corresponding elevation variance was calculated by summing up the squared differences from the neighboring relative elevations.

4.2.2 Spectral Analysis

Prior to spectral analysis, all the data including boundary conditions (e.g., irrigation intensity, elevation variance), matric potential change, and Br⁻ concentration in soil water at each depth, were scaled by the following equation (Nielsen and Wendroth, 2003):

\[ x'_i = \frac{x_i - (\bar{x} - 2\sigma_x)}{4\sigma_x} \]  

(4.1)

where \( x_i \) is the observed value at location \( i \), \( \bar{x} \) and \( \sigma_x \) are the mean and standard deviation of \( x_i \), respectively. The resulting data series \( x'_i \) would be dimensionless, and have a mean of 0.5 and a standard deviation of 0.25. This normalization procedure was conducted to avoid numerical problems that can arise if variables differ by an order of magnitude or more.

Spectral and cross-spectral analyses were used to identify the frequency-domain variance components (Shumway, 1988; Nielsen and Wendroth, 2003). Based on Fourier transformation, the power spectrum \( S(f) \) integrates the autocorrelation function \( r(h) \) with respect to lag distance \( h \):

\[ S(f) = 2 \int_0^\infty r(h) \cos(2\pi fh) \, dh \]  

(4.2)

A periodicity implied in a data series is shown in the power spectrum as a variance peak \( S \) versus the associated frequency \( f \), which is the inverse of the wavelength \( \lambda \) reflecting the
scale of variation. The appearance of several relative maxima or peaks on \( S(f) \) indicates more than one scale at which the data series varies.

The co-spectrum \( Co(f) \) identifies the fluctuating scales at which two data series are correlated with each other. Integrating the cross-correlation function \( r_c(h) \), \( Co(f) \) is calculated with:

\[
Co(f) = 2 \int_0^\infty r_c(h) \cos(2\pi fh) \, dh
\]

where the \( r_c(h) \) combines the positive and negative lags through \( r_c(h) = 0.5[r_c(h < 0) + r_c(h > 0)] \). This averaging procedure emphasizes the periodic fluctuations by a cosine wave but eliminates the ones by a sine wave. On the contrary, the quad-spectrum \( Q(f) \) reinforces the cyclic variations described by a sine function:

\[
Q(f) = 2 \int_0^\infty r'_c(h) \sin(2\pi fh) \, dh
\]

where \( r'_c(h) = 0.5[r_c(h < 0) - (h > 0)] \). Relative to \( Co(f) \), \( Q(f) \) identifies the phase lag \( h_\theta \) between two data series at which their maximum cross-correlation is reached (Nielsen and Wendroth, 2003; Wendroth et al., 2011c). The phase lag \( h_\theta \) between two data series at a given frequency \( f \) is calculated as below:

\[
h_\theta(f) = \frac{1}{2\pi f} \tan^{-1} \left[ \frac{Q(f)}{Co(f)} \right]
\]

4.3 Results and Discussion

4.3.1 Water Infiltration and Br\(^{-}\) Leaching Patterns During and After Irrigation

The change in matric potential over a time increment was calculated as the difference between the beginning and ending potential values. For example, the matric potential change during irrigation (RB) was the potential measured immediately after minus the one
before irrigation. As shown in Figure 4.2, the values of RB were positive along the transect at all the six depths measured, except a slightly negative one at the depth of 90 cm and the distance of 15 m. The increase in matric potential during irrigation was relatively greater near the soil surface, i.e., at 10 and 30 cm; and among the other four depths, no significant difference was observed. The difference of RB between the two land use systems was mainly manifested at the three shallow depths, i.e., 10, 30 and 50 cm (Figure 4.2a-c). Significantly more potential increase was observed in cropland, especially at the distance from 30 to 38 m, which probably resulted from the relatively high clay content and low matric potential before irrigation (data not shown). Also at these three depths, smaller RB was observed in the regions receiving irrigation at high intensity (High I). This influence of irrigation intensity was more obvious in grassland than in cropland.
Figure 4.2 Spatial distribution of matric potential changes from the beginning to the end of irrigation (RB), and from the end of irrigation to one day (1D) and three days after irrigation (3D) at six depths: (a) 10, (b) 30, (c) 50, (d) 70, (e) 90, and (f) 110 cm. Each matric potential change value was calculated as the difference between the potential at the end of a specific period and that at the beginning. Notice that the range of matric potential change varies with soil depth.

According to the hydraulic gradients (data not shown), water was generally moving downwards, from wet zones near soil surface to drier ones below during the first few days of redistribution following irrigation. For all the six depths investigated along the transect, matric potential decreased with time and water drained off at most locations, indicated by
the negative matric potential changes over one day (1D) and three days (3D) since the cessation of irrigation (Figure 4.2). Furthermore, without more irrigation, soil became drier with time, resulting in generally lower 3D than 1D. However, in the process of post-irrigation redistribution, wetting occurs at the same time as drying (Bresler et al., 1969). The positive 1D or 3D or both at several spots typically obtained below 10 cm could possibly be explained by the prevalence of wetting during a specific period.

To better visualize the water infiltration patterns in the soil profile along the 48-m transect, contour maps of RB, 1D and 3D were drawn and presented in Figure 4.3. In general, irrigation increased the matric potential in cropland to a greater extent than in grassland, especially at shallow depths (Figure 4.3a); yet for the water redistribution afterwards, no contrasting patterns of matric potential change were observed between these two land use systems (Figure 4.3b, c). The response of matric potential to irrigation intensity was also more evident during irrigation (Figure 4.3a). In grassland, with lower RB at shallow depths, matric potential increase was distributed more evenly with soil depth in the regions under high intensity (High I) irrigation. On the contrary, more water was retained in surface layers in the regions receiving irrigation at low intensity (Low I). The preferential flow reinforced by increased irrigation intensity was probably the reason. Trojan and Linden (1992) concluded from their lab experiment that increasing the intensity of simulated rainfall caused an increase in water transport through earthworm burrows. In a structured soil, preferential flow typically could be initiated through macropores open at the surface when water ponds at the soil surface under a high intensity rainfall/irrigation (Gjettermann et al., 1997). Compared to grassland, where the denser root systems and higher organic matter
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content resulted in more developed soil structure and more continuous macropores, the relationship between irrigation intensity and RB distribution was not as obvious in cropland.

During the redistribution process, a generally larger decrease in matric potential and presumably in soil water content at the bottom of the investigated 110-cm profile occurred in the regions receiving irrigations at high and medium intensity, especially in grassland (Figure 4.3b, c). Besides, hardly any water movement pattern could be related to the diverse irrigation intensities.

Soil water samples were taken at five depths along the transect one hour and one day after irrigation; and their Br⁻ concentrations are shown in Figure 4.4. Limited by the length and volume of suction probes installed at 20 cm, the vacuum applied inside vanished very soon once a small amount of soil water entered through the ceramic walls. At five locations, soil water samples of this depth did not have sufficient volumes for Br⁻ analysis for the one-hour sampling. During the second sampling campaign one day later, when matric potentials were more negative, Br⁻ concentration data at 20 cm depth were not available at almost half of the 48 locations. Despite this lack of data, Br⁻ concentrations in soil water sampled at all the five depths one hour after irrigation were consistently higher than those obtained in the later sampling. In view of the general matric potential decreases and implying water losses one day after the cessation of irrigation, a certain amount of Br⁻ was believed to move below 100 cm, which was the lowest depth for soil water sampling in this experiment.
Figure 4.3 Contour maps showing spatial distribution of matric potential changes (a) from the beginning to the end of irrigation (RB), and from the end of irrigation to (b) one day (1D) and (c) three days after irrigation (3D).
Figure 4.4 Spatial distribution of Br⁻ concentration in soil water sampled one hour and one day after irrigation at five depths: (a) 20, (b) 40, (c) 60, (d) 80, and (e) 100 cm. Notice that the range of Br⁻ concentration varies with soil depth.
In general, Br⁻ concentrations at 20 cm were lowest; and there was no significant difference among the other soil depths. When comparing Br⁻ concentrations at each depth between the two land use systems, no significant difference was detected. The distribution of Br⁻ concentration corresponded with the arrangement of irrigation intensity at some depths. Typically higher concentrations at 40 cm were measured in the regions receiving high and medium intensity irrigations, especially for the samples taken one hour after irrigation. This relationship between soil water Br⁻ concentration and irrigation intensity was also observed at 80 and 100 cm but not at 60 cm.

Contour maps were also generated for Br⁻ concentrations in soil water sampled at both times (Figure 4.5) to analyze the solute leaching patterns. For the sampling conducted one hour after irrigation, Br⁻ in grassland was typically higher and more evenly distributed with soil depth in the regions under high and medium intensity irrigations. The leaching patterns persisted after one day of drainage; but the contrast among different intensities was not as distinct. The Br⁻ distribution was more variable in cropland, especially in the regions receiving irrigation at low intensity (Low I). Under high and medium intensity irrigations, the Br⁻ concentrations below 60 cm were typically higher compared to the upper layers.
Figure 4.5 Contour maps showing spatial distribution of Br⁻ concentration in soil water sampled (a) one hour and (b) one day after irrigation.
The influence of intensity on the profile distributions of both matric potential increase and soil water Br⁻ concentration immediately after irrigation was consistent with the results found in soil coring samples analyzed earlier in Yang et al. (2013). As the irrigation intensity increased, more surface-applied Br⁻ moved downwards together with water, resulting in more linear distribution and deeper leaching of Br⁻, especially in grassland. These findings, to some extent, reconfirmed that analyzing soil water sampled by suction probes could be an effective way to study *in situ* solute transport under field conditions.

### 4.3.2 Spatial Scales of Matric Potential Change and Boundary Conditions

The power spectra for the three boundary conditions are presented in Figure 4.6. A distinct peak appeared in the power spectra for irrigation intensity at the frequency $f = 0.0391-0.0469$, corresponding to the wavelength $\lambda = 21.3-25.6$ m. The power spectra for application time delay and elevation variance had more than one distinct peak. For the former, the major peak was manifested at $f = 0.125$ ($\lambda = 8$ m) and the minor one at $f = 0.25$ ($\lambda = 4$ m); while for the later boundary condition, the major and minor peaks occurred at $f = 0.0781-0.0859$ ($\lambda = 11.6-12.8$ m) and $f = 0.1719$ ($\lambda = 5.8$ m), respectively. The power spectra here, compared to those for matric potential changes displayed in Figure 4.7, provided a basis for identifying which of the three boundary conditions may have contributed to the spatial behavior of water infiltration.
Figure 4.6 Power spectra for irrigation intensity, application time delay and elevation variance. The numbers above the peaks indicate the wavelengths $\lambda$ at corresponding frequencies $f$.

The matric potential increase (RB) at 10 cm during irrigation might be mainly affected by irrigation intensity, since a single peak appeared at a frequency quite close to 0.0469 in its power spectra. In the water redistribution afterwards, the dominating process has changed at this depth. The major peaks were manifested at the frequencies $f = 0.0781$ ($\lambda = 12.8$ m) and $f = 0.125$ ($\lambda = 8$ m) in the power spectra for matric potential decreases during the drainage for one day (1D) and three days (3D), indicating the primary effects exerted by elevation variance and application time delay, respectively (Figure 4.7a). The controlling boundary conditions for RB, 1D and 3D at 30 cm were the same with those at 10 cm (Figure 4.7b). A slight difference was that the major peak in the power spectra for 1D appeared at $f = 0.1719$ ($\lambda = 5.8$ m) correlated with the small-scale fluctuation of elevation variance instead of the large-scale one.
The spatial scales of matric potential change at these two shallow depths varied among different periods of time; this temporal feature became weaker at the soil depth immediately below (Figure 4.7c). At 50 cm, both RB and 1D were mainly influenced by elevation variance; while application time delay dominated the spatial distribution pattern of 3D, same with the ones at 10 and 30 cm. However, at 70 cm depth, three primary wavelengths: 16, 12.8 and 32-42.7 m, were revealed in the power spectra for RB, 1D and 3D, respectively (Figure 4.7d), indicating that three different factors accounted for the spatial distributions of matric potential change during the three periods studied. The periodic variations in 1D were correlated with elevation variance and in 3D with irrigation intensity; while the primary fluctuation scale of 16 m was distinct from those for the boundary conditions manifested in Figure 4.6. When including soil texture in the analysis, this periodicity might be correlated with sand content at 60-70 cm, which will be further discussed later in the cross-spectral analysis. At the lowest two depths investigated in this experiment, i.e., 90 and 110 cm, the spatial scale of matric potential change was more constant with time. The major peaks in the power spectra for RB, 1D and 3D at 110 cm all occurred at \( f = 0.4375 \) (\( \lambda = 2.3 \) m), probably correlated with the plot length of 2 m (Figure 4.7f). And except for RB, which periodically varied at the wavelength \( \lambda = 14.2-16 \) m, similar with RB at 70 cm, both 1D and 3D at 90 cm were primarily affected by elevation variance indicated by the distinct peaks occurring at \( f = 0.0781 \) (Figure 4.7e).
Figure 4.7 Power spectra for matric potential changes from the beginning to the end of irrigation (RB), and from the end of irrigation to one day (1D) and three days after irrigation (3D) at six depths: (a) 10, (b) 30, (c) 50, (d) 70, (e) 90, and (f) 110 cm. The numbers above the peaks indicate the wavelengths $\lambda$ at corresponding frequencies $f$.

Co- and quad-spectra were calculated to analyze the spatial associations between each boundary condition and matric potential change during each period. Based on normalized data, the relative importance of these boundary conditions can be compared through the magnitude of the major peaks present in their respective co-spectra. The greater the peak, either positive or negative, the more strongly the boundary condition was spatially correlated with the matric potential change. Figure 4.8 shows the co- and quad-spectra between RB and three boundary conditions at six depths.
The largest peaks in the co-spectra for RB at 10 and 30 cm occurred with irrigation intensity at the frequency around \( f = 0.0469 \) (\( \lambda = 21.3 \text{ m} \)) (Figure 4.8a, d). The strongly negative spatial correlations indicated that with an increase in irrigation intensity, less water was retained in the upper soil layers. At 50 cm, the distribution of matric potential increase was mainly affected by surface roughness as described by elevation variance (Figure 4.8i). The positive peak implied that a rougher soil surface allowed more water to accumulate at this depth. Compared to the other two boundary conditions, the co-spectra for RB had the highest peaks with elevation variance at 70 and 90 cm, as well. Considering the common periodicities revealed in the power spectra with sand content at 60-70 cm, the corresponding co- and quad-spectra were calculated and presented in Figure 4.9. The peaks manifested in the co-spectra for RB at both depths were greater with sand content. And the negative spatial correlations may be explained by the high hydraulic conductivity as a result of increased sand content in situ or above under high matric potential, leading to fast movement and little retention of water. At the bottom, application time delay was found to be the dominant factor that affected RB distribution (Figure 4.8q).
Figure 4.8 Co- and quad-spectra between matric potential change from the beginning to the end of irrigation (RB) and (a, d, g, j, m, p) imposed irrigation intensity, (b, e, h, k, n, q) application time delay, and (c, f, i, l, o, r) investigated elevation variance at six depths.
Figure 4.9 Co- and quad-spectra (a) between matric potential change from the beginning to the end of irrigation at 70 cm (RB70) and sand content at 60-70 cm (Sand65), and (b) between RB90 and Sand65.
During the one-day drainage following irrigation, water redistribution was mainly controlled by irrigation intensity and elevation variance. As shown in Figure 4.10, the highest peaks appeared in the co-spectra for 1D with irrigation intensity at 30, 90 and 110 cm, at the frequency $f = 0.0391$ ($\lambda = 25.6$ m). All these peaks were negative, indicating that water accumulated under higher intensity irrigation drained faster once irrigation stopped. At the other three depths, the greatest peaks were revealed in the co-spectra with elevation variance, at the frequency of either $0.0781$ ($\lambda = 12.8$ m) or $0.1719$ ($\lambda = 5.8$ m). Furthermore, elevation variance contributed to the spatial distribution of 1D at 30 and 90 cm, but with a less extent compared to irrigation intensity. These negative spatial correlations suggested more water drainage under a rougher soil surface during short-term redistribution.
Figure 4.10 Co- and quad-spectra between matric potential change from the end of irrigation to one day after irrigation (1D) and (a, d, g, j, m, p) imposed irrigation intensity, (b, e, h, k, n, q) application time delay, and (c, f, i, l, o, r) investigated elevation variance at six depths.
When the water redistribution lasted for three days, the major factors causing matric potential decrease and water loss were different. The co- and quad-spectra between 3D and the three boundary conditions under investigation at six depths are displayed in Figure 4.11. Irrigation intensity and application time delay became the dominant factors for this period of water movement. Corresponding to the major peaks at $f = 0.125$ ($\lambda = 8$ m) in the power spectra for 3D at 30 and 50 cm (Figure 4.7b, c), the greatest peaks of -0.16 and -0.20 were found at the same frequency in the co-spectra with application time delay, respectively (Figure 4.11e, h). The time delay of irrigation relative to Br$^-$ application was negatively correlated with matric potential change during three days of drainage. In contrast, although a distinct peak at $f = 0.125$ ($\lambda = 8$ m) was also shown in the power spectra for 3D at 10 cm (Figure 4.7a), the co-spectrum at this frequency was only -0.04 (Figure 4.11b). Compared to the significant quad-spectrum of 0.51 here, a phase lag of 2 m was manifested. It was implied that the matric potential change responded negatively to the solute application time delay applied at 2 m behind. At 70 and 90 cm, 3D was mainly affected by irrigation intensity (Figure 4.11j, m). As with the one-day drainage, the spatial correlations at these two depths were also negative. Intensity also played an important role in the spatial distribution of 3D at the lowest depth of 110 cm as indicated by the negative peak of -0.20 in the corresponding co-spectra (Figure 4.11p); however, the peak in the co-spectra between 3D and application time delay was greater (Figure 4.11q), suggesting the prevailing impact exerted by irrigation timing.
Figure 4.11 Co- and quad-spectra between matric potential change from the end of irrigation to three days after irrigation (3D) and (a, d, g, j, m, p) imposed irrigation intensity, (b, e, h, k, n, q) application time delay, and (c, f, i, l, o, r) investigated elevation variance at six depths.
The dominant boundary condition controlling the spatial distribution of water movement varied with time and depth (Figure 4.8, 4.10, 4.11). During the simulated irrigation, RB at the top two soil depths was most strongly correlated with intensity (Figure 4.8a, d) and the corresponding correlations were negative. Meanwhile, a positive spatial correlation was observed for RB with intensity at the lowest depth of 110 cm, which was only minor compared to the correlation with application time delay. These results were consistent with the more even vertical distribution of RB with soil depth under more intensive irrigation as concluded in Section 4.3.1; and this phenomenon was attributed to the enhancement of preferential flow by increasing intensity. At a high intensity, irrigation water quickly bypassed several subsurface layers and the time allowing water to move from preferential pathways into the soil matrix was limited (Beven and Germann, 1982; Haria et al., 1994; Gazis and Feng, 2004). In addition, the lateral invasion of water can be severely restricted by microbial and root exudates which are commonly present in biopores, typically in grassland, and increase the water repellency of macropore linings (Gerke and Köhne, 2002; Jarvis, 2007). As a result, negative spatial correlations, although not the strongest, were detected between RB and intensity at the soil depths above 110 cm (Figure 8j, m). This causal interpretation is to some extent supported by McIntosh et al. (1999), who found less water and tracer exchange between the macrochannels and soil matrix under simulated heavier rainfalls. Compared to the fast preferential flow and limited lateral infiltration, water slowly moving into the soil matrix and micropores under low intensity irrigation tended to be protected from draining during the process of redistribution. It led to a deduction that more water losses after the cessation of irrigation corresponded with higher
intensity, which was verified by the negative spatial correlations between intensity and 1D as well as 3D in the deep soil (e.g. Figure 4.10j, 4.11j).

Similar with irrigation intensity, soil surface roughness described by elevation variance affected matric potential change and water movement through its impact on preferential flow as well. An increase in soil surface roughness not only raises the amount of water that infiltrates (Cogo et al., 1984; Darboux and Huang, 2005), but also enhances water movement through macropores or other preferential pathways (Weiler and Naef, 2003b). During the irrigation in this experiment, more water applied on a rougher surface was transported downwards and then impeded by the plow pan at 40-50 cm, which was believed to be present as a result of tobacco production in this field site several years ago (Yang et al., 2013; Yang and Wendroth, 2014). Hence, water accumulated at 50 cm and a positive spatial correlation between elevation variance and RB was obtained (Figure 4.8i). The matric potential increase resulting from preferential flow was more prone to loss as discussed above. Therefore, an increased elevation variance corresponded with greater matric potential decrease, or more negative 1D, especially at 50 cm (Figure 4.10i).

No significant spatial correlations were expected between irrigation timing and water infiltration, since the water amount applied together with KBr was very small compared to the irrigation afterwards; and the four levels of delay were primarily designed to study solute transport. However, the spectral and cross-spectral analyses revealed that application time delay was responsible for the main spatial distribution patterns of water movement at 110 cm (Figure 4.8q) during irrigation and at many more depths during the relatively long-
term drainage of three days (Figure 4.11). These results might be explained by the influence of time delay on soil moisture status antecedent to irrigation, which thereby affected soil water repellency and preferential flow (Burcar et al., 1994; Shipitalo et al., 2000; Jarvis, 2007). The relatively drier soil near surface resulting from longer time delay exhibited greater water repellency and tended to limit the infiltration of irrigation water into soil matrix (Weiler and Naef, 2003a). Therefore, more water flowed into macropores and continuous channels, leading to deeper leaching of irrigation water and greater matric potential increase at the bottom (Figure 4.8q). The effect of time delay seemed to last longer than elevation variance, showing a dominant role in the spatial distribution of matric potential decrease during the three-day drainage. At the soil depths of 30, 50 and 110 cm, application time delay was revealed as the most important boundary condition (Figure 4.11e, h, q). At 10 cm, a phase lag of 2 m was indicated in the spatial correlation between 3D and irrigation timing (Figure 4.11b). The shifted response of matric potential decrease may be caused by the gentle slope towards grassland where the experimental transect was located.

4.3.3 Spectral Analysis of Br⁻ Concentration in Soil Water

Figure 4.12 shows the power spectra for Br⁻ concentration in soil water sampled one hour and one day after irrigation at five depths. Note that no power spectra is presented for the one at 20 cm for one-day sampling, since the lack of Br⁻ concentration data at nearly half of the locations precluded either spectral or cross-spectral analysis. The peaks manifested in the power spectra for Br⁻ concentration were generally smaller and less distinct compared to those for matric potential changes as displayed in Figure 4.7. However, as
with water infiltration, the periodic fluctuations in Br\(^-\) leaching varied with depth and time. For the only dataset at 20 cm, the major peak appearing at the frequency \(f = 0.0547-0.0625\) (\(\lambda = 16-18.3\) m) might be correlated with irrigation intensity (Figure 4.12a); while the minor one at \(f = 0.4063\) (\(\lambda = 2.5\) m) did not seem to correspond with any spatial scales revealed in the three boundary conditions. At 40 cm, small-scale fluctuations were revealed in the Br\(^-\) concentration during one-hour sampling, and the wavelength of 2.1 m corresponded with the plot length of 2 m (Figure 4.12b). After one day, the distribution of soil water Br\(^-\) concentration was mainly controlled by elevation variance due to the occurrence of major peak at \(f = 0.0859\) (\(\lambda = 11.6\) m). Bromide concentrations at 60 cm for both samplings varied at similar scales, corresponding to the minor periodicity in elevation variance (Figure 4.12c). At the soil depth below, 80 cm, besides the common fluctuations at around \(f = 0.25\) (\(\lambda = 4\) m) correlated with application time delay, Br\(^-\) concentration in soil water sampled one hour after irrigation also varied at \(f = 0.4531\) (\(\lambda = 2.2\) m) probably resulting from the plot length; whereas Br\(^-\) concentrations obtained in the later sampling were found to have a cyclic pattern identical with that of elevation variance at \(f = 0.0781\) (\(\lambda = 12.8\) m) (Figure 4.12d). The variation scales and influencing factors implied were quite different for Br\(^-\) concentrations at 100 cm measured at two sampling times (Figure 4.12e). One hour after irrigation, the spatial distribution of Br\(^-\) was mainly affected by irrigation intensity and to a smaller extent by application time delay, indicated by the major peak at \(f = 0.0313\) (\(\lambda = 32\) m) and the minor one at \(f = 0.125\) (\(\lambda = 8\) m), respectively. On the contrary, a distinct peak at \(f = 0.1641\) (\(\lambda = 6.1\) m) appearing at the power spectra for Br\(^-\) concentration obtained one day after irrigation suggested the impact of elevation variance.
Figure 4.12 Power spectra for Br⁻ concentration in soil water sampled one hour and one day after irrigation at five depths: (a) 20, (b) 40, (c) 60, (d) 80, and (e) 100 cm. The numbers above the peaks indicate the wavelengths λ at corresponding frequencies f. Notice that the samples taken at 20 cm one day after irrigation were not enough to conduct the spectral analysis and in (a) only the result for one-hour sampling is shown.
The co- and quad-spectra for Br⁻ concentration in soil water sampled one hour after irrigation with three boundary conditions at five depths are shown in Figure 4.13. Irrigation intensity and elevation variance exerted equivalent influence on the spatial distribution of Br⁻ concentration at 20 cm in view of the similar magnitudes of major peaks appearing in the corresponding co-spectra. The negative peak of -0.14 at \( f = 0.0469 \) (\( \lambda = 21.3 \) m) in Figure 4.13a indicated more surface-applied Br⁻ moving downwards under heavier irrigation; while the positive peak of 0.14 at \( f = 0.4141 \) (\( \lambda = 2.4 \) m) appearing in Figure 4.13c suggested that a rougher surface was beneficial for retaining solute in the top soil layers. At the two soil depths below, intensity among the three boundary conditions under investigation was the dominant factor that controlled Br⁻ distribution. The distinct peaks revealed in the corresponding co-spectra were both positive (Figure 4.13d, g), which means more Br⁻ has been leached downwards as intensity increased. The peaks in the co-spectra for Br⁻ at 80 cm with all the three boundary conditions were very small and the one with application time delay was relatively higher (Figure 4.13k). This negative spatial correlation between time delay and Br⁻ concentration became stronger down to 100 cm (Figure 4.13n), indicating that more solute was protected from leaching when longer time before irrigation was allowed for solute to move into the aggregates near soil surface. Meanwhile, a positive peak of equivalent magnitude, 0.2, was manifested in the co-spectra between Br⁻ and intensity (Figure 4.13m).
Figure 4.13 Co- and quad-spectra between Br⁻ concentration in soil water sampled one hour after irrigation and (a, d, g, j, m) imposed irrigation intensity, (b, e, h, k, n) application time delay, and (c, f, i, l, o) investigated elevation variance at five depths.

Analyzing Br⁻ concentration in soil water samples at different depths provided a consistent result with the Br⁻ analysis based on soil extracts (Yang et al., 2013) regarding the influence of irrigation intensity. Irrigation at increasing intensity was more capable of transporting
surface-applied solute downwards, resulting in less Br retained above 20 cm and more leached below. However, the impact of either application time delay or elevation variance on Br\(^{-}\) concentration resulting from these two sampling techniques were quite different. At most depths, the spatial correlation scales were disparate. In general, the variation scales revealed here with Br\(^{-}\) concentration in soil water were smaller. And although similar scales were manifested, such as the ones for application time delay with both Br\(^{-}\) concentrations near the bottom of the soil profile studied, opposite spatial associations were detected. The negative correlation here reflected the solute protection function exerted by soil aggregates; while the positive one between time delay and soil Br\(^{-}\) in Yang et al. (2013) probably resulted from the effect of irrigation timing on antecedent soil moisture and preferential flow.

One day later, the spatial patterns of soil water Br\(^{-}\) changed compared to those detected one hour after irrigation (Figure 4.12) because different boundary conditions were found to be more effective in the redistribution process. Instead of irrigation intensity, elevation variance and application time delay became the main factor that affected Br\(^{-}\) distribution at 40 and 60 cm, respectively (Figure 4.14c, e). At the soil depth below, 80 cm, the highest peak was present in the co-spectra for Br\(^{-}\) concentration with irrigation intensity (Figure 4.14g). This positive peak of 0.18 at \(f = 0.0391-0.0469\) (\(\lambda = 21.3-25.6\) m), together with the positive peak of 0.23 at the similar frequency in the co-spectra between intensity and Br\(^{-}\) at 100 cm (Figure 4.14j), indicated that more Br\(^{-}\) was retained in the deep soil under higher intensity irrigation even after one day of redistribution. Similar to the one-hour sampling
results, a negative spatial correlation between Br$^-$ concentration and application time delay was revealed at 100 cm.

Figure 4.14 Co- and quad-spectra between Br$^-$ concentration in soil water sampled one day after irrigation and (a, d, g, j) imposed irrigation intensity, (b, e, h, k) application time delay, and (c, f, i, l) investigated elevation variance at four depths.

Besides the boundary conditions analyzed in this experiment, there existed other soil properties that contributed to the scale-variant behavior of Br$^-$ leaching, since not all the spatial scales revealed in the power spectra for Br$^-$ concentration in Figure 4.12 have been
explained and related to certain variables. Therefore, cross-spectral analysis between matric potential change and Br⁻ concentration in soil water was conducted to answer the question: does the change in soil water status contain any other information responsible for the spatial distribution patterns of Br⁻ leaching?

In some situations, matric potential change helped to explain the horizontal distribution of Br⁻. For example, as shown in Figure 4.15a, a distinct positive peak appeared at the frequency $f = 0.4063 (\lambda = 2.5 \text{ m})$ in the co-spectra for Br⁻ concentration at 20 cm one hour after irrigation with matric potential decrease at 10 cm during three days of drainage. It was implied in these common periodicities that the minor peak shown in the power-spectra for Br⁻ at 20 cm depth (Figure 4.12a) was correlated with the long-term matric potential decrease since not a single boundary condition investigated here exhibited the fluctuations at the same scale. Surface soil moisture change during two or three days of drainage following a thorough wetting could serve as a good indicator for drainable porosity (van Schilfgaarde, 1957) and has a significant correlation with saturated hydraulic conductivity for a wide range of soil types (Ahuja et al., 1993). Thus a higher (less negative) 3D may indicate a smaller hydraulic conductivity, although the soil in this experiment was not completely saturated during only one irrigation event, which slowed down the leaching of Br⁻. However in most cases, the spatial correlation manifested in the co-spectra resulted from the boundary condition which affected both matric potential change and Br⁻ concentration at the same spatial scale. For example, elevation variance was positively correlated with Br⁻ concentration at 40 cm one day after irrigation (Figure 4.14c) and negatively correlated with 1D at 50 cm (Figure 4.10i) at a similar frequency $f = 0.0781$-
0.0859 (λ = 11.6-12.8 m), resulting in a significant negative correlation occurring at the same frequency in the co-spectra for solute concentration with water status change (Figure 4.15b). With a higher 1D or in other words, less decrease in matric potential and water content during short-term drainage, Br⁻ was diluted and the concentration became lower.
Figure 4.15 Co- and quad-spectra (a) between Br⁻ concentration at 20 cm one hour after irrigation (C20h) and matric potential change at 10 cm during three days of drainage (3D10), and (b) between Br⁻ concentration in soil water sampled at 40 cm one day after irrigation (C40d) and matric potential change at 50 cm during one day of drainage (1D50).
4.4 Conclusions

A new experimental design arranging treatments in a periodically repetitive pattern at different spatial scales was employed to analyze the impact of land use, soil surface roughness, irrigation intensity and timing relative to solute application on water infiltration and Br⁻ leaching. Tensiometers and suction probes were utilized to monitor in situ matric potential changes and Br⁻ concentrations, respectively.

During irrigation, more water and surface-applied Br⁻ moved downwards at higher intensity, resulting in a more even distribution of Br⁻ concentration with soil depth, especially in grassland. Preferential flow enhanced by higher irrigation intensity was probably the reason. Spectral analysis also revealed that the spatial correlation between intensity and Br⁻ was negative at the shallowest depth of 20 cm and positive at greater soil depths. These results were consistent with the observations based on soil coring samples in Yang et al. (2013), suggesting the applicability of suction probes in studying in situ solute transport as affected by irrigation intensity at the field scale. However, with respect to the influence of application time delay and elevation variance, these two sampling techniques had different results. One day after the cessation of irrigation, Br⁻ concentrations determined in soil solution samples became generally lower; and the major factors controlling the spatial distribution of Br⁻ at each depth changed except at the bottom of 100 cm.

The spatial variation scale of matric potential change varied with time and depth, corresponding with different boundary conditions. Irrigation intensity dominated the spatial distribution of matric potential change at the upper two depths during irrigation and
in the deep soil in the process of redistribution, no matter whether it was one day or three
days. Besides that, the matric potential decrease during short-term drainage was mainly
influenced by elevation variance; whereas, during the drainage for three days, application
time delay was the primary driving force. Both irrigation intensity and elevation variance
affected matric potential change and water movement through their impact on preferential
flow. Irrigation timing, which was primarily designed to study solute transport, was
probably related to the soil moisture antecedent to irrigation, which thereby affected water
repellency and preferential flow. Furthermore, it is interesting to discover the phase-shifted
response of matric potential change to application time delay at 10 cm depth during the
long-term redistribution, which revealed the limited but undoubtedly important role that
elevation played in the spatial distribution of water infiltration.

Spatial correlations were detected between matric potential change and Br⁻ concentration
at some depths. It was usually because a boundary condition was spatially correlated with
both at the same scale. However under some circumstances, soil properties other than the
boundary conditions investigated in this experiment, such as hydraulic conductivity, were
embedded in the spatial processes of matric potential change and responsible for the spatial
distribution patterns of Br⁻ leaching. The results of this study not only suggest the
applicability of scale-dependent treatment distribution in field experimental design but also
provide direct implications for agricultural management and hydrological modelling.
Chapter 5 Conclusions

A novel experimental design was employed to analyze water infiltration and Br\textsuperscript{-} leaching as affected by land use, soil surface roughness and rainfall characteristics under field conditions. In this rainfall simulation experiment, treatments were arranged in cyclic layout at distinct spatial scales and their impact was manifested in the variance behaviors of temporal matric potential change and Br\textsuperscript{-} concentration that exhibited common scales. The first analysis (Chapter 2) was based on Br\textsuperscript{-} concentrations measured in soil core samples collected at different depths along the experimental transect. The results showed that owing to more developed soil structure and more continuous macropores, which enhanced the development of preferential flow, soil Br\textsuperscript{-} was more evenly distributed with soil depth and leached deeper in grassland than in no-till cropland. Spectral and cross-spectral analyses decomposed variance of soil Br\textsuperscript{-} at each depth among different scales and revealed its spatial correlations with different boundary conditions, respectively. The dominant factors hence identified were found to vary with soil depth. In the top layer of 0-10 cm, Br\textsuperscript{-} distribution was primarily controlled by rainfall intensity and to a smaller extent by soil clay content; whereas, in the soil layer immediately below, rainfall timing relative to Br\textsuperscript{-} application turned to be the main driving force. The impact of rainfall characteristics generally decreased with soil depth. In contrast, the roles of soil properties, i.e., soil texture and surface roughness described by elevation variance, became increasingly important.

Spectral analysis revealed the relative importance of the boundary conditions to Br\textsuperscript{-} leaching; and in the following chapter, an autoregressive state-space approach was applied
to describe the spatial distribution pattern of soil Br⁻ site-specifically (Chapter 3). Beginning with spatial associations of Br⁻ concentrations among different depths, soil Br⁻ at 20-30, 30-40 and 40-50 cm were found to be most strongly correlated with that in the top layer of 0-10 cm, rather than in the respective neighboring layer above. Similarly, soil Br⁻ in deeper layers, i.e., 70-80, 80-90 and 90-100 cm, had the strongest spatial correlation with Br⁻ concentration at 50-60 cm. Therefore, two flow regimes were revealed in the soil profile, i.e., above and below 50 cm. Apparently, the flow dynamics changed when water and solute passed the soil layer of 40-50 cm, where sand content was very low and a plow pan was believed to be still present due to tobacco production several years ago.

The optimal state-space models considering up to three boundary conditions were generated for soil Br⁻ concentration at each depth. According to the weight of each variable, land use dominated the horizontal distribution pattern of Br⁻ at shallow depths; while for the soil layers below 40 cm, soil texture was the primary influencing factor and rainfall intensity ranked second. Land use was excluded when comparing the results of state-space analysis to those obtained in Chapter 2, since land use only changed once along the transect and was not treated as a typical cyclic pattern for spectral analysis. It turned out that similar to the findings in Chapter 2, the spatial behavior of soil Br⁻ in the upper layers was mostly affected by rainfall characteristics when land use was not involved. Furthermore, in contrast to land use, adding Br⁻ concentration and soil texture of the adjacent layer above as factors in the spatial description mainly improved the prediction quality of state-space models for soil Br⁻ below 60 cm.
The temporal dynamics of water infiltration and solute leaching were analyzed in Chapter 4. The soil solution samples collected through suction probes one hour after the cessation of rainfall simulation generally had higher Br\(^{-}\) concentrations than those sampled one day later. According to the results of spectral analysis, the major factors controlling Br\(^{-}\) distribution differed between these two sampling times for all the depths investigated except the bottom one of 100 cm.

The spatial variation scale of temporal matric potential change varied with both time and depth, as well, corresponding with different boundary conditions. Rainfall intensity dominated the horizontal distribution of matric potential change at the two shallowest depths, i.e., 10 and 30 cm, during rainfall simulation and in the deep soil during the redistribution process afterwards. Beyond that, the matric potential decreases during one-day and three-day periods of drainage after the rainfall simulation experiment were mainly affected by soil surface roughness and rainfall timing, respectively. Matric potential change was found to be spatially correlated with Br\(^{-}\) concentration at some depths. Usually, it resulted from the boundary condition which affected both at the same spatial scale. However, in some cases, matric potential change did help to explain the scale-variant behavior of Br\(^{-}\) leaching. The impact of soil properties other than the boundary conditions investigated in this experiment, such as hydraulic conductivity, was reflected in the spatial processes of matric potential change and responsible for the major distribution patterns of Br\(^{-}\) concentration.
These results suggest that the experimental design with scale-dependent treatment distribution adopted here may be highly useful in studying hydrological processes under field conditions. With the aid of frequency-domain analysis, this investigation technique overcomes the limitations induced by large spatial variability inherent in soil properties and separates the treatment impacts from the ones exerted by underlying soil processes. Moreover, the findings of this study hold important implications for agricultural management and also for hydrological modelling at the field scale.
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