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Abstract of Dissertation

The interaction of an evanescent wave and plasmonic nanostructures are simulated in Finite Element Method. Specifically, the optical absorption cross section ($C_{abs}$) of a silver nanoparticle (AgNP) and a gold nanoparticle (AuNP) in the presence of metallic (gold) and dielectric (silicon) atomic force microscope (AFM) probes are numerically calculated in COMSOL. The system was illuminated by a transverse magnetic polarized, total internally reflected (TIR) waves or propagating surface plasmon (SP) wave. Both material nanoscale probes localize and enhance the field between the apex of the tip and the particle. Based on the absorption cross section equation the author was able to demonstrate the increment of absorption cross section when the Si tip was brought closer to the AuNP, or when the Si tip apex was made larger. However, the equation was not enough to predict the absorption modification under metallic tips, especially for a AgNP's $C_{abs}$; neither it was possible to estimate the optical absorption based on the localized enhanced field caused by a gold tip. With the help of the driven damped harmonic oscillator equation, the $C_{abs}$ of nanoparticles was explained. In addition, this model was applicable for both TIR and Surface Plasmon Polaritons illuminations. Fitting the numerical absorption data to a driven damped harmonic oscillator (HO) model revealed that the AFM tip modifies both the driving force ($F_0$), consisting of the free carrier charge and the driving field, and the overall damping of the oscillator ($\beta$). An increased $F_0$ or a decreased $\beta$ will result in an increased $C_{abs}$ and vice versa. Moreover, these effects of $F_0$ and $\beta$ can be complementary or competing, and they combine to either enhance or suppress absorption. Hence, a significantly higher $\beta$ with a small increment in $F_0$ will result in an absorption suppression. Therefore, under a Si tip, $C_{abs}$ of a AuNP is enhanced while $C_{abs}$ of a AgNP is suppressed. In contrast, a Au tip suppresses the $C_{abs}$ for both Au and Ag NPs. As an extension of this absorption model, further investigation of the guided mode and a close by nanostructure is proposed, where the scattered wave off the structure attenuates the guided mode with destructive interference.
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Chapter 1

Introduction

With the relentless efforts of the scientists, nanotechnology is currently at the edge of the atomic scale. According to the physicists’ predictions, if Moore’s law [1] really falters within a decade, nanotechnology may have the answer for further miniaturization. Soon chemists might be able to order any chemical structure they want by manipulating single atoms. It might even be possible to insert nano machines in our bodies which can be controlled by the external electric signals and locate the cancer cells to destroy them cleanly, avoiding the side effects of conventional chemotherapy. Particularly, the nanoparticles between 10 to 100 nm can deliver medicine more effectively. As Kaku depicted in his book, these particles can safely bounce off of the blood cells because of their large sizes and can penetrate the irregular pores of the cancerous cells [2].

Breaking the diffraction limit of light has resulted in microscopy with extremely high resolution [3] and in super dense data storage [4]. As early as 1928, E. H. Synge first proposed the concept of near field optical microscopy, where the detector is placed very close to the object and the resolution is limited by the numerical aperture and not by the wavelength [5]. Over the years, many techniques were developed to confine light in the nanoscale and to use it for different imaging purposes, such as scanning probe microscope, scanning tunneling microscope, and near-field reflection microscope. Many of these techniques rely on the enhanced field at the apex of a sharply pointed metal tip. Atomic Force Microscope (AFM) is one of the most popular imaging tools and is widely used for imaging samples with resolution as high as a few nanometers. Our group’s recent work using a nanoscale tip to locally modify nanoparticles [6] led the author to merge these lines of investigation and to study the effects of a nanoscale tip in proximity to a metal nanoparticle on a substrate.
Material size can influence the optical properties of nanoparticles, where a small modification to the shape or to the surrounding medium affects the optical response. For a specific size, shape, geometric setup, and illumination condition, a specific material will absorb and/or scatter a significantly higher optical energy compared to the rest of the materials present in that sample. For sensing applications, the general idea is to facilitate biomolecule attachment to the metallic nanostructures. Depending on specific molecular characteristics, the scattered signal off the nanostructure is detected to identify the molecular signature. As Figure 1.1 shows, however, the sensing takes bulk optics components to analyze the scattered signal. For example, Raman scattering is a weak signal, and needs significant enhancement for accurate detection. This mechanism requires a large optical setup.

Figure 1.1: General description of the current technology for detection. For this example, a gold nanorod array is used on which the solution to be investigated is flowing. The scattered light is collected through the dark field objective, as is drawn on the top left corner segment. In the adjacent segment, where the analyte is bound with the recognition element, the detected scattered signal experiences a shift, depending on the refractive index variation caused by the binding of the analyte. The photograph on the right shows the experimental setup used in this process, which consists the sample (inside the flow-cell) and the microscope. Although the spectrometer and the camera are not included in this photograph, the intention is to show the untransportable components of traditional sensing techniques. Figure courtesy of Neha Nehru.

Waveguides are an essential component for integrated optics. The intricacies of light propagation at different modes through optical fibers have been thoroughly studied over last few decades [7]. From a biomedical standpoint, sensing plays a major role in accurate detection of biomolecules through attachment to metallic structures, such as nanoparticles or nano rods [8]. One of the widely
used techniques that the scientific community uses is Raman Scattering. For decades, scattering techniques have been used to detect the existence of specific materials in a given sample. Since many biomolecules have a natural affinity to attach with gold or silver, scientists and engineers have mastered the usage of nanoparticles (along with nanorods, nanodisks, and nanoshells) to accurately “sense” certain types of biomolecules. Furthermore, along with the scattering mechanism, nanostructures also absorb optical energy.

In the fast growing field of nanophotonics, chemical detection and biomolecule sensing play major roles in terms of application. Different spectroscopies depend largely on one primary phenomena: measuring the change in the permittivity by looking at the altered electric field, caused by the introduction of the biological agent [9]. Using the same principle, optical waveguides sensors have been developed over the last decade for monitoring environmental pollution and industrial processes. In general, the evanescent wave of the waveguide is used to detect perturbation of the electromagnetic waves of a guided mode caused by optical absorptions, fluorescence, or refractive index change of measurands [10]. One can build antennas at optical frequencies to couple electromagnetic waves into and out of optical waveguides as well. For example, a nanostructure placed in the evanescent field of a guided mode can act as such an antenna. These structures can simultaneously serve as sensors in which changes in dielectric constant are detected by the efficiency of with which power in the waveguide is absorbed and/or scattered. As Figure 2.1 shows, the advantage of using nano shells is that one can tune the resonant frequency by the ratio of the radii of the core and the shell in a wide frequency range [11].

There have been many attempts to study and understand the behavior of nanoparticles in numerous different conditions. Motivating applications range from communication, computing, and data storage to medical diagnostics and therapies. The enhanced absorption, scattering, and electric fields associated with nanoparticles’ localized surface plasmon resonances find application in information processing [12], sensing [13], microscopy [6, 14], lithography [15, 16], materials processing [6, 17, 18], optical sources and detectors, and photovoltaics [19]. In many of these applications, nanoparticles are immobilized on substrates that strongly influence their optical behavior [15, 16]. In addition, several studies have been conducted on the optical properties of nanoscale probes or tips [14, 20, 21]. These have largely addressed applications in near-field microscopy and enhanced Raman scattering [22, 23] and have focused on metal or metal-coated tips.
This dissertation focuses primarily on how the light interacts with a nanostructure. With regard to the noble metals, the most exciting phenomena at nanoscale are the size and shape dependent properties, because the dominant physical phenomena change from scale to scale. A gold nanoparticle, for example, will not melt as a bulk piece of gold; its color would be different, and even the thermal expansion would not be the same. The significance of noble metals lies on the fact that these metals can accommodate surface plasmon, a special optical property. With the ultra-fast computation power developed in last few decades, the study of these optical properties for numerous different applications has been possible.

Experimentally, like many other groups, ours has been interested in understanding the interaction of an AFM tip with nanoparticles. AFM is widely used for nano patterning (e.g. scratching), and in manipulation, imaging and measurement of nanoparticles. Using its precise control, AFM can be used to repair photomask. AFM can also be used as a Scanning Near-field Optical Microscopy (SNOM), where the tip apex works as a light source or scatterer, and can be used to remove material from a sample in a controlled way. To store data, IBM has used multiple heated...
AFM tips to write (scratch), read (image), erase (melt) data (nano holes) on a very thin polymer film [25]. This research, however, has been focused more on selective heating, melting, evaporation and deposition of nanoparticles on a substrate. The general idea is to bring a very sharp nanoscale probe [26], shown in Figure 1.2, close to the nanoparticle(s) to sense the topography and to create an enhanced field around the nanoparticle. This setup gives rise to effective and important changes in different aspects of nanoparticles, such as Localized Surface Plasmon Resonance (LSPR), enhanced Raman scattering, and greater extinction cross section. Typically, the probes are metallic, metal coated, or dielectric, causing the localization of the electric field around the apex. The advantage of AFM over Scanning Tunneling Microscope (STM) is that STM needs a conducting surface in a vacuum environment; whereas, AFM can be performed on both conducting and non-conducting surfaces at room environment [25]. Analytically, it is difficult to quantify the interaction between the probe and the particle with respect to the absorption, scattering, change of resultant field, etc. Hence, it is imperative to numerically simulate the interaction of nanoparticles with the AFM probe to gain insight into the fundamental physics taking place, especially in the context of our group’s experimental experience [6].

Most commonly, the particle is assumed to be spherical. Although particles have different facets in their topography, a sphere is the closest shape and can be assumed in a given sample or solution. Furthermore, section 2.11 discusses a sphere being the most thermodynamically stable shape. By having the analytical solution of Lorenz-Mie, as stated in [27], simulating a spherical particle is easier geometrically and provides a good starting point. As is shown in Figure 1.3, the effects of a dielectric or metal tip on the absorption cross section ($C_{abs}$) and electric field enhancement of different sized and different material nanoparticles resting on a BK7 glass or gold substrate are investigated in this report. Additionally, how the presence of a tip changes the frequency of the LSPR of nanoparticles is investigated. Wave illumination originates from below the AuNP under total internal reflection (TIR) conditions or through surface plasmon polaritons. Both transverse electric (TE) and transverse magnetic (TM) excitations are considered, and the tip is suspended 5 nm above the particle.

This dissertation will show that a high dielectric constant tip can selectively enhance nanoparticle absorption at length scales far below the diffraction limit of light, whereas a metal tip may enhance or suppress the absorption of the particle. In addition, this research will show that polariza-
Figure 1.3: Cross-sectional schematic of the geometry of interest. A silicon (Si) tip (length = 370 nm, radius = 10 nm, cone angle = 10°), is illuminated at an angle, $\theta$ of 50° with total internal reflection (TIR) illumination.

The first three chapters of this dissertation include a brief introduction, relevant background, and the status of the contemporary research. Chapters four and five describe the detailed simulation setup, geometry, formulation, and validation with respect to different standards. These are followed by obtained results and necessary discussions in chapter six. The last chapter is dedicated to the notable conclusions and future works.
Chapter 2

Background Information

This chapter introduces some core concepts directly relevant to this dissertation.

2.1 Electromagnetic fields

In the context of this investigation, a field means a function of time and three dimensional space. An electric field can be produced by a static charged particle, and a magnetic field is generated by a moving charge, more commonly viewed as a current. Both of these field components affect any charged particle nearby as well as interact with each other. According to classical physics, electromagnetic radiation carries energy from the source in a continuous wave like nature, where electric and magnetic field components are at a fixed ratio of intensity, oscillating in phase, and perpendicular to the direction of propagation. According to the discrete structure, electromagnetic energy can be viewed as a transportation of packets, more commonly known as photon, with a fixed frequency. The behavior of electric and magnetic field in vacuum is governed by Maxwells equations. Although there are equivalent integral forms, here only the differential forms are listed:

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \text{ (Faraday),} \tag{2.1}
\]

\[
\nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J} \text{ (Maxwell – Ampere),} \tag{2.2}
\]

\[
\nabla \cdot \mathbf{B} = 0 \text{ (Gauss – magnetism), and} \tag{2.3}
\]
\[ \nabla \cdot \mathbf{D} = \rho \text{ (Gauss)} \]. \hspace{1cm} (2.4)

Where

- \( \mathbf{B} \) = the magnetic flux density (Wb/m²)
- \( \mathbf{D} \) = the electric flux density (C/m²)
- \( \mathbf{E} \) = the electric field intensity (V/m)
- \( \mathbf{H} \) = the magnetic field intensity (A/m)
- \( \rho \) = charge density (C/m³),
- \( \varepsilon_0 \) = permittivity of free space, 8.854 × 10⁻¹² F/m, and
- \( \mathbf{J} \) = current density vector (A/m²) [28].

For these expressions to be valid, it is assumed that the fields are single valued, bounded, and continuous functions of both time and space, and exhibit continuous derivatives. The linearity of these equations allow the Fourier transform of these equations to express them in frequency domain. Although non-linearity rarely occurs in electromagnetic problems, the effects are amplified with smaller wavelengths (i.e. at higher frequencies) [29]. Most of the problems addressed in this dissertation are formulated using Maxwell’s equations. Below are brief explanations of these individual equations:

### 2.1.1 Maxwell-Faraday equation

Equation 2.1 states that a time varying magnetic field is always associated with a spatial varying electric field. This spatial variation, as captured by the curl operator, projects the results in orthogonal direction that can be detected by right hand rule (i.e. thumb would indicate the direction while aligning the remaining fingers with the field lines). The negative sign indicates that the induced electric field, when acting on charge, would produce a current that opposes the change in magnetic flux, also referred to as Lenz’s law.

### 2.1.2 Ampere’s circuital law

Equation 2.2 relates the magnetic field with current. Here, \( \mathbf{J} \) includes the magnetization, polarization, and conduction current densities. The lines of \( \mathbf{D} \) starts from positive charge, and ends in negative charge. Another important connection denoted by this equation is that the source of mag-
netic field can be a free current source, \( \mathbf{J} \) or a displacement current \( \frac{\partial \mathbf{D}}{\partial t} \) that associates with the variation of electric field and not with the moving charges.

2.1.3 Gauss law

Equation 2.4 indicates that the total outward normal flux coming out of a given volume is proportional to the charge densities enclosed by that volume. In this equation, the gradient operator determines if a given points acts as a source or a sink. Therefore, having a zero gradient value implies having zero “outgoing” normal flux. The result should always be a scalar.

2.1.4 Gauss law for magnetism

Equation 2.3 means that no total “magnetic charge” can build up in any space. In other words, there is no such thing as magnetic monopoles in nature. Therefore there are no source or sinks for the \( \mathbf{B} \) lines to start or finish, hence \( \mathbf{B} \) field lines are closed [30].

2.1.5 Boundary conditions

These fields and flux densities are subject to boundary conditions. A current and charge free boundary surface \( s \), separating two regions 1 and 2, will obey the following boundary conditions:

\[
\hat{n} \times (\mathbf{E}_1 - \mathbf{E}_2)|_s = 0,
\]

(2.5)

\[
\hat{n} \times (\mathbf{H}_1 - \mathbf{H}_2)|_s = 0,
\]

(2.6)

\[
\hat{n} \cdot (\mathbf{D}_1 - \mathbf{D}_2)|_s = 0, \text{ and}
\]

(2.7)

\[
\hat{n} \cdot (\mathbf{B}_1 - \mathbf{B}_2)|_s = 0,
\]

(2.8)

where,

\( n = \) the unit vector [31].

Only two sets boundary conditions are sufficient, but they are not arbitrary. Section 4.3 will describe how these boundary conditions are utilized.
2.2 Polarization

For this dissertation, the polarization is determined with respect to the optical plane. In most of the cases, the transverse electric (TE) or transverse magnetic (TM) polarization can be understood by looking into the plane of symmetry, which is defined by the plane that contains the axis of the cone and the propagation vector. With regard to Figure 1.3, for TE/TM polarization, the electric/magnetic field is orthogonal to the cross sectional plane. Since most of the geometries in this dissertation are drawn in x-y plane, for the convenience of the readers who are more familiar with different notation, a comparison is shown in Table 2.1. For those geometries, $H_z = 0$ for TE modes, and $E_z = 0$ for TM modes.

Table 2.1: Comparison of different polarization notation, for a geometry, drawn in the x-y plane.

<table>
<thead>
<tr>
<th>Notation commonly used by computational electromagnetic community</th>
<th>Notation used in this dissertation</th>
<th>Equivalent experimental notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE$_z$</td>
<td>TM</td>
<td>p (parallel)</td>
</tr>
<tr>
<td>TM$_z$</td>
<td>TE</td>
<td>s (from German “senkrecht”)</td>
</tr>
</tbody>
</table>

The only exception will be Figure 4.4, where the geometry is in the x-z plane, but the reader may understand the polarization as it previously described. Although waveguides support hybrid modes, often one component dominates others to act as a quasi-TE or quasi-TM.

When an electromagnetic field interacts with a rough metallic surface, the localized field is enhanced relative to the incident field. Primarily, there are two reasons for this:

- Lightning rod effect due to the charge accumulation at the surface. For example, at a sharp nanoscale tip, there would be a large overlap of field lines, resulting in a strong localized field,
- Amplification of fluorescence and second harmonic generation for thin film, especially when a surface plasmon is excited [9].

2.3 Evanescent wave

At an interface, light will refract depending on the difference of the refractive indices. For a larger difference, the “light bending” will be larger. Critical angle $(\theta_c)$ is defined by the incident angle
in one medium for which the transmitted angle in an adjacent medium is $90^\circ$. An incident angle higher than the critical angle creates an evanescent wave (EW). For the EW, the energy circulates back and forth giving rise to a zero net flow of energy across the boundary. If the EW interacts with another medium such that the incident wave is partially transmitted, frustrated total internal reflection takes place. The decay length of the EW depends on the surface, and is defined by the distance where the surface field is reduced by $1/e$. For a larger angle of incidence, the decay of the wave is faster. From Snell’s law, one can derive the critical angle for a glass-air interface, which is $\theta_c = 41.8^\circ$. As Section 4.3.1 describes, the angle of illumination ($\theta = 50^\circ$) is greater than $\theta_c$ for most of the simulations described in this research. The angle in the second medium, air in most cases, is therefore going to be a complex number. It means that the phase of the reflected and transmitted wave will shift relative to the incident wave. Although the polarization remains the same for TE, the TM polarization transforms into an elliptic polarization with the field vector rotating in the plane of incidence [3]. At the interface of the two media, the electric field is strongly enhanced, which peaks at the critical angle of incidence. Researchers have been using this strong field for numerous different studies; Renger et al. e.g. have analyzed the local electric field enhancement of nanosized silver ellipsoids placed in the evanescent field near a glass surface [32]. The study of this dissertation heavily refers to the strong field at the interface of substrate-air. Section 3.3.1 describes a few application examples of evanescent field, and Section 4.3 depicts the formulation used in the simulation setup to excite the evanescent field.

### 2.4 Optical Waveguide

As the name suggests, optical waveguides guide electromagnetic waves of visible frequencies. A simple waveguide may be made of two parallel lossless mirrors, which is impractical primarily due to the difficulty and fabrication cost of low loss mirrors. The wave launched from one side with any angle should propagate along the direction of the waveguide. Upon each reflection, however, there would be a $\pi$ phase shift, but the amplitude and polarization would not change. Thus, the phase shift ensures the total field to be zero at the mirror, because the incident and reflected wave would cancel each other [33].
2.4.1 Optical fiber

Today, optical fiber (OF) plays a major role in transferring data over a long distance. With the advent of laser optics, sending information over long range became feasible. The general idea of OF is to surround a high dielectric medium (core) with a low dielectric medium (cladding). Generally, there are two types of OF: step index fibers have step rise and fall of refractive indices as one measures across the diameters, and graded index fibers have sloping increase and decrease across the diameters of the OFs. The light travels through the fiber reflecting off of the core-clad boundary at a super critical angle. As was described in Section 2.3, there is an exponentially decaying wave past the core, which facilitates light coupling into another neighboring waveguide, depending on the propagation constant matching. That is why the cladding needs to be sufficiently thick to prevent any possible cross-talk between adjacent cores. If the clad has an asymmetry in its refractive index, the field will shift toward to the higher index material [33].

The reason OF is discussed in this dissertation is because OF has a strong contribution in making sensors. As was described in the previous paragraph, the evanescent tails coming off the OF core can be used to detect nearby structures, and hence, the change in those nearby structures (e.g. change in permittivity) can be calibrated as a “detection” of a specific material. Moreover, the optical fiber laid the foundation for the on-chip dielectric waveguides on which our sensor design is based.

2.4.2 Material dispersion in optics

The velocity of wave inside a medium depends on the material properties of the media. In general, the phase velocity \(v_p\) inside a medium having refractive index \(n\) is formulated as

\[
v_p = \frac{c}{n},
\]

(2.9)

where \(c\) is the velocity of light in free space. As was described in Section 2.5, the refractive index is a function of frequency. Therefore, \(v_p\) depends on the frequency as well. Since the velocity is the multiplication of frequency and wavelength, one can conclude that the wavelength changes as the wave goes from one medium to another.
2.5 Light-matter interaction at different wavelengths

At low frequencies (much smaller than the visible range), the metals are highly reflective; and can be safely used as the cladding layers of the waveguides and resonators for electromagnetic radiation at microwave and far-infrared frequencies. At this “low frequency” regime, most metals approximate good conductors, as most of the impinging waves reflect off of the metal’s surfaces. At near-infrared and visible frequencies, however, the penetration depth increases significantly, leading to an increased dissipation. Finally, at ultra violet frequencies, metal acquires dielectric properties, and allows propagation of electromagnetic waves with different attenuation depending on its own band structure.

This report will describe the time harmonic field as $\exp^{j\omega t}$ and the corresponding relative permittivity of the metal. Permittivity ($\varepsilon$) determines the ability of a material to polarize in response to the impinging $E$ field, and thereby reduces the total electric field inside the material. Permittivity is a material’s ability to transmit or “permit” electric field and is a complex valued function of frequency, $\omega$:

$$
\varepsilon(\omega) = \varepsilon_1(\omega) + j\varepsilon_2(\omega),
$$

(2.10)

where,

$\varepsilon_1 = \text{real part of the permittivity, which is related to the stored energy in the corresponding medium, and}$

$\varepsilon_2 = \text{imaginary part of the permittivity, where a negative quantity indicates dissipated energy in the corresponding medium (also referred to as loss)}$.

At optical frequencies, the complex refractive index, $\tilde{n}$ can be determined as

$$
\tilde{n}(\omega) = n(\omega) + j\kappa(\omega),
$$

(2.11)

where,

$n(\omega) = \text{the real part, relates to the phase speed at the corresponding medium, and}$

$\kappa = \text{the imaginary part that determines the absorption of an electromagnetic wave, propagating through the medium [34]}$. 
From the relation of $\tilde{n} = \sqrt{\varepsilon}$, one can derive

$$\varepsilon_1 = n^2 - \kappa^2, \quad (2.12)$$

$$\varepsilon_2 = 2n\kappa, \quad (2.13)$$

$$n^2 = \frac{\varepsilon_1}{2} + \frac{1}{2} \sqrt{\varepsilon_1^2 + \varepsilon_2^2}, \text{ and} \quad (2.14)$$

$$\kappa = \frac{\varepsilon_2}{2n}. \quad (2.15)$$

This dissertation focuses on the optical response of the noble metals at visible frequencies. In this range of frequencies, the magnetic permeability, $\mu \approx 1$. Similar to the permittivity, permeability defines the material’s ability to transmit magnetic field. Since the materials of interest are linear and not Bi-isotropic (i.e. magneto-electric coupled), all of the following studies are focused on the electric field only; such as, how much the incident field would decay, once entered the material.

### 2.5.1 Skin depth

The skin depth is defined by the distance inside a material from a boundary, where the field is reduced by a factor of $1/e$. Table 2.2 lists the skin depth of gold and silver, which are extensively studied in this dissertation.

Table 2.2: Skin depth in nanometers, for selected materials as a function of photon energy [35].

<table>
<thead>
<tr>
<th>Photon energy, $\delta$</th>
<th>Ag (nm)</th>
<th>Au (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 eV</td>
<td>24</td>
<td>31</td>
</tr>
<tr>
<td>3 eV</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>4 eV</td>
<td>82</td>
<td>27</td>
</tr>
</tbody>
</table>

The equation for the intensity as a function of the normal axis of the material boundary states

$$I = I_0 e^{-\gamma z} \quad (2.16)$$

where, the extinction coefficient, $\gamma = 2/\delta$, and

$$\delta = \frac{c}{\omega k} = \frac{\lambda}{2\pi \kappa}.$$
At 273 K, the mean free path of the conduction electron of silver and gold are 52 nm and 42 nm, respectively [35]. These parameters are important because most of the gold and silver nanoparticles investigated in this dissertation are of 50 nm in diameter. The surface electrons of these material geometries play the most significant role of various applications.

2.5.2 Plasmon and plasmonics

Plasmon is the quantized charge density wave often found in plasmas or metals. [36]. In other words, it is the collective oscillation of free electron gas density. Just as photon and phonon are the quantization of electromagnetic and mechanical vibration, respectively, plasmon is a quasiparticle, resulting from the quantization of plasma oscillation. This oscillation occurs around the fixed positive ions in metal [24].

Figure 2.1: Relative position of different shaped nanostructure resonances. Most of the nanostructures in this study have resonances at or near visible wavelengths. Reprinted by permission from Macmillan Publishers Ltd: [Nature Photonics] [9], copyright (2007)

Plasmonics or nanoplasmonics is the study of the electromagnetic response of metals, that is the interaction of free or nearly free electrons with light. It is a rapidly growing sub discipline of photonics. Noble metals commonly have one conduction electron per atom, corresponding to a full d band and one electron in s band [37]. Metals having free electrons, such as gold, silver, and copper, show plasmon resonances at visible wavelengths and intense colors. Gold and silver are extensively
used for most studies in this dissertation because one can use the standard optics and methods to excite the surface plasmons in these materials [9]. This phenomenon can not be reproduced at other spectral ranges since the material properties change significantly with wavelength. For example, the Drude-Sommerfeld model applies to a few metals at certain wavelengths assuming free electron gas:

\[ m_e \frac{\partial^2 \mathbf{r}}{\partial t^2} + m_e \Gamma \frac{\partial \mathbf{r}}{\partial t} = e \mathbf{E}_0 e^{-j\omega t}, \]  

(2.17)

where,

- \( \mathbf{r} \) = time dependent electron wave function,
- \( e \) = charge of the free electrons,
- \( m_e \) = effective mass of the free electrons,
- \( \mathbf{E}_0 \) = amplitude of the applied electric field,
- \( \omega \) = frequency of the applied electric field,
- the damping, \( \Gamma \propto \frac{\nu_F}{l} \), where, \( \nu_F \) = Fermi velocity, and \( l \) = electron mean free path between scattering events [3].

Using an educated guess of \( \mathbf{r}(t) = \mathbf{r}_0 e^{-j\omega t} \), (2.17) can be solved and one can get:

\[ \varepsilon_{\text{Drude}}(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + j\Gamma \omega}, \]  

(2.18)

where, the volume plasma frequency, \( \omega_p = \sqrt{\frac{ne^2}{m_e \varepsilon_0}} \) [38].

One can simplify (2.18) by ignoring \( \Gamma \), because at high frequency the electrons will undergo many oscillations between each collision. Thus the significance of plasma frequency is understandable: below \( \omega_p \) the corresponding refractive index, \( n = \sqrt{\varepsilon} \) becomes complex, and the penetrating wave drops off exponentially from the boundary. Above the \( \omega_p \) the refractive index becomes real, and the material becomes transparent to the incident wave. Along with the description in Section 2.5, one common example is that metals are fairly transparent to X-rays [39]. Table 2.3 shows the free electron density and plasma properties of gold and silver; \( \lambda_p \) is the corresponding wavelength to the plasma frequency, \( \omega_p \). With regard to Figure 2.5, Section 2.5.2 and Figure 2.2 will explain the significance of the threshold energy for inter band transition.
Table 2.3: Threshold energy for inter band transition [35], and free electron density, plasma frequency, and corresponding wavelength of silver and gold [40].

<table>
<thead>
<tr>
<th>Metal</th>
<th>Threshold energy [eV]</th>
<th>$N\left(10^{28}m^{-3}\right)$</th>
<th>$\frac{\omega_p}{2\pi}\left(10^{15}Hz\right)$</th>
<th>$\lambda_p$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>$\sim 3.89$</td>
<td>5.86</td>
<td>2.17</td>
<td>138</td>
</tr>
<tr>
<td>Au</td>
<td>$\sim 2.4$</td>
<td>5.90</td>
<td>2.18</td>
<td>138</td>
</tr>
</tbody>
</table>

Figure 2.2: Real components of the complex dielectric permittivity of Au and Ag in (a) and (c), and corresponding imaginary components in (b) and (d), respectively. Results for silver are least accurate with an uncertainty in $n$ about $\pm 40\%$ of its value. The experimental data, along with the instrumental error, have been taken from Johnson and Christy [37]. Figure courtesy of Andreas Trügler [38].
One cannot use the Drude model to predict the material property of gold or silver for all frequencies. This is because above a certain photon energy the inter-band transition takes place, making particularly the imaginary permittivity significantly different than that of the Drude model, as Figure 2.2 shows. This inter band transition is the reason why gold has a distinctive yellowish color. For silver, however, the inter band absorption edge is around 4 eV, as was shown in Table 2.3. Hence, silver remains highly reflective throughout the visible spectrum, and is widely used as a mirror. Gold can be used for mirrors but only at infrared wavelengths [40]. The deviation in Figure 2.2 is more evident for the wavelengths range from 550 nm to 650 nm. That is why this investigation relies on experimental values obtained by Johnson and Christy to interpolate the complex permittivities of gold and silver [37].

Most metals at optical wavelengths (400 - 750 nm) have negative dielectric constants which causes the strong reflection of light. At these optical wavelengths, surfaces can sustain surface charge density oscillations with specific resonant frequencies, named Surface Plasmon Resonances (SPR).

2.5.3 Localized Surface Plasmon Resonance (LSPR)

One could confine the electron oscillation spatially in all three dimensions (3D), resulting in a Localized Surface Plasmon (LSP). LSP arises naturally due to the curved surface of a sub-wavelength metallic nanostructure [34]. Along with the sensing application, surface plasmon waveguides can be used in on chip optical data transfer where the metal structure can be an order of magnitude smaller than the optical fiber [9]. LSP has been widely used in spectroscopy and sensing [41]. The properties of LSP largely depends on the material characteristics, particle geometry (size-shape), and inter particle coupling; leading to a modification of near field enhancement and frequency dependent absorption and scattering. The wet chemical synthesis have made it possible to have a variety of shapes, such as spheres, triangles, prisms, rods and cubes [9]. For an isolated homogenous particle, a gold sphere in this case, charges build up at the surface due to the incident wave. Thus the incident wave induces a dipole moment, proportional to the applied field, and both point in same direction. In a medium with permittivity, \( \varepsilon_m \), the dipole moment is a measure of the charge system’s polarity and defined as:
\[ P = \varepsilon_m \alpha E_0 \]  

(2.19)

where,

\[ \varepsilon_m = \text{metal permittivity}, \]

\[ E_0 = \text{the applied uniform static electric field}, \]

and the polarizability is defined as:

\[ \alpha = 4\pi a^3 \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \]

(2.20)

where,

\[ \varepsilon_1 = \text{permittivity of the spherical particle}, \]

\[ \varepsilon_2 = \text{permittivity of the surrounding medium}, \]

\[ a = \text{the radius of the particle} \]

Figure 2.3: Accumulation of charge in response to the applied field in electrostatic approximation (which is more appropriate for smaller particle where all molecules act in unison to the applied excitation) at resonance. As was mentioned in Section 2.5.2, above the resonant frequency, the oscillating electrons will eventually be 180° out of phase of the incident electric field. Figure reproduced with the permission of Andreas Trügler [38].

At a lower frequency (longer wavelength) the electron oscillation is close to being in phase with the incident field wave, as is shown in Figure 2.3. In higher frequency (shorter wavelength), the electron cloud oscillates 180° out of phase. At resonance, the phase difference is approximately 90°. This dissertation discusses in Sections 2.9.2 and 2.9.3 that the initial incident field is distorted
by the introduction of the particle, and one can manipulate a number of variables to modify the resultant field. A couple of examples for this manipulation are: changing the frequency of the incident light to change the permittivities of the particle and the surrounding media, and changing the radius of the particle ‘a’ [36]. The resonant condition of LSP in a particle has been explored in this work.

Usually, the spectral position of the resonance is red shifted as the particle gets larger. It can be visualized as due to an increased particle volume, the distance between the opposite interfaces increase; and the corresponding charges realize a smaller restoring force, resulting in a lower resonant frequency. The non radiative decay is due to the creation of electron hole pairs via either intraband excitation at the conduction band or inter band transitions from lower lying d-band to the s-p conduction band in noble metals. As will be shown in Section 2.9.2, for a larger particle, the optical absorption, also known as non radiative decay, does not increase as much as the scattering. Because the larger surface area provides more direct radiative decay route of the coherent electron oscillation into photons, as will be shown in Section 2.6. Despite the reduced absorption efficiency, a significant broadening of plasmon resonance sets in. These two competing damping of radiative and non radiative processes will be explained in details in Section 5.1.2 [34]. When two particles are brought close to each other, so that their scattered field lines overlap with each other, one may find that affecting the individual resonance, such as splitting of the plasmons: one at a lower and another at a higher frequency.

2.5.4 Coupling between localized plasmon

For closely placed particles, where the diameter of the nanoparticles are much larger than the gap between the particles, the near field interaction with a distance dependence of $d^{-3}$ dominates, and the particle array can be understood as an array of point dipoles interacting via the near field. In these cases, the field is localized in nano sized gaps between adjacent particles. The field localization is due to the suppression of scattering into the far field via excitation of plasmon modes in particle along the particle-chain axis. Also, spectral shift of the plasmon resonance will take place, compared to that of isolated particle [34]. As [19] showed, when SP of gold nanoparticle (AuNP) is excited, which are deposited on a semiconductor surface, the optical absorption and photocurrent of the semiconductor is enhanced. Furthermore, as can be seen from Figure 2.9 (b), the
nanoparticles can be used as optical antennas to effectively coupling to the semiconductor, increasing its effective absorption cross section [42]. These have the potential to improve the performance of photodetectors and photovoltaics. As an application example of solar cells, Lim et al. found through experimental investigation and Finite Element Method (FEM) simulation that, when gold nanoparticles are deposited on silicon photo diode, the photo current is increased at the wavelengths above the surface plasmon resonance (SPR) of the particle. The electromagnetic amplitude and hence the photo current is actually reduced at the wavelength below the SPR of AuNP [43].

There is also an “unconfined” version of plasmon: a specific type of Polariton.

### 2.5.5 Surface Plasmon Polariton (SPP)

A Polariton is the coupling between light and charge, in this case coupling between plasmon and photon. A surface plasmon is the coherent electron charge oscillation at the interface of a metal and a dielectric. This surface plasmon oscillation is naturally coupled to Electro Magnetic (EM) waves to give rise to a confined, evanescent EM wave at the interface of a metal and dielectric, which can be exploited to bridge the gap between micro scale optics and the nanoscale structure [36]. At a planar surface the propagating surface plasmon is referred to as a surface plasmon polariton (SPP). The strong interaction between the SPP and the metal surface is widely used in sensors, because a tiny modification of the dielectric of the surrounding media, caused by a specific molecule could significantly alter the evanescent field. Strictly speaking, a SPP propagates at an interface of two materials having real permittivities of opposite sign. An example is given in the Appendix A.1. The fields are maximum at the interface and decay exponentially away from the interface in both of the materials, as is shown in Figure 2.4, corresponding to Figure A.1.1. This decay is faster in metals than in dielectrics and a sizable amount of SPP field can penetrate through a thin enough metal film. Thus, the EM wave can be confined to a much smaller scale than the incident wavelength. This surface mode, however, does not exist for TE polarization. The thickness of the metal layer plays an important role: for a too thin layer, the SPP will be strongly damped due to the radiation damping in the dielectric. Likewise, for a metal layer that is too thick, the absorption inside the metal would cause inefficient excitation of a SPP [3]. Apart from the widely used sensing applications, SPP is used to increase the light trapping of the solar cell, as is shown in Figure 2.9 (c). The advantage of the LSP over the SPP is that it could be used in a much smaller scale. Since the resonance is based
upon the surrounding material, as in (2.26), the target material could be as small as a specific kind of molecule [3].

Figure 2.4: Field distribution corresponding to Figure A.1.1 with respect to the distance normal to the Ag film.

Figure 2.4 plots the magnetic field associated with a plane wave, incident from inside glass, striking a 50-nm thick silver film. A surface plasmon polariton is excited at the silver-air interface. The sinusoidal oscillation on the glass side is due to the incident wave. The decay of the field inside metal is notably faster than air. The maximum field is at the interface between metal and dielectric (air) on the opposite side of the film from the incident wave. For a detailed figure of the geometry used for this simulation, refer to Appendix A.1.

As (2.21) indicates, the effective refractive index, $n_{\text{eff}}$, can be large and thus surface-plasmon polaritons (SPP) can travel slowly

$$n_{\text{eff}} = \sqrt{\frac{\varepsilon_m \varepsilon_d}{\varepsilon_m + \varepsilon_d}}$$

(2.21)

where, $\varepsilon_m$ and $\varepsilon_d$ are the complex valued dielectric constants of metal and dielectric respectively. However, high values of $n_{\text{eff}}$ are accompanied by large losses and SPP sometimes travel no more than a few micrometers. In Section 4.3.3, detailed analytic formulation is provided.

The $n_{\text{eff}}$ can be very high if $\varepsilon_d$ is close to $-\varepsilon_m$. As is mentioned in (2.18). Since $\varepsilon_d$ is real, one could attain a resonant condition of $\varepsilon_d = -\text{Re}(\varepsilon_m)$ by tuning $\varepsilon_m$ via changing the frequency. This condition corresponds to the surface plasmon resonance (SPR). Appendix A.2 lists the comparison of LSPR and SPR sensors. All these phenomena, corresponding to the electron oscillation, change the surrounding electric field, which can be quantified in terms of cross sections.
2.6 Interactions between photons and electrons

According to classical physics, photons are the charge-mass less transportation of electromagnetic (EM) energy, whereas electrons are the charged particles that have a specific mass. The associated wavelength of electrons being much smaller than that of photons result in a significantly better resolution of an electron microscope over an optical microscope. In addition, electrons produce a scaler field, where as photons create a vector field; light, for example, is polarized. Electron distribution, possessing a spin, is described by Fermi-Dirac statistics, whereas photon distribution, having no spin, is understood by Bose-Einstein statistics. A quantum description, however, shows many similarities between photons and electrons, as can be seen in Table 2.4 [44]. Confinement of electron

Table 2.4: Similarities in characteristics between photons and electrons. Table reproduced with the permission from Wiley Interscience [44].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Photons</th>
<th>Electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>$\lambda = \frac{\hbar}{p} = \frac{c}{\nu}$</td>
<td>$\lambda = \frac{\hbar}{p} = \frac{\hbar}{mv}$</td>
</tr>
<tr>
<td>Eigenvalue (Wave) equation</td>
<td>${\nabla \times \frac{1}{\varepsilon(r)} \nabla \times } \mathbf{B}(r) = \left(\frac{\omega}{c}\right)^2 \mathbf{B}(r)$</td>
<td>$\hat{H}\Psi(r) = -\frac{\hbar^2}{2m} (\nabla \cdot \nabla + V(r))\Psi(r) = E\Psi$</td>
</tr>
<tr>
<td>Free-Space propagation (wave vector)</td>
<td>A real quantity</td>
<td>A real quantity</td>
</tr>
<tr>
<td>Interaction potential in a medium</td>
<td>Dielectric constant ( refractive index)</td>
<td>Coulomb interactions</td>
</tr>
<tr>
<td>Propagation through a classically forbidden zone</td>
<td>Photon tunneling (evanescent wave) with an imaginary wave vector; amplitude decays exponentially in the forbidden zone</td>
<td>Electron tunneling with the amplitude (probability) decaying exponentially in the forbidden zone</td>
</tr>
<tr>
<td>Localization</td>
<td>Strong scattering derived from large variations in dielectric constant</td>
<td>Strong scattering derived from a large variation in Coulomb interactions</td>
</tr>
</tbody>
</table>

and photons to dimensions comparable to their wavelength produces quantization, where only certain discrete values of energy (for photons), and field distribution (for electrons) are permissible. Regions out of these certain values are defined as forbidden zone.

In this dissertation, the interaction of photons and electrons will be used to explain many optical phenomena of noble metals, such as inter-band transition, nanostructure deformation, and optical
interference. Interference is a non-localized phenomenon which can not happen in only one single point in space; rather, it takes place in an extended region of space in a coordinated fashion that leaves the total amount of radiant energy unchanged \cite{39}. The interaction of photons and electrons can be further clarified by Figure 2.5. Section 2.5.3 will discuss this interaction in more details, but the discussion will begin by explaining different kinds of photon emission after excitation.

![Figure 2.5: Radiative and non radiative decay of particle plasmon. $E_F$ indicates the fermi level. Figure reproduced with the permission from Springer \cite{34}.]

### 2.7 Raman scattering

A Photon’s momentum does not depend upon its speed; rather, it depends on the wavelength and hence, a blue photon has more energy than a red photon \cite{39}. When the photon is incident on an atom or molecule, most likely it will excite and emit another photon of the same energy, as is shown in Figure 2.6. It is possible that some of the emitted photons will be of different energy than the incident photons. This inelastic scattering associated with molecular polarizability is called Raman scattering. George Stokes studied an interim state of atom, where it emits less energy compared to the absorbed energy. Alternatively, for an excited initial state, such as a heated sample, after absorption and reemission, the atom may drop down to a lower state. This is called an anti-Stokes transition. These processes take place in random time intervals and called spontaneous emissions. Apart from this spontaneous Raman scattering, one can excite a stimulated Raman scattering with significant power. Along with the most probable Rayleigh scattering, there are weak additional components of Stokes and anti-Stokes, which appear as side bands in frequency spectrum and are characteristic of the material. Hence, Raman spectroscopy is a unique and powerful analytical tool due to the small sample requirement, spectra details, and environmental sensitivity. Raman scattering is used in biochemistry, chemical manufacturing, environmental detection, and forensics. Since
Figure 2.6: Rayleigh and Spontaneous Raman Scattering. Most of the time incident and the emitted photon has the same energy, resulting in the Rayleigh scattering. When the atom or molecule absorbs energy and emits a reduced energy photon, Stokes scattering takes place. Similarly for the anti-Stokes scattering, the emitted photon has more energy than the absorbed photon [24].

water does not cause interference, the Raman spectra can be obtained from an aqueous solution as well [39].

The Stokes component (red shift) is temperature independent, but the anti-Stokes component is proportional to the excited state electron population of the material, and thus depends on the temperature. Equation (2.22) shows a direct measurement of temperature [45]:

\[
\frac{n_S}{n_{aS}} \propto \exp\left(\frac{h\Delta\nu}{kT}\right),
\]

(2.22)

where,

- \( h \) = Planck’s constant,
- \( k \) = Boltzman constant,
- \( n_S \) = Stokes intensity, and
- \( n_{aS} \) = anti Stokes intensity.

Since the Raman signal is 0.001% at the highest, there are different techniques to enhance this scattering. Low power lasers and low magnification optics are suitable to acquire Surface-Enhanced Raman Scattering (SERS) spectra in an acquisition time as little as 10 seconds. There are two primary theories: according to electromagnetic theory, SERS arises from the presence of surface plasmon on the substrate; the chemical theory states that SERS involves charge transfer between
the chemisorbed species and the metal surface. For a detailed study of temperature dependent anti-Stokes/Stokes ratio under SERS, readers may consult the investigation conducted by Maher et al.[46]. Section 3.3.3 briefly describes how this concept could be used to measure the temperature modification caused by a tip.

### 2.8 Nanoscale thermometry

Since this dissertation is heavily focused on the optical absorption, it is important to discuss the temperature measurement at the nanoscale. Conventional thermometry is incapable of providing accurate measurement at a sub-micron scale. To capture the miniaturized optoelectronic devices’ temperature, scientists have been using different methods, such as infrared thermography, thermoreflectance, micro thermocoupling, Raman, SNOM, TEM, liquid crystal thermography, and many more. Table 2.5 shows the different techniques, along with their corresponding advantages and disadvantages.

### 2.9 Cross Section

Optical cross section is the maximum value of the incident flux that an object reflects back to the source. For a 3D object, for example, the unit of cross section would be in m$^2$, because the reflected flux is “imaged” on a 2D surface. Similarly, a 2D circle should have a “cross section” with a unit of m, because in this case, the cross section is simply the length of the imaged line.

#### 2.9.1 Extinction cross section ($C_{\text{ext}}$)

Metals have a large concentration of free electrons that scatter light effectively and vibrate with stronger amplitude than those of bound electrons [39]. Hence, a metal particle partially extinguishes the incoming EM energy through absorption and scattering. If the particle were perfectly absorbing and there were no diffraction, the extinction cross section would be the geometrical cross section (i.e. $\pi a^2$ for a sphere). Instead, the incoming field is distorted by the presence of a particle, often
Table 2.5: Summary of the advantages, disadvantages and applications of high-resolution electrical, near and far field thermal techniques. Table reproduced with the permission of The Royal Society of Chemistry [47].

<table>
<thead>
<tr>
<th>Method</th>
<th>Principle</th>
<th>Typical resolution</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infrared thermography</td>
<td>Planck blackbody emission</td>
<td>$10^{-1}$ $10^{-1}$ $10$</td>
<td>● Well implemented commercial technique ● Provides temperature image profile of the surface</td>
<td>● Detector saturation at high temperatures ● Difficulties on the precise estimation of the emissivity of the surface materials</td>
</tr>
<tr>
<td>Thermo reflectance</td>
<td>Temperature dependence of the reflection</td>
<td>$10^{-1}$ $10^{-2}$ $10^{-1}$</td>
<td>● High thermal and temporal resolution ● Quantitative and qualitative measurement</td>
<td>● Requires the calibration of the reflectivity index ● Spatial resolution limited by the diffraction limit</td>
</tr>
<tr>
<td>Raman</td>
<td>Inelastic scattering of monochromatic light</td>
<td>$1$ $10^{-1}$ $10^6$</td>
<td>● No sample preparation needed ● Works in solids and liquids ● Small volumes (&lt; $1\mu$m diameter) can be produced</td>
<td>● Highly time-consuming technique implying image point analysis as slow as 0.5 point s$^{-1}$ ● Low signal and crosstalk with fluorescent molecule</td>
</tr>
<tr>
<td>Near-field scanning optical microscopy</td>
<td>Use near field to improve optical resolution</td>
<td>$10^{-2}$ $10^{-1}$ $10$</td>
<td>● Spatial resolution below the Rayleigh limit (100 nm)</td>
<td>● Depends on the surface characteristics ● Only access to surface temperature ● Slow temperature acquisition ● Vacuum and/or cryogenic temperatures required</td>
</tr>
<tr>
<td>Scanning thermal microscopy</td>
<td>AFM with thermocouple or Pt thermistor tip</td>
<td>$10^{-1}$ $10^{-1}$ $10^2$</td>
<td>● Use AFM tips to simultaneously measure temperature and determine the surface roughness ● Sub-micrometric spatial resolution</td>
<td>● Slow acquisition times ● Limited to solid samples ● Requires fundamental knowledge of tip-sample heat transfer</td>
</tr>
<tr>
<td>Transmission electron microscopy</td>
<td>Thermal expansion</td>
<td>$10^{-2}$ $10^{-1}$ $10$</td>
<td>● High spatial resolution ● Compatible with different CNTs</td>
<td>● Vacuum required ● Difficult to transpose for practical applications ● Temperature determination by image analysis</td>
</tr>
<tr>
<td>Optical interferometry</td>
<td>Thermal expansion or refractive index change</td>
<td>$1$ $10^{-5}$ $10^{-3}$</td>
<td>● Can be integrated in remote detection systems ● All optical temperature determination</td>
<td>● Crosstalk with other stimulus as strain/stress and bending ● Low spatial resolution in the transverse direction</td>
</tr>
</tbody>
</table>
considered as a point dipole, and the extinction cross section is given by:

\[ C_{\text{ext}} = 4\pi a^2 x \text{ Im} \left\{ \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \right\} , \]  

(2.23)

where,

\( \varepsilon_1 \) = the permittivity of the sphere,

\( \varepsilon_2 \) = the permittivity of the surrounding medium,

\( x = ka \), where,

\( a \) = the radius of the particle, and

\( k \) = the wave vector [36].

The scattered field interacts with the incident field and results in a net energy flow, giving rise to the actual absorption and scattering. Hence, a strong absorber (with higher imaginary refractive index) is a strong reflector as well [39]. As will be seen from Figures 2.7, 2.8, and Appendix A.3, scattering, and hence extinction, depends on the shape, size, material properties and composition of the particle, the surrounding media, and on the frequency and polarization of the incident light [36].

Figure 2.7: Scanning electron micrographs (top) and dark-field images (bottom) of several metallic nanoparticles made by e-beam lithography. From left to right the shapes are, a rod, a disc, and two triangles (the right hand one being the larger of the two). The thickness of these particles was 30 nm and the substrates were made of silica glass coated with 20 nm of ITO. The scale bar in the top figure is 300 nm. This figure is reproduced with permission from Wiley [48].

If the diameter of the particle is much smaller than the wavelength, all the regions in and near the particle respond simultaneously to the incident field. One can then solve for the electric field based on Laplace equation with a quasi-static approximation. In a quasi-static approximation, the
solution of electric field inside the particle \((r < a)\) would be:

\[
E_1 = E_0 \frac{3 \varepsilon_2}{\varepsilon_1 + 2 \varepsilon_2} n_x, \tag{2.24}
\]

where,

- \(E_0\) = the amplitude of the applied electric field,
- \(\varepsilon_1\) = permittivity of the sphere,
- \(\varepsilon_2\) = permittivity of the surrounding media, and
- the unit vector in x direction, \(n_x = \cos \theta n_r - \sin \theta n_\theta\) [3].

The solution for electric field outside the sphere \((r > a)\) is

\[
E_2 = E_0 (\cos \theta n_r - \sin \theta n_\theta) + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2 \varepsilon_2} \frac{a^3}{r^3} (2 \cos \theta n_r + \sin \theta n_\theta). \tag{2.25}
\]

It can be seen from (2.25) that the field is maximum at \(r = a\), i.e. at the surface, and decays as \(r\) is greater than \(a\). Also, one can see that the field peaks when the resonance condition is reached, i.e. when \(\text{Re}(\varepsilon_1) = -2 \varepsilon_2\), where \(\varepsilon_2\) is already real, being the permittivity of perhaps glass, air, or water. Besides, both (2.24) and (2.25) are independent of \(\phi\), meaning the solutions are azimuthally symmetric [3]. Section 4.2 will describe how the symmetrical planes help to reduce the computational domain, and thereby, result in time efficient simulations. Numerically, extinction cross section is the summation of absorption and scattering cross sections.

### 2.9.2 Absorption Cross Section \((C_{\text{abs}})\)

Even for a similar shape, the size of the nanoparticle determines the wavelength of absorption, as is shown in Figure 2.8. The absorption cross section \(C_{\text{abs}}\) is the effective area of a perfectly opaque object that gives the same amount of absorption as the real object. \(C_{\text{abs}}\) is a measure of the probability of the absorption, and the cross sections of a number of particles are additive. It is defined as:

\[
C_{\text{abs}} = k_0 \Im \left\{ 4 \pi a^2 \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2 \varepsilon_2} \right\} \tag{2.26}
\]

where \(k_0\) is the wave vector. Section 3.3.1 will discuss that by changing the position of the silicon tip, one can effectively change the \(\varepsilon_2\) of (2.26) and thereby, the \(C_{\text{abs}}\). With regard to the description
in Section 2.5.2, when the plasmon is excited at resonant condition, the $C_{\text{abs}}$ tend to peak at the same wavelength.

One important note is that the absorption cross section can very well be greater than geometrical cross section. With regard to Section 2.9.1, it can be visualized that the perturbation of the field around the nanostructure causes the electromagnetic energy to funnel in the nanostructure. Additionally, the absorption of radiant energy is a function of the conductivity, which may be zero for a dielectric but nonzero for a metal. For a sphere, the $C_{\text{abs}}$ should not depend on polarization. However, as will be discussed in this dissertation, it is the presence of substrate and/or tip that makes the difference for different polarization. For an infinitely large sphere (much larger than the skin depth), the incident energy is primarily absorbed in the outer surface. The inner region of that large sphere, on the other hand, plays almost no role in the absorption. In other words, the absorption is proportional to the area and not proportional to the volume [36].
2.9.3 Scattering cross section \( (C_{\text{sca}}) \)

Scattering is the difference between extinction and absorption, and the scattering cross section, \( C_{\text{sca}} \) is given by [36]:

\[
C_{\text{sca}} = \frac{8}{3} k_0^4 a^6 \pi \left| \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \right|^2
\]  \hspace{1cm} (2.27)

Equation (2.26) indicates that the \( C_{\text{abs}} \propto a^3 \) and hence, is dominant for small (smaller than the incident wavelength) particles. From (2.27), \( C_{\text{sca}} \propto a^6 \), i.e. for a larger (compared to the wavelength) particle, the \( C_{\text{sca}} \) is dominant over the \( C_{\text{abs}} \). As the size of the particle increases, the scattering at the longer wavelength increases proportionally. This occurs because there is a thin layer \( \approx \frac{\lambda}{2} \) of unpaired atomic oscillators that contributes to the reflected wave. When longer wavelengths are incident, more of the waves penetrate the material and more of the scatterer acts together to reflect off the wave [39].

In a homogeneous media, the scattered light is nearly symmetric at forward and reverse directions. As will be described in Section 3.2.1, a particle surrounded by a homogeneous media is a comparatively simple problem to solve, and an analytical solution is available to calculate the exact scattering off of a spherical particle. Again, as was described in Section 2.5.3, these problems were formulated with electrostatic approximation, and should not apply to large structures. The denser the medium through which light advances, the less lateral scattering occurs. A perfectly arranged solid will not laterally scatter at all. However, if a particle is placed at or close to the interface
between two dielectrics, as is shown in Figure 2.9 (a), it would preferentially scatter more into the medium with the larger permittivity. This phenomenon has been used to increase the optical path length inside a solar cell [36, 42].

2.10 Comparison of Finite Element Method (FEM) with other computational EM methods

There are many ways to solve for the electromagnetic field distribution for a definite geometry. Methods such as multiple multipole (MMP) [50], generalized field propagator technique[51], Finite Difference Time Domain (FDTD) [31], method of moments [52], the boundary element method [53], or discrete dipole approximation [54] have their own advantages and disadvantages, as can be seen in Table 2.6. Several numerical approaches have been used to analyze the optical properties of metal tips for tip-enhanced spectroscopies. With the help of full 3D FDTD simulations, Sukharev et al. explained the significance of the tip geometry and tip material for different mode resonances [55]. Muller et al. associated a 3D FDTD method with a near-field to far-field transformation taking into account the interface near the scattering object, validated by known cases like a dipole, to study the field scattered by a tip in apertureless SNOM [56]. The effects of sample and substrate electrical properties on the field enhancement at the apex of tips have also been studied by Notingher et al. using the finite element method (FEM) [57]. Micic et al. simulated electric field enhancement, around AFM-TERS experiment on silver nanoparticles under different illumination angles, using FEM, and compared the results with MMP and FDTD [58]. Due to the availability of the software, the flexibility to couple with different multi physics modules, and the built-in interface with MATLAB, the research for this dissertation conducted numerical simulations with COMSOL using FEM to understand the effects of dielectric and metallic probes on gold and silver nanoparticles. With regard to Table 2.6 this method does provide sufficient accuracy, and COMSOL software is well suited for the high performance computing.

FEM has a few fundamental steps [59]:

- Discretizing the physical domain (creating the mesh, as will do in Section 4.4),
- Choosing the appropriate interpolation functions (linear or polynomial),
Table 2.6: Comparison of five different techniques to calculate the scattering of the electromagnetic radiation from metallic nanostructure, along with the corresponding advantages, disadvantages, and computational times. The computations were conducted on a Dell Vostro 200 PC, having a dual-core processor (each having a 2.19 GHz clock speed) and 2 Gb of RAM. Table reproduced with permission from Taylor & Francis [49].

<table>
<thead>
<tr>
<th>Method</th>
<th>Computation Time for Au sphere with radius $\ll \lambda$</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mie Theory</td>
<td>* Rapid computation time. * Can also be used to compute the optical response of coated spheres.</td>
<td>• Applicable only to spherically symmetric particles. • Not possible to include a substrate interaction, therefore difficult to replicate many experiments.</td>
<td></td>
</tr>
<tr>
<td>T-Matrix</td>
<td>* Rapid computation time. * Wide range of geometries supported. * Also possible to include a substrate interaction</td>
<td>• Computations are numerically unstable for elongated or flattened objects. (The matrices are truncated during computation—rounding errors become significant and accumulate rapidly)</td>
<td></td>
</tr>
<tr>
<td>DDA</td>
<td>* Moderate — depends on number of dipoles, and separation. Typically 50s per individual frequency.</td>
<td>• Can be used to evaluate any arbitrary shaped particle by specifying a tabulated list of dipole locations</td>
<td>• Convergence criterion: $</td>
</tr>
<tr>
<td>FEM</td>
<td>* Lengthy — typically 150s per individual frequency when using an element length of 3nm. A compromise is made between the computation time and element length.</td>
<td>• Can be used to evaluate the scattered field-distribution of any arbitrary shaped particle. • The use of a non-regular tetrahedral adaptive mesh for the FEM simulation allows for a more accurate approximation of curved surfaces.</td>
<td>• Computation time is lengthy.</td>
</tr>
<tr>
<td>FDTD</td>
<td>* Lengthy — a broadband response is computed across a wide frequency range, typically taking $= 3$ hours to cover visible frequencies. A compromise is made between the computation time and element length.</td>
<td>• Can be used to evaluate scattering parameters from any arbitrary shaped particle.</td>
<td>• Computation time is lengthy. • Permittivity values have to be specified over much wider frequency range than just the range of interest. The Drude-Lorentz model may not be an accurate representation of experimental data.</td>
</tr>
</tbody>
</table>
• Formulating the system of equation (with the unknowns as the coefficients for each element), and

• Solving the system of equations.

An example is given in Appendix A.4.1 to explain the FEM concept.

2.10.1 FEM comparison with DDA

Grosges et al. previously compared FEM and FDTD with Mie for a suspended particle [60]. This part of the research benchmarked the near field spectroscopic and intensity map computation for particles on a substrate for a Discrete Dipole Approximation with Surface Interaction (DDA-SI) [18] with FEM. Appendix A.4.2 describes the fundamentals of DDA. The purpose of this work is to validate DDA-SI with the help of FEM, FDTD and an analytical method for sphere-planar substrate scattering [61]. For a particle only, one could effectively conduct the analysis using Mie theory. Where there is a high imaginary component in its refractive index, as in AuNP, DDA-SI requires volume correction [62]. Therefore, by shrinking the radius by 3%, the scattering fits nicely. This volume correction is not required if the refractive index has a low imaginary component. Interestingly, when there is a substrate present, a volume correction is not needed, as can be seen from Figure 2.10. Perhaps it reduces the overall contrast in refractive index (i.e. between AuNP and the environment).

The standard DDA was designed for modeling free-space light scattering. Here, discrete dipole approximation with surface interaction (DDA-SI) is used to accommodate the particle sitting on a planar substrate [18, 63]. DDA-SI is a public domain MATLAB toolbox for both free-space and half-space-substrate light scattering calculations [64].

The T-Matrix, which is determined by the scatterer shape and material, relates the expansion coefficients of the incident field to those of the scattered field. One way to calculate the T-Matrix is the Null-Field method (NFM), which states that the electromagnetic fields outside a given volume can be expressed as integrals over the surface that encloses the volume involving only the tangential components of the fields on the surface. If the observation point is located inside this volume, the integrals vanish [24]. Figure 2.11 describes the comparison of absorption and extinction, during
Figure 2.10: $Q_{\text{ext}}$, $Q_{\text{abs}}$ and $Q_{\text{sca}}$ efficiency spectra of the 50 nm (left column) and 200 nm (right column) Au nanosphere sitting on a BK7 glass planar substrate, illuminated by a plane wave propagating in normal to the surface. Figure courtesy of Vincent Loke.
Figure 2.11: The (a) absorption and (b) extinction efficiency spectra of a 50 nm Au nanosphere under evanescent wave illumination (TM), calculated using DDA-SI and FEM, and in b) also compared against the NFM-DS, which is described in Appendix A.4.3. Figure courtesy of Vincent Loke.

evanescent wave illumination, as was in most of the simulations in this dissertation, and compared with Null-field method with discrete sources (NFM-DS). NFM-DS is described in Appendix A.4.3.

2.11 Deformation of nanostructure under laser irradiation

At macro scale under laser illumination, a metal can melt. At nanoscale, however, “melting” is more appropriate to describe as a conformational change of the structure from one shape to another. For example, a sphere is a thermodynamically stable particle shape, which has the lowest surface energy of any shape. If one heats a nanorod with a powerful laser, in an ideal world, the rod should always be deformed to become a nanosphere. In the real world, however, a rod may be fragmented, take a φ shape, or just fly off the substrate depending on the laser energy and pulse width [65]. Figure 2.12 shows the time scales of the fundamental processes in ultrafast laser heating of metal nanoparticles before the onset of particle melting or bubble formation in the surrounding aqueous solution. Chapter A.6 will explain the experimental setup of this dissertation to deform a nanorod with a Continuous Wave (CW) laser and Appendix A.7 will show the results. Similar to the Section 2.6, here a photon will be compared with a phonon, which is defined as the particle excitation of a lattice vibration. Although a photon can be considered as either a wave or a particle, a phonon can neither be a wave nor a particle. Unlike light’s polarization being transverse to the direction of propagation, as was shown in Section 2.2, a phonon can only polarize along the direction of propagation, which has the speed of sound. After the laser exposure, the free electrons gain kinetic
energy and are relaxed through electron-electron scattering. The temperature of the lattice starts increasing through electron-phonon interaction. Finally, the heat is transported to the surrounding media by phonon-phonon coupling, as is shown in Figure 2.12 [66].
Chapter 3

Current Research Status

3.1 Optical Wave Guide (OWG)

This report proposes to develop an on-chip sensor utilizing an optical waveguide and to study the effects of nanostructure proximity to the waveguide’s guided mode. Being immersed in the evanescent wave of the waveguide, the nanostructure should experience two major effects:

- First, in response to the electromagnetic energy in the waveguide mode, there will be optical absorption inside the structure.

- Second and more importantly, the nanostructure will scatter light, leading to a partial back coupling into the waveguide.

The goal is to tune the nanostructure such that, when a specific analyte becomes attached to the metallic nanostructure, the scattered light would interfere with the propagating wave inside the waveguide destructively. Ideally in such cases, there should be no light to detect at the end of the optical waveguide. This condition would allow for the positive identification of a particular analyte in a sample. Thus, the project should result into a significantly reduced size optical sensor, which would be portable and easy to use. The following two subsections enlists the research that are done in sensing and antenna community using similar structures.
3.1.1 Sensing

As was described in Section 2.3, the evanescent wave at the interface of the core and cladding is used for highly sensitive optical monitoring. Usually the modification of input signal’s optical properties, such as phase, intensity, frequency, and polarization are scrutinized to detect a specific component. Furthermore, there are significant advantages of using OWG sensors, such as portability, robustness, immunity against electromagnetic interference, higher sensitivity, short response time, lower cost, and high compatibility with fiber optic networks. The analytical analysis is conducted by Verma et al. [67]. Yimit et al designed and fabricated thin-film composite waveguide, where an additional thin composite layer of K\(^+\) ion-exchanged glass with taper end is deposited on the OWG to enhance the evanescent field [68]. Using the concept of surface plasmon, as was described in Section 2.5.3, Integrated optical waveguide-coupled SPR sensor was devised by Dostálek et al. They reported a bulk sensitivity of 1.2 \(\times 10^{-6}\) refractive index unit (RIU) [69].

3.1.2 Antenna Design

The waveguide structure, along with a nanostructure, finds application in antenna design too. The subwavelength plasmonic nanostructures are tuned to radiate or receive signals at or around optical wavelengths. Li et al. showed how to tailor the radiation pattern by placing multiple adjacent structures while feeding the slab waveguide [11]. Using a similar a structure, Chettiar et al. used a coreshell to match the impedance between a guided and radiation mode of a dielectric waveguide in free space. In addition, the setup can “sense” the gap between the waveguide edge and the core-shell by monitoring the waveguide’s reflected wave [70]. By adjusting the dimension of a nanowire, Arnaud et al. explained that the radiation pattern from such coupled system can be tuned. The authors found the far-field resonance at 580 nm for the smallest wire and 670 nm for the widest [71]. Through FDTD investigation, Yaacobi et al. proposed the use of deep sub wavelength frequency-chirped elements to enable efficient vertical emission from a dielectric waveguide. The authors used coupled mode theory to describe the interaction between the nanoantenna and the waveguide. The steady state solution of the energy amplitude, \(a\), for the corresponding differential equation is [72]:

\[
a = \frac{-3 \mu s}{j(\omega - \omega_0) + \frac{1}{\tau}} \equiv sRe^{i \Delta \phi},
\]  

\(3.1\)
where,
\[ \mu = \text{coupling efficiency}, \]
\[ s = \text{field amplitude}, \]
\[ R = \text{resonator amplitude}, \]
\[ \Delta \phi = \text{resonator phase, varying in the range } (\pi, 0) \text{ depending on } \omega_0 \text{ value } \mu \text{ being positive}, \]
\[ \omega_0 = \text{resonance frequency}, \]
\[ \tau = \tau_r + \tau_0 + \tau_e = \text{field decay rate}, \]
where,
\[ \tau_r \text{ is for radiation loss}, \]
\[ \tau_0 \text{ is for ohmic loss}, \]
\[ \tau_e \text{ is for coupling loss} \ [72]. \]

### 3.2 Particle without a tip (or tip at infinity)

#### 3.2.1 Particle in isolation: Mie Theory

In 1908, Gustav Mie developed a theory to understand the different colors produced by absorption and scattering of small colloidal gold particles suspended in water [36]. The formulation helps to calculate the electric and magnetic fields inside and outside of a homogenous sphere or an infinite cylinder. Mie theory expresses the wave inside and out of the structure as a summation of vector spherical harmonic basis functions. It can be used to accurately predict the cross sections of a particle suspended in a homogeneous medium. Unlike Rayleigh scattering, Mie theory is valid regardless of the wavelength. It can be effectively used for particles with diameter comparable to or much bigger than the incident wavelengths [73]. Mie theory has been used to validate the simulation setup, as will be explained in Section 4.5.1. Detailed equations about Mie theory are contained in Appendix A.3.

#### 3.2.2 Particle on a substrate

Nordlander and Halas’ groups have studied the influence of an adjacent dielectric substrate on an individual plasmonic nanoparticle. They assumed that the change of relative permittivity of the di-
Figure 3.1: (a) Norm of the electric field \( \left( \sqrt{E_x^2 + E_y^2 + E_z^2} \right) \) for TE illumination of a 50 nm diameter Au particle. (b) Norm of the electric field for TM illumination. In both polarization, the incident was at 50°. The tip was defined as air. The strong effect of the substrate for TM polarization in (b) is notable. For TE polarization in (a), the effect of substrate is insignificant.
electric with frequency was not significant. They showed that the dielectric does not directly interact with the metal nanoparticle, except by increasing the effective refractive index of the surrounding media. This increase causes a redshift in the absorption spectra [36]. If one has a substrate with higher permittivity, it will create a stronger image of the particle and yield a stronger interaction. This interaction also depends on the nanoparticle-substrate separation and the polarization of the incident light. This is also shown in this dissertation in Section 3.4. For transverse electric (TE) illumination, where the electric field is normal to the symmetry plane (that contains the axis of the particle and the propagation vector), the resulting particle polarization is parallel to the surface, leading to a weaker interaction. On the same token, transverse magnetic (TM) polarization, where the magnetic field is normal to the symmetry plane, leads to an increased charge density and electric field near the substrate. This leads to a stronger interaction between the particle and substrate. The simulations of this dissertation produced similar results obtained by Nordlander and Halas, as shown in Figure 3.1. Likewise, increasing the permittivity of the substrate increases the relative wavelength shift between the TE and TM incident polarization spectra [15].

3.3 Particle with the presence of a sharp nanoscale tip

Tip based imaging, sensing, and nanofabrication can all benefit from understanding the optical properties of nanostructures, in proximity to an atomic force microscope (AFM) probe [6, 74]. Optical scattering cross sections and electrical field enhancements for particle-probe systems have been previously analyzed to better understand tip enhanced Raman spectroscopy (TERS) and aperture-less scanning near-field optical microscopy (aSNOM) [75, 76]. Typically, for SNOM applications, a plane wave or a total internally reflected wave is used to illuminate the sample, which is in close proximity to a sharp nanoscale probe. In relevant simulation work, Esteban et al. investigated the achievable resolution and contrast for an aSNOM using an embedded gold nanoparticle (AuNP) inside the glass substrate under direct illumination [77].

The effect of the tip can be viewed from two perspectives:

- Even in the absence of a particle, light will evanescently couple, or optically tunnel, from the substrate to the high dielectric constant tip.
The tip strongly perturbs the nanoparticle’s local dielectric environment.

In both cases, one expects the presence of the tip to enhance absorption and scattering for the nanoparticle and to locally enhance the electric field between the tip and particle. Moreover, one would expect the spatial localization of these near-field effects to be governed primarily by the geometry and not by the wavelengths of illumination. Although some experiments are conducted with metal tips to further enhance the field, the dielectric tip allows one to study these effects without introducing additional complexity associated with the localized surface plasmon resonances of the tip itself. Better understanding of this geometry will lead to a better control of selective absorption and field enhancement with possible applications in deterministic patterning, sensing, and imaging.

There have been only a few reports describing the optical phenomenon associated with a tip near a particle. Fikri et al. conducted 2D finite element simulations of scanning probe/particle geometries to study the effect of probe vibration and lock-in detection on scanning near-field optical microscopy [78]. Stiles et al. experimentally studied the effect of a standard AFM tip on optical scattering from nanoparticles [13]. Most recently Sadiq et al. investigated a system in which nanoparticles were probed with a metallic, grating-coupled, near-field optical probe [79]. They used focused scattering type near field scanning optical microscopy (s-NSOM) to demonstrate sub-30 nm resolution of SPP fields.

The behavior of nano-tip under laser irradiation was explored by Chen et al. [21]. The emphasis was on studying the effect of tip radius of curvature, aspect ratio and polarization of the incident laser. They demonstrated that the peak field enhancement decreases exponentially with increased distance between tip and substrate. A similar effect is found in the simulations in Figure 3.10, in which enhancement decreases exponentially as the tip moves away from the particle. Additionally, Chen et al. found from Poynting vector study that the incident light ”bends” around the tip and is confined under the apex, where the field enhancement is the greatest.

In 2010, Loke et al. explored a similar geometrical setup numerically using a version of the Discrete Dipole Approximation (DDA) [18] technique and published a Matlab toolbox with surface interaction (SI) [63]. However, they studied the internal and external field and the focus was on the effect of shaft length of the AFM probe.

Although highly informative, the papers mentioned above do not address the absorption and field
enhancement associated with the geometry of interest here: a simple tip near a nanoparticle under TIR or SPP illumination. In addition to the intrinsic interest of this scarcely explored geometry, this configuration also requires addressing several simulation challenges, which should prove useful in addressing a broad range of nanoscale optical problems via the finite element method (FEM).

### 3.3.1 Effects of a dielectric tip at evanescent field illumination

**Evanescent wave illumination**

Evanescent wave illumination is a key component in SNOM and photon scanning tunneling microscopy. The scattering caused by aggregates of nanoclusters has been evaluated analytically using the extended Mie theory by Quinten [80]. Benrezzak et al. used an SNOM-AFM combination to prove that the optical image contain near-field information by varying different parameters such as wavelength, amplitude oscillation of the tip, polarization of the light and size of the particles [81]. Using a 2D TM-wave finite difference time domain (FDTD), Hong et al. explored the effect of a metal probe in an evanescent field and concluded that metal probe has a larger field enhancement compared to the nonmetal probe [82]. The evanescent field is also used to excite surface plasmon polariton waves, which are widely used in sensing [83]. Thus, in keeping with important experimental geometries, this investigation illuminates the particles using total-internal reflection. This method uses a TM wave such that a significant electric field component is aligned with the tip, and consider wavelengths near the particles localized surface-plasmon resonance.

As a part of his Masters research, the author of this dissertation explored the effects of a nanoscale tip on the absorption and field enhancement for a metallic nanoparticle illuminated under total internal reflection conditions using the finite element method. For an electric field polarized orthogonal to the tip axis, little effect is observed. If the electric field is partially polarized along the tip axis, then both absorption and electric fields are strongly enhanced. The enhancement is accompanied by a red-shift in the surface-plasmon resonance wavelength of the particle. These effects are observed when the vertical and horizontal separation of the tip and nanoparticle are significantly less than the wavelength of the illuminating light. The technique can be used to selectively excite nanoparticles, and thus drive modification processes, far below the diffraction limit. The change in absorption and field enhancement with particle size indicates that there is likely to be a tradeoff
between spatial localization of these effects and their maximum enhancement. Further studies are required to better understand this tradeoff. The results are summarized below.

**Effects of a Si tip on Localized Surface Plasmon Resonance (LSPR)**

Metal nanoparticles can scatter light over a broad range that can be tuned by the surrounding dielectric, as can be seen from Figure 3.2.

![Figure 3.2](image)

Figure 3.2: Controlling the red shift of the localized surface plasmon resonance of a 100 nm diameter AgNP by changing the surrounding media. Figure reproduced with the permission from Nature Publishing Group [42].

As the resonance condition of an isolated particle depends on the relative permittivity of the surrounding media, the substrate, as a perturbation, causes red shift of the resonant wavelengths [3]. In Section 5.1, the comparison between a tip and a homogeneous medium will be discussed in the context of the setup of Figure 3.3.

It is well established that $C_{abs}$ near the surface-plasmon resonance of nanoparticles increases as the permittivity of the surrounding media increases. The peak absorption wavelength also red-shifts as the energy associated with the plasmon resonance decreases in a more strongly polarizable environment [36]. As a result, the presence of a substrate causes a small increase, and red shift, in the absorption resonance with respect to the particle in free space [3]. This can be seen by comparing Figure 3.4 (a), the free space result, with the no tip case in Figure 3.4 (c-d).
The simulations in Figure 3.4 (d) show further shift in SPR as the Si tip is introduced and is brought closer to the particle. With the decreasing vertical distance between the tip and particle, the opposite charge close to the gap reduces the energy of the configuration [3]. This makes the system resonate at a lower frequency. As is evident from Figure 3.4 (c), the variation in $C_{\text{abs}}$ for TE polarization is insignificant with different vertical distance. This is caused by the electric field component in TE polarization being transverse to the tip direction and hence, has less interaction with tip than the parallel E-field component of TM polarization.

More importantly, the high dielectric constant silicon tip can strongly modulate $C_{\text{abs}}$. Figure 3.4 (b) plots the absorption cross-section as a function of tip-particle separation at a fixed wavelength (532 nm). Simulations were conducted down to 1-nm separation; however, it has been established that purely electromagnetic analysis is insufficient to accurately quantify interactions at gaps of ~1 nm or less [84]. The 1-nm data point is included here as a reference for future comparison with coupled electromagnetic and quantum mechanical simulations.
Figure 3.4: (a) Validation against Mie theory for both TM and TE polarization (physically indistinguishable at normal incidence) waves. The worst-case relative error is below 5%. (b) Effect of tip proximity on $C_{abs}$ of AuNP at 532 nm. For TM illumination with a strong electric field component along the tip axis, the absorption increases rapidly as the tip approaches the particle. For TE polarized illumination, the tip has little effect. (c) Under TE polarized illumination, the tip slightly increases and red shifts absorption; however, varying tip-particle separation has little effect. (d) Under TM illumination, the absorption increases and the resonance wavelength red shifts markedly as the tip approaches the particle. In all cases the y-axes were kept consistent to allow direct comparison. The black vertical line indicates the resonant wavelength of AuNP in free space.
Figure 3.5: Changing the horizontal distance between the tip and particle. The vertical distance between the tip and particle was kept at 5 nm and the incident angle was 50°. In this case, the particle is 160 nm left to the tip.

**Changing the lateral distance between the Si tip and the AuNP:**

The dependence of absorption on lateral separation between the tip and the particle is investigated. In this case, the separation is along the direction of illumination, as depicted in Figure 4.2. To simplify the design of the simulation geometry, the particle was moved in the simulation domain rather than the tip. A positive lateral offset indicates that the tip is located to the left of the particle, according to the view in Figure 4.2. The vertical separation between the tip apex and the topmost point of the AuNP was kept constant at 5 nm. As the tip is brought closer to the particle laterally, $C_{abs}$ is enhanced under 50° TM illumination at 532 nm, as depicted in Figure 3.6 (a). The maximum $C_{abs}$ occurs when the tip is located 5 nm to the left of the particle based on the perspective of Figure 4.2. Asymmetry in the relationship between absorption cross-section and position is not surprising given the asymmetric illumination. The lower, broader peak, that occurs when the tip is to the right of the particle, is attributed to interference effects resulting from reflection and scattering from the tip. Once again, the tip has little effect for the TE polarization case. Importantly, the absorption enhancement is spatially localized at the scale of the tip-particle geometry, not the wavelength of light. As a result, nanoparticles can be selectively targeted for modification, sensing, or processing at a scale far below the diffraction limit.
Figure 3.6: (a) Change of $C_{\text{abs}}$ of AuNP as a function of lateral tip-nanoparticle separation. Positive values indicate the tip is to the left of the nanoparticle based on the perspective of Figure 4.2. (b) Maximum electric-field enhancement as a function of tip-nanoparticle lateral separation. In both cases, the enhancement is localized to scales far below the diffraction limit of the incident light. Again, the incident wavelength and angle was 532 nm and 50° respectively.

Figure 3.6 (b) plots the field enhancement observed at the top surface of the particle. This was determined by locating the maximum norm of the E field within a rectangular solid domain surrounding the top half of the nanoparticle. In this case, the localization of the effect is even more pronounced. As the tip moves across the top of the particle, both the vertical and horizontal gap between the tip surface and the metal surface are reduced. Thus, the enhancement rapidly increases and is localized to a distance of approximately 40 nm.

Interestingly, although the maximum absorption occurs slightly off axis (the particle is at 5 nm right to the tip), as in Figure 3.6 (a), the field is greatly enhanced when the tip is directly above the particle, as in Figure 3.6 (b). The exponentially decaying incident field and inversely cubed distance decay of the LSPR field interaction may be responsible for that.

**Effect of a Si Tip on Field Enhancement:**

In the simulations, the amplitude of the incident wave was 1V/m; therefore, the norm of the electric field corresponds directly to the field enhancement. The field enhancement data were sampled at 4394 points in the upper half of the AuNP to evaluate the maximum field because with different
relative positions of the tip, the maximum field occurs in different positions around the particle surface. Even with a 1 nm vertical distance, however, the quantum mechanical effect is not taken into account. With that small of a distance, the classical approach should lead to a monotonic increase in the field enhancement. But, tunneling effects may very well modify the optical response and reduce the electric field enhancement in this case [84]. Close to the critical angle, the glass-air interface itself would give a strong field enhancement [85]. Even then, the tip has a significant effect on the $C_{abs}$ as is seen in Figure 3.7.

Again for TE polarization, these different vertical distances between tip and particle have little effect. Because of the TE polarization, the electric field is polarized transversely to the tip-particle axis and has little effect on absorption, even at separations approaching 1 nm. Likewise, Figure 3.4 (c) indicates that the absorption spectrum does not change significantly with tip-particle separation for TE polarization. This is expected because of the surface charge distribution, and thus the electric field is concentrated at the sides of the particle and away from the tip. As a result, the tip is only a weak perturbation and does not dramatically affect $C_{abs}$. In contrast, for TM illumination, the electric field is partially polarized along the tip-particle axis. In this case, charge is concentrated at the top and bottom of the particle, as well as at the silicon tip, and the tip strongly perturbs the
electric field around the particle. With decreasing vertical distances between tip and particle, the increasing polarization of the high dielectric constant tip reduces the energy of the configuration [3] and leads to a longer resonance wavelength. As can be seen in Figures 3.4(b and d), the absorption magnitude and resonant wavelength increase and red-shift respectively as the tip approaches the particle.

Effect of a Si tip on AuNP of Different Sizes

![Figure 3.8: Fraction of light, scattered into a silicon substrate for different sizes and shapes of AgNP. Figure reproduced with the permission from Nature Publishing Group [42].](image)

As was described in Sections 2.9.2 and 2.9.3, both absorption and scattering depend on the particle size and shape. This character does not change when the particles are placed on a substrate. In fact, Figure 3.8 shows the fraction of light scattering into a silicon substrate, explaining the dependence of size-shape on coupling efficiency [42]. Likewise, if one is concerned about absorption of a gold nanoparticle sitting on a glass substrate under a silicon tip, different sizes provide different optical absorptions.

For a particle much smaller than the incident wavelength, the absorption cross-section \( C_{\text{abs}} \) is proportional to the radius cubed [36]. A linear increase in the absorption efficiency \( Q_{\text{abs}} \) as a function of diameter is expected because the efficiency is normalized to the geometrical cross-section of the spherical nanoparticle, i.e. \( Q_{\text{abs}} = \frac{C_{\text{abs}}}{\pi r^2} \). This can be seen in Figure 3.10 for both TE and TM polarization in the absence of the tip. In TE polarization, the presence of the tip does not dramatically alter the absorption of the particle, regardless of size. For TM illumination, the
tip-induced enhancement in $Q_{abs}$ is significant as shown in Figure 3.10. The greatest enhancement in absorption efficiency is observed when the radius of the particle is smaller than the radius of the tip. This is not surprising because in this case, the tip provides a strong perturbation on the local dielectric environment of the particle. As the particle radius becomes larger than the tip radius, as can be seen from Figure 3.9, the effect of the tip lessens. Still, the tip gives the provision of targeting individual particles from a fabrication point of view. However, a large ratio of tip to particle-radius will sacrifice selectivity if more than one particle is present [86].

![Figure 3.9: Effects of different tip sizes. Left: AuNP diameter 40 nm. Right: AuNP diameter 10 nm. In both cases, the Si tip apex diameter is 20 nm.](image)

![Figure 3.10: Absorption efficiencies of AuNPs of different sizes with a constant 5-nm tip-particle separation. Note the enhancement with the presence of a tip for TM polarization.](image)
3.3.2 Effects of a metallic nanostructure

The tip particle system also shares similarities with coupled plasmonic systems and optical antennas. Related work by Chang et al. reported low absorption losses for self-assembled quasi 1D structures at longer wavelengths [87]. Both absorption and radiation damping for a gold optical antenna and of gold nanoparticle pairs have been analyzed by Kats et al. [88] and Dahmen et al.[89], respectively. However, none of these works explored how the presence of an AFM probe affects the particle absorption at visible wavelengths. Thus, this effort aims to analyze the optical absorption of noble metal nanoparticles, resting on a substrate, under a sharp nanoscale probe, as shown in Figure 1.3.

3.3.3 Temperature modification, caused by the tip

The temperature modification of the tip, along with the field enhancement at the apex of a tip, has attracted much attention, and several groups have measured the temperature changes associated with illuminated tips. McCarthy et al. used Raman Stokes and anti-Stokes scattering from the apex of an AFM tip to characterize the heating dynamics and measure the temperature of the tip [45]. Joule heating at the apex of the tip for TERS applications has been found to be important and has also been studied [90]. Numerically, Chen et al. investigated the near field thermal transport of a metallic tip under laser illumination [21, 91]. In another work, Yue et al. researched non-contact, sub-10 nm temperature measurement in near-field laser heating where they found a $200^\circ$ C temperature rise for a laser illuminated tip [92]. Also, AFM has been used to probe thermal conductivity with high spatial resolution [93]. In contrast to these efforts, this report focuses on the absorption modulation of a second structure, rather than of the tip itself.
Chapter 4

Simulation setup

4.1 Software used

The RF module of COMSOL Multiphysics 3.5a is used to implement the finite element method (FEM). COMSOL’s 3D scattered harmonic propagation mode calculates the difference between a volume source field defined in the absence of a scatterer and the total field in the presence of the scatterer. This difference is referred to as the scattered field, which still provides access to the details of the near field and should not be confused with techniques for calculating the scattered far field.

Comsol Multiphysics can take into account any dispersive, inhomogeneous, anisotropic object. The short description is listed in Table 4.1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Constitutive parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>are not functions of applied field strength</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>are not functions of position</td>
</tr>
<tr>
<td>Isotropic</td>
<td>are not functions of direction</td>
</tr>
<tr>
<td>Dispersive</td>
<td>are functions of frequency</td>
</tr>
</tbody>
</table>

One can couple the RF module with the Heat transfer module or the Electrostatic module. The Direct solver is very efficient as it has multiple methods to implement, such as Umfpack, Pardiso, and Spooles. All these methods, however, generate a symmetric Jacobina or Stiffness matrix and the system keeps only the upper part after LU factorization. One can accommodate a geometry with
triangular, tetrahedral, and hexahedral shaped element. For this problem, as will be discussed in Section 4.4, tetrahedral elements were used [94].

4.2 Geometry

4.2.1 Waveguide in a rectangular domain

Figure 4.1: Steady state incident electric field inside the structure for single mode propagation. In this simulation, Silicon Nitride is chosen as core, and the clad is BK7 glass, having refractive index of 2.03 and 1.52, respectively at 400 nm incident wavelength. The field is defined everywhere except perfectly matched layer (PML). Inside the core, the maximum intensity of the E field (i.e. deep red) is 0.93 V/m, and minimum (i.e. deep blue) is -0.97 V/m. Note the exponential decay of E field in the clad layers. The entire geometry is covered with a 100 nm thick PML layer that, in conjunction with the absorbing boundary condition, prevents any unwanted reflection

As can be seen from Figure 4.1, a 1200 nm by 600 nm simulation domain has been drawn. The dimensions of the core and cladding has been chosen to allow only single mode propagation through the waveguide. Figure 4.1 shows an x-y cross-section of the excitation field for a 400 nm wavelength (i.e. the geometry is infinite in z-axis). The thickness of the core and each layer is 150 nm. The 100 nm thick PML layer has been chosen depending on author’s earlier experience with COMSOL 3.5a. The top and bottom layer is absorbing in y direction only. Likewise, the side layers are absorbing in x direction only, and the corners are absorbing in both x and y directions. One can
see from Figure 4.1 that the incident field inside the PML is zero (i.e. light green). Again, the RF module of the software is used to solve for the scattered field everywhere in the domain.

### 4.2.2 Tip-particle-substrate in a spherical domain

A 600-nm radius spherical simulation domain was divided into two hemispherical half spaces. The lower is the substrate, BK7 glass, and the upper is vacuum, as in Figure 4.2 (b). The domain is surrounded by 100-nm thick perfectly matched layers (PML) [31] backed by scattering boundaries to prevent spurious reflections, which are crucial steps of FEM, as will be discussed in Section A.4.1. A 50-nm diameter gold nanoparticle is placed in contact with the substrate at a single point. In reality, nanoparticles typically contact substrates along a crystal facet; however, simulation of all the varieties of such an interface was impractical for this study. Precaution was taken to limit the search for the maximum electric-field enhancement to the upper hemisphere of the particle. This eliminates any spurious field peaks at the point contact. The details grid dimensions, along with different validations, are provided in Chapter 4.5. The refractive index values for BK7 were taken from Schott [95], while the values for gold were taken from Johnson and Christy [37].

![Figure 4.2](image_url)

*Figure 4.2: (a) Cross-sectional schematic of the geometry of interest. A nanoscale tip is positioned above a nanoparticle and illuminated using total internal reflection. For TM polarization the magnetic field is transverse to the plane of incidence. (b) Cross section of 3D simulation geometry with a truncated Au or Si tip (length= 370 nm, apex radius=10 nm, cone angle $\theta$ $10^\circ$) suspended 5-nm above a gold or silver nanoparticle on a glass substrate. A 100-nm-thick perfectly matched layer (PML) encloses the simulation domain.*

In Figure 4.2, the silicon tip radius is 10 nm and the cone angle is $10^\circ$ at the apex, based on the
nominal dimensions given by the AFM probe manufacturer [26]. The refractive index of silicon was
taken from measurements compiled by J. A. Woolam, Inc. and the University of Nebraska, which
are very similar to the data listed by Palik [96].

In the simulation, the tip length was truncated to 370 nm. Extending the tip through the PML
would have approximated a more realistic structure (several microns in length); however, the scat-
tered field formulation in COMSOL assumes the scattering objects are entirely confined within the
physical domain. Illuminating at normal incidence produces a strongly guided wave in the silicon
tip. Thus, the choice of tip length can significantly affect the simulation results. However, this wave
guiding effect is far weaker when illuminating at oblique incidence beyond the critical angle for
glass. The evanescent wave decays exponentially, so by the end of the tip-length the norm of the E
field is reduced by more than 30 times compared to the interface under the particle. For example, in
TIR illumination, changing the tip length from 370 nm to 670 nm causes no more than only 3.5%
difference in \( C_{abs} \) of AuNP. Loke and Mengüç have explored the effect of tip truncation using a
newly developed Discrete Dipole Approximation with Surface Interactions (DDA-SI) analysis [18].

The gap between the tip and PML was 100 nm or approximately one fifth of a wavelength. This
choice of gap allows the mesh elements to remain approximately the same size as in the surrounding
vacuum region, and thus has minimal impact on computation time. The vertical and lateral positions
of the tip were varied over a range of 1 to 100 nm and -320 to 320 nm respectively. For all the
simulations, a single plane of symmetry is used to reduce computation time by half.

4.3 Formulation

To represent the time dependence of an electromagnetic (EM) wave, one can simulate the entire
domain for each time step. This method is computationally expensive, and not always required
unless there is a relevant time constant, such as if a switch is turned on and off, or if a pulsed excita-
tion is provided. If one can, however, assume that the time variation is sinusoidal and steady state,
one can formulate the sinusoidal steady state wave with a frequency domain solution. Contrary to
the trigonometric Sine or Cosine formulations of EM wave, complex exponential forms are alge-
braically easy to deal with; especially when the media is not lossy and the wave is a plane wave.
Essentially, the complex value consists both the magnitude and phase of the field, and the frequency
is a predefined scalar quantity [94]. Likewise, most of the formulae mentioned in following subsections have time dependent exponential terms, which are omitted. In this dissertation, this kind of solution is referred to as “steady state” solutions. The frequency range was chosen to comfortably accommodate the absorption resonant peak.

The source field is defined based on an infinite plane wave incident from within the substrate, taking advantage of the plane of symmetry as defined before. The source field was defined analytically in the half space, using the Fresnel equations. The software then computes the scattered field at each point of the simulation domain. This approach has two key advantages over launching a wave from a finite source:

a) The computational domain is significantly reduced, because accommodating a plane wave excitation requires the geometry to be extended far enough. This sub-domain formulation makes this system computationally less expensive.

b) The diffraction at the end of the plan or line source is avoided, which would have been far from a realistic system.

Both aspects contrast with two step methods in which one numerically calculates the source field by launching a plane wave from a boundary in the absence of the scatterer, and then uses the resulting field as the input to another simulation to calculate the scattered field [15].

The frequency of the incident, reflected, and transmitted waves are usually the same unless the interface was illuminated with extremely high amplitude causing the oscillator to respond non linearly to the incidence. The process of reflection and transmission is the macroscopic manifestation of scattering occurring on a submicroscopic level. If the transition between two media is gradual, such as over a wavelength or more, the reflection would be very little [39].

Apart from the brief description in Section 2.1, one may consult any fundamental electromagnetic text to understand the boundary conditions. Simple approximations for the materials used in this dissertation for the frequencies of these simulations are as follows.

a) Across an interface, the tangential component of $\vec{E}$ and $\vec{H}$ would be continuous (strictly for relative permeability $\approx 1$)

b) Across an interface, the normal component of $\varepsilon \vec{E}$ and $\mu \vec{H}$ would be continuous.
Although the longer wavelengths of light show the wave theory more strongly, and shorter wave exhibits more particle properties [3], most of the simulations are sampled in a range of 200 ∼ 400 nm at 5 ∼ 7 nm intervals. The time averaged absorbed power was integrated inside the volume of the nanoparticle, and normalized with the incident flux $\frac{1}{2}c_0n\epsilon_0E_0^2$, where

$n = \text{refractive index of the media the incident wave is coming from, mostly glass},$

$c_0 = \text{the speed of light},$

$\epsilon_0 = \text{permittivity of the free space},$ and

$E_0 = \text{amplitude of the source field}.$

The time averaged resistive heating, for example, is defined as follows.

$$Q_{av,rfw} = 0.5 \cdot \Re(J_{ix,rfw} \cdot E'_x - j \cdot \Re(\omega_{rfw}) \cdot E_x \cdot D'_{x,rfw} + J_{iy,rfw} \cdot E'_y - j \cdot \Re(\omega_{rfw}) \cdot E_y \cdot D'_{y,rfw} + J_{iz,rfw} \cdot E'_z - j \cdot \Re(\omega_{rfw}) \cdot E_z \cdot D'_{z,rfw}) \text{ W/m}^3$$  (4.1)

where,

$J_{i,rfw} = \text{induced current, either x or y or z component A/m},$

$\omega_{rfw} = \text{angular frequency, which is always real},$

$D_{rfw} = \text{electric displacement, either x or y or z component C/m},$ and

$E$ is the total electric field component, either x or y or z component.

The primed terms mean complex conjugate. The variables with rfw suffix are readily available from the software. During post-processing, the “recover” option, provided by the software, was selected to yield better accuracy in evaluating the function and its derivative. The post-processing is 2 ∼ 5 times slower with this option selected due to the discretization of the variables using Lagrange shape function.

### 4.3.1 Total Internal Reflection at a glass-air interface

The reflection $r_{TE}$ and transmission $t_{TE}$ coefficients for the TE polarization at the glass-air interface would be:

$$r_{TE} = \frac{n_1 \cos \theta_1 - n_2 \cos \theta_2}{n_1 \cos \theta_1 + n_2 \cos \theta_2}$$  (4.2)
Figure 4.3: TE field excitation at 532 nm and 50° angle of incidence from glass (bottom half-space) to vacuum (top half-space), defined as transverse component of 1 V/m. The juxtaposed pattern is due to the interference between the incident and reflected wave.

\[ t_{TE} = \frac{2n_1 \cos \theta_1}{n_1 \cos \theta_1 + n_2 \cos \theta_2} \]  

(4.3)

where the refractive index of the glass and vacuum are \( n_1 \) and \( n_2 \), respectively, and \( \theta_1 \) and \( \theta_2 \) are the angles in the first (glass) and the second (vacuum) medium, respectively. Similarly, for the TM polarization, the reflection \( r_{TM} \) and transmission \( t_{TM} \) coefficients are given by

\[ r_{TM} = \frac{n_2 \cos \theta_1 - n_1 \cos \theta_2}{n_1 \cos \theta_2 + n_2 \cos \theta_1} \]  

(4.4)

\[ t_{TM} = \frac{2n_1 \cos \theta_1}{n_1 \cos \theta_2 + n_2 \cos \theta_1}. \]  

(4.5)

Having a complex reflection and transmission coefficient means both the amplitude and phase of the electric field change as the wave reflects or transmits. Some researchers define the volume source field by simulating wave propagation without a scatterer, and using the resulting field as the input to a second simulation with the scatterer present [15]. In this dissertation, however, the source is defined over the entire 3D simulation domain in the absence of the particle and tip. For a TE polarized incident wave, the incident field in first medium (glass) is
\[ E_0 \left( \exp(-j k_x x - j k_y y) + r_{\text{TE}} \exp(-j k_x x + j k_y y) \right) \]  
(4.6)

where, \( k_x = k_0 n_1 \sin \theta_1 \)

\[ k_{y_1} = k_0 n_1 \cos \theta_1 \]

\( E_0 = 1 \ \text{V/m} \)

the sign is opposite in the second exponential term defining that the reflected wave is going into the negative y direction. As was discussed in Section 3.3.1, the relevant amplitude and phase information is embedded inside the reflection and transmission coefficients, even for a super critical angle with a complex \( \theta_2 \). The incident field in the second medium (vacuum) for the TE polarized case would be

\[ E_0 \ t_{\text{TE}} \exp(-j k_x x - j k_{y_2} y) \]  
(4.7)

where,

\[ k_{y_2} = k_0 n_2 \cos \theta_2. \]

Figure 4.3 represents the source field.

The TM incident field cannot be described with respect to the transverse component only; rather, the in-plane \( E_x \) and \( E_y \) components are specified. In the glass medium, the formulae are:

\[ E_x = E_0 \cos \theta_1 \left( \exp(-j k_x x - j k_{y_1} y) - r_{\text{TM}} \exp(-j k_x x + j k_{y_1} y) \right) \]  
(4.8)

\[ E_y = -E_0 \sin \theta_1 \left( \exp(-j k_x x - j k_{y_1} y) + r_{\text{TM}} \exp(-j k_x x + j k_{y_1} y) \right). \]  
(4.9)

Again, the sign is opposite in the second exponential terms being the reflected waves. The \( E_x \) component of the TM polarized source field is drawn in Figure 4.7. Likewise, the formulation in the transmission medium (vacuum) are:

\[ E_x = E_0 \cos \theta_2 \ t_{\text{TM}} \ \exp(-j k_x x - j k_{y_2} y) \], \quad (4.10)

\[ E_y = -E_0 \sin \theta_2 \ t_{\text{TM}} \ \exp(-j k_x x - j k_{y_2} y). \]  
(4.11)
4.3.2 2D formulation for a symmetric waveguide

The guided mode inside the core, with a thickness of \(d\) (centered at the origin), is formulated in cosine for a TE excitation, the field in the core is:

\[
E_1 \ast \cos(k_y y) \exp(-j\beta x) \quad \text{for} \quad -d/2 < y < d/2, \tag{4.12}
\]

where,

\[
E_1 = 1 \text{ V/m},
\]

\[
k_y = \sqrt{n_{\text{core}}^2 k_0^2 - \beta^2},
\]

where,

\[
n_{\text{core}} = \text{refractive index of the core},
\]

\[
k_0 = \frac{2\pi}{\lambda}, \text{ free space wavenumber},
\]

\[
\beta = k_0 n_{\text{eff}}, \quad n_{\text{eff}} \text{ is the effective refractive index that signifies the allowed modes in the waveguide (i.e. the valid combinations of } k_y \text{ and } \gamma) [97]. \text{ The } n_{\text{eff}} \text{ for TE should be larger than that for TM, because, TE has more field over the waveguide compared to TM in 2D. At 532 nm, for example, } n_{\text{eff,TE}} = 1.8 \text{ and } n_{\text{eff,TM}} = 1.7 \text{ for this configuration. Thus the power propagating in the outer media in TM polarization is larger than that of TE polarization.}
\]

The fields in upper and lower claddings should be exponentially decaying, and respectively are:

\[
E_2 \ast \exp(-\gamma y) \exp(-j\beta x) \quad \text{for } y > d/2, \tag{4.13}
\]

\[
E_2 \ast \exp(\gamma y) \exp(-j\beta x) \quad \text{for } y < -d/2, \tag{4.14}
\]

where,

\[
E_2 = E_1 \frac{\cos(k_y d/2)}{\exp(\gamma d/2)} \text{ V/m, because the tangential electric fields should be continuous at the interfaces, and equal at top and bottom interfaces due to the symmetric single mode propagation, and} \gamma = \sqrt{\beta^2 - n_{\text{clad}}^2 k_0^2}, \text{ } n_{\text{clad}} \text{ is the refractive index of the clad.}
\]

The number of confined modes depends on the waveguide thickness, the frequency, and the refractive indices of core and cladding. Below a specific width, there would be no confined mode, and as the thickness increases, gradually the first and the second order mode propagate [98]. To
enforce a single mode propagation, the following value of $M$ has to be less than one [33]:

$$M \approx \sqrt{1 - \left( \frac{n_{\text{clad}}}{n_{\text{core}}} \right)^2}$$

(4.15)

As (4.15) indicates, single mode operation requires low index contrast between core-clad or small core dimension ($d$). For example, for a $n_{\text{clad}} = 1.52$, $n_{\text{core}} = 2.02685$, and $\lambda = 532$ nm, a core thickness of 150 nm will allow a single mode propagation. Unlike symmetric waveguides, a cutoff frequency exists for asymmetric waveguides, where the upper and lower cladding refractive indexes are unequal. A higher mode has a higher cut off frequency [98].

### 4.3.3 Surface Plasmon polaritons at a single interface

To excite surface plasmon polaritons between a metal, (an infinite gold substrate), and a dialectic (glass), the electric fields at x and z directions are formulated. The "idea" is to excite a surface wave (also known as a slow wave, or a surface plasmon). This is supported by a TM mode.

The visible wavelength range ensures the negative real part of the permittivity of gold, as was shown in Figure 2.2. With regard to Figure 4.4, inside the upper hemisphere (vacuum), where $z > 0$, the defined electric field components are

$$E_x(z) = j E_0 \frac{1}{\omega \varepsilon_0 \varepsilon_2} k_2 \exp^{j \beta x} \exp^{-k_2 z}, \text{ and}$$

$$E_z(z) = -E_0 \frac{\beta}{\omega \varepsilon_0 \varepsilon_2} \exp^{j \beta x} \exp^{-k_2 z}$$

(4.16) (4.17)

where,

- $\varepsilon_2 = 1$ (dielectric constant of vacuum),
- $\varepsilon_0 = 8.854 \times 10^{-12}$ F.m$^{-1}$ (permittivity of vacuum),
- $\omega$ = the angular frequency, in terms of wave velocity and wavelength,
- $k_2$ = the component of the wave vector perpendicular to the interface of the two media, dictating the decay length of the field perpendicular to the interface, where

$$k_2^2 = \beta^2 - k_0^2 \varepsilon_2,$$

where,
Figure 4.4: Excited SPP ($H_y$) at a single interface between gold and vacuum. The tip and particle are defined as vacuum and the field is defined inside each sub domain except a 100 nm thick perfectly matched layer (PML). While calculating scattering, the conical structure was defined as the gold tip above the gold nanoparticle. Appendix A.1 shows that the field decays much slower in dielectric than in metal. As was described in Section 2.5.5, the field decays much slower in vacuum than in gold. This is one of the exceptions, where the geometry is drawn in x-z plane.
\[ k_0 = \frac{2\pi}{\lambda_0}, \quad \beta = k_0 \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}}, \]

where,

\[ \varepsilon_1 = \text{the permittivity of metal}. \]

With regard to Figure 4.4, in the lower half plane, where \( z < 0 \), the defined electric field components are [34]:

\[
E_x(z) = -jE_0 \frac{1}{\omega \varepsilon_0 \varepsilon_1} k_1 \exp^{j\beta x} \exp^{-k_1 z}, \quad \text{and} \quad (4.18)
\]

\[
E_z(z) = -E_0 \frac{\beta}{\omega \varepsilon_0 \varepsilon_1} \exp^{j\beta x} \exp^{-k_1 z} \quad (4.19)
\]

where,

\[ k_1^2 = \beta^2 - k_0^2 \varepsilon_1. \]

However, unlike most other geometrical configuration covered in this report, the substrate is considered to be an infinite gold substrate.

To calculate the absorption cross section, the actual incident flux needed to be calculated. The incident flux was calculated assuming the maximum field enhancement. Weber et al. formulated a general upper limit of field enhancement on the basis of energy conservation [99]. Since the original wave was defined directly as a SPP, this enhancement formulation allowed the calculation of the incident field and hence, the incident flux to evaluate the absorption cross sections.

\[
\left| \frac{E_{SP}(0^+)}{E_0} \right|^2 \approx \frac{2(-\varepsilon'_1)^{\frac{1}{2}}(-\varepsilon'_1 - \varepsilon_{\text{glass}})}{\varepsilon_{\text{glass}}^{\frac{1}{2}} \varepsilon'_1} \] \quad (4.20)

Equation (4.20) was valid whenever \( \varepsilon'_1 \gg \varepsilon_{\text{glass}}. \) Equation (4.20) provided the maximum field enhancement for the optimum angle of illumination and that gives access to the incident flux based on the formulation outlined above.

4.3.4 Multilayer: water, ITO, and glass

In this section, the formulation for a collaborative project, where a localized surface plasmon resonance sensor is simulated, is detailed. For the corresponding simulations, the light needed to propagate through three different media. In this section the working plane is again the x-y plane. The above formulations must be modified for a three layer medium. Water, indium tin oxide (ITO),
and glass, as indicated in Figure 4.5 as medium 1, 2, and 3, respectively, all are transparent to incident light. As is shown in Figure 4.5, for an incidence from inside water, the wave would partially reflect from water-ITO interface. The remaining transmitted wave will have a phase shift once it reaches the ITO-glass interface, and will again partially reflect and transmit the remaining wave into the glass. The transmission matrix takes the individual interface reflection and transmission coefficients as input, and outputs the amplitude at individual medium. The relatively simpler formulation for TE polarization is as follows:

Figure 4.5: Simplified schematic of the multilayer simulation because upon each incidence, there is a corresponding reflection. The formulation derived in this section, however, takes into account all the possible reflection transmissions and is represented at corresponding directions. The thickness of ITO, having the refractive index of 2, is 60 nm. As will be shown in (4.27), the phase shift, as the wave reaches the ITO-glass interface because of the phase lag compared to the free space propagation, is a function of the traversed length through the dielectric medium. Again, the tangential wave vector component $k_x$ will be same across all the interfaces, but the vertical components of wave vector will be $k_{y1}$, $k_{y2}$, $k_{y3}$ in first, second, and third medium, respectively.

$$r_{12} = \frac{n_1 \cos \theta_1 - n_2 \cos \theta_2}{n_1 \cos \theta_1 + n_2 \cos \theta_2}$$  \hspace{0.5cm} (4.21)

$$t_{12} = \frac{2n_1 \cos \theta_1}{n_1 \cos \theta_1 + n_2 \cos \theta_2}$$  \hspace{0.5cm} (4.22)

where,

$r_{12} =$ reflection coefficient between water-ITO,

$t_{12} =$ transmission coefficient between water-ITO,
\( n_1 = 1.33 \), refractive index of water,
\( n_2 = 2 \) refractive index of ITO, and
\( \theta_1 = 43.3833^\circ \), angle of incidence, which is calculated based on the objective used in the experiment.

Similarly, the reflection and transmission coefficients for ITO-glass interface can be defined as
\[
\begin{align*}
    r_{23} &= \frac{n_2 \cos \theta_2 - n_3 \cos \theta_3}{n_2 \cos \theta_2 + n_3 \cos \theta_3} \\
    t_{23} &= \frac{2n_2 \cos \theta_2}{n_2 \cos \theta_2 + n_3 \cos \theta_3}
\end{align*}
\]
(4.23)
(4.24)

where,
\[ \theta_2 = \left( \arcsin \left( \frac{n_1 \sin \theta_1}{n_2} \right) \right)' \], the refracted angle in ITO, and
\( n_3 = 1.5 \), refractive index of glass.

Using the transmission matrix, one can derive the individual amplitude of the electric field in each medium. In water, to start with, the incident electric field would be
\[
E_1 = A_1^+ \exp^{-jk_x x + jk_{y1} y} + A_1^- \exp^{-jk_x x - jk_{y1} y} \text{ V/m}
\]
(4.25)
where,
\[
A_1^+ = \text{the amplitude of the wave incident on water-ITO interface, and}
\]
\[
A_1^- = \text{the amplitude of the reflected wave, going back to the positive y direction.}
\]

As before, \( k_x \) and \( k_{y1} \) are the directional components of the wave vector; horizontal wave vectors should be continuous and be the same across all the media, and vertical wave vectors should be discontinuous, having different expressions in different media.

Similarly, the incident field at the second and third media, respectively, would be
\[
E_2 = A_2^+ \exp^{-jk_x x + jk_{y2} y} + A_2^- \exp^{-jk_x x - jk_{y2} y} \text{ V/m}
\]
(4.26)
\[
E_3 = A_3^+ \exp^{-jk_x x + jk_{y3}(y+ito)} \text{ V/m}
\]
(4.27)
where,

\( \text{ito} = 60 \text{ nm} \), the thickness of the ITO layer (the interface is at \( y = - \text{ito} \)),

\( k_{y3} = k_0 n_3 \cos \theta_3 \), and

\( \theta_3 = \left( \arcsin \left( \frac{n_2 \sin \theta_2}{n_3} \right) \right)' \), the transmitted angle in glass.

Here, the conjugation is due to the sign convention of the software for the propagating wave expressions, and for corresponding material properties. As a result, if this complex angle were not conjugated, the evanescent field would have increased exponentially, instead of decreased exponentially. However, this conjugation is not necessary when the refractive index of the second media is complex.

The amplitude of the first medium, \( A_1^+ = 1 \text{ V/m} \), and with regard to Figure 4.5, the remaining derived amplitudes are

\[
A_1^- = A_3^+ \frac{r_{12} \exp^{jk_{y2} \text{ito}} + r_{23} \exp^{-jk_{y2} \text{ito}}}{t_{12} t_{23}},
\]

\[
A_2^+ = (1 - \frac{r_{12}(r_{12} - A_1^-)}{r_{12}^2 - 1}) t_{12},
\]

\[
A_2^- = \frac{(r_{12} - A_1^-)}{r_{12}^2 - 1} t_{12},
\]

\[
A_3^+ = A_1^+ \left( \frac{\exp^{jk_{y2} \text{ito}} + r_{12} r_{23} \exp^{-jk_{y2} \text{ito}}}{t_{12} t_{23}} \right)^{-1}, \text{ and}
\]

\[
A_3^- = 0, \text{ because there is no further interface to reflect off.}
\]

Similarly, one can derive the three media TM formulation for individual x and y components, as was done assuming half space in Section 4.3.1.

### 4.3.5 Benchmarking discrete dipole approximation with surface interaction

The dispersion of the refractive indices of the materials used in the models for this collaborative project are calculated using continuous functions instead of measured data; for Au, the Drude-critical points [100] formula is used and for BK7 borosilicate glass, the Sellmeier equation [101] is used, as in Figure 4.6. The reason behind using the analytical function for the dispersion is to
address the fundamental incompatibility between the frequency domain measured dispersion data versus the FDTD method which is a time domain method [102].

Unlike most of the simulations of this dissertation where an evanescent illumination was used, for this section, some simulations were conducted with a normal (0°) illumination. The linearly polarized incident wave, as was described in Section 2.2, descended normal to the substrate.

As before, the absorption cross-section is calculated using $C_{abs} = 2 \times Q_{av\text{-}rfw}/P_0$, where $Q_{av\text{-}rfw}$ is a COMSOL variable for the resistive heating, volume integrated in half of the particle and $P_0 = E_0^2 \times 0.5 \times c_0\text{-}rfw \times \epsilon_{0\text{-}rfw} \times n_1$ is the incident flux. Here the variables with the ‘rfw’ suffix are inherently available in COMSOL [94]. To calculate the scattering cross section, scattered normal flux is integrated over a fictitious boundary enclosing the nanoparticle:

$$C_{sca} = 2 \times n_{scPoav}/P_0$$

where

$x$, $y$ and $z$-components of the scattered flux,

$$scPoxav = 0.5 \times \text{Re}(sc\text{E}_y \times sc\text{H}_z^\prime \text{-}sc\text{E}_z \times sc\text{H}_y^\prime),$$

$$scPoyav = 0.5 \times \text{Re}(sc\text{E}_z \times sc\text{H}_x^\prime \text{-}sc\text{E}_x \times sc\text{H}_y^\prime),$$

$$scPozav = 0.5 \times \text{Re}(sc\text{E}_x \times sc\text{H}_y^\prime \text{-}sc\text{E}_y \times sc\text{H}_x^\prime),$$

scattered normal flux,

$$n_{scPoav} = onx*scPoxav+ony*scPoyav+onz*scPozav,$$

sign factor for the outward normals to interior boundary,

$$\text{ofact} = \text{if}(nx*x+ny*y+ nz*z> 0, 1, -1),$$

which forces the normal vector to be outgoing.
and the \(x\), \(y\) and \(z\)-components of the outward normals to interior boundary:

\[
\text{onx} = n_x \text{ofact}, \\
\text{ony} = n_y \text{ofact}, \text{ and} \\
\text{onz} = n_z \text{ofact}.
\]

Here, the \('sc'\) prefix means the scattered field component and primed components are the complex conjugates. With regard to Figure 4.3, the fictitious boundary is the innermost circle enclosing the geometry of interest. As is shown in Section 2.10.1, however, a couple of simulations were still conducted at total internal reflection at a 60° angle of illumination. For further clarification of the geometry, formulation, and results, readers are requested to consult the original article of Loke et al [64].

![Figure 4.7](image)

Figure 4.7: (a) Magnified cross section of the mesh elements in and around the nanoparticle. There are 359 tetrahedral mesh elements inside the nanoparticle where the absorption was integrated. There are 2745 elements inside the truncated tip. The number of elements within and between the tip and particle was varied to ensure convergence of \(C_{\text{abs}}\). (b) Cross sectional electric-field plot of the \(E_x\) component of a TM polarized incident wave without the tip and particle present. The source field is defined throughout the simulation volume, except within the perfectly matched layer, by using the Fresnel equations. Then the scattered and total fields are calculated after inserting the particle and tip.

### 4.4 Meshing

By default, the maximum element size is \(\frac{1}{15}\) th of the longest length of the geometry. The usual practice is to set the mesh size to be \(\frac{1}{6}\) th of the wavelength in that medium. Furthermore, at the
vicinity of the metal surface, the mesh needed to be finer. However, when there is a curvature, mesh curvature is the factor, providing the active constraint. It is recommended to avoid sharp corners, because that would increase the calculation time significantly and may cause a singularity. There are two ways of looking at this: one may want to avoid sharp corners from a physical point of view. That is, corners will have a different impact on field enhancement. In such a case, one would want to model them accurately. Or, if one has a smooth surface, one should avoid a sharp corner due to poor discretization (or meshing).

The same geometry was used for all simulations in order to ensure consistent meshing, an example of which is shown in Figure 4.7 (a). Therefore, to model a suspended particle in free space, every subdomain except for AuNP is defined with refractive index, \( n = 1 \). Likewise, for simulations without the tip, the tip subdomain was defined with refractive index 1. The AuNP had 359 mesh elements. In the software, the maximum mesh element sizes in the tip, PML, and remaining subdomains were 50 nm, 150 nm, and 75 nm respectively. Mesh element sizes were varied because the free space wavelength will change upon entering a medium with higher refractive index. These chosen numbers provided the sufficient number of elements to yield enough accuracy, as described in Figure 4.7 (a) and Chapter 4.5. Table 4.2 describes a mesh example, used for most of the simulations.

<table>
<thead>
<tr>
<th>Table 4.2: An example of mesh statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Extended mesh:</strong></td>
</tr>
<tr>
<td>Number of degrees of freedom</td>
</tr>
<tr>
<td><strong>Base mesh:</strong></td>
</tr>
<tr>
<td>Number of mesh points</td>
</tr>
<tr>
<td>Number of elements</td>
</tr>
<tr>
<td>Tetrahedral</td>
</tr>
<tr>
<td>Prism</td>
</tr>
<tr>
<td>Hexahedral</td>
</tr>
<tr>
<td>Number of boundary elements</td>
</tr>
<tr>
<td>Triangular</td>
</tr>
<tr>
<td>Quadrilateral</td>
</tr>
<tr>
<td>Number of edge elements</td>
</tr>
<tr>
<td>Number of vertex elements</td>
</tr>
<tr>
<td>Minimum element quality</td>
</tr>
<tr>
<td>Element volume ratio</td>
</tr>
</tbody>
</table>

The data of table 4.2 was the result of using mostly predefined mesh elements. The element volume ratio is the ratio of the smallest to largest volume in a given layer of the model. Minimum
element quality is a measure of the mesh quality, and should always be 0.01 or higher. Ideally, one wants to have a regular mesh with nodes roughly on the surface of a sphere and with even length edges, such that small displacements are roughly equally distributed among all sub-items. Furthermore, the gradient of the variables, intended to solved, should not be significant over the element volume, such that the gradient can be captured with sufficient precision. For the more accurate results, one needs the higher number of nodes per elements along with the higher shape functions and highest mesh quality. Often, to achieve sufficient precision, one must dedicate ample computational time. Larger computational times, however, can be mitigated by enforcing a plane of symmetry in the simulation [94]. To achieve symmetric E field, a perfect magnetic conductor (PMC), and for symmetric H field, a perfect electric conductor (PEC) has been used. Rather for an even electric field about the plane of symmetry (relative to the tangential field), a PMC is placed in the plane of symmetry For an odd electric field, a PEC is placed in the plane of symmetry.

The relative density of the meshing in different domains can be seen in Figure 4.7. These parameters were optimized to run a single wavelength simulation using dual Intel Xeon quad core processors (2.27 GHz and 24GB RAM) in 128 s. Refining the mesh further or inserting more elements between the tip and particle did not change the optical absorption by more than 5%. Inserting 1000 elements instead of 1 between the tip and particle did not change the $C_{abs}$ of AuNP more than 1%. Reducing the maximum element size from 75 nm to 50 nm in the substrate and vacuum domains reduced the error compared to Mie theory from 5%, as is plotted in Figure 3.4, to 2% but required 27 times longer simulations, as was described in Table 4.3.

Table 4.3: Error with respect to Mie for different meshing size in different domain.

<table>
<thead>
<tr>
<th>Maximum element size</th>
<th>For the simulation of a specific angle at 532 nm wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub domain</td>
<td>PML</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>75 nm</td>
<td>150 nm</td>
</tr>
<tr>
<td>50 nm</td>
<td>100 nm</td>
</tr>
</tbody>
</table>
4.5 Validation of simulation

4.5.1 Comparison to Mie Theory

First, the simulations were compared with Lorenz-Mie [27] theory, as was briefly mentioned in Section 3.2.1, for a 50 nm diameter gold particle surrounded by vacuum. The geometry is shown in Figure 4.8(a). The $C_{abs}$ was calculated for both TE and TM polarization waves (defined with respect to the symmetry plane, but physically indistinguishable). Over the wavelength range from 450 to 650 nm, the worst-case deviation between the analytical and finite element absorption cross sections was 5%, as will be shown by the results in Figure 3.4.

Figure 4.8: (a) Norm of the electric field ($\sqrt{E_x E_x^* + E_y E_y^* + E_z E_z^*}$) for Mie validation, as plotted in Figure 3.4 (a), with values ranging from (blue) zero to (red) 3.724 V/m. The substrate and tip regions were defined as vacuum (refractive index $n = 1$). Note the orientation of field around the AuNP due to the oblique 1 V/m amplitude of $E_x$ and $E_y$ incidence. (b) Scattered magnetic field ($H_z$) for a perfectly smooth glass substrate only without AuNP. Tip and particle were defined as vacuum (refractive index, $n = 1$). The maximum value ranges between +/- $6.77 \times 10^{-7}$ A/m for incident E field amplitude of $E_x = 6.43 \times 10^{-1}$ V/m and $E_y = 7.66 \times 10^{-1}$ V/m incidence at 532 nm. In both (a) and (b), the magnitude of field inside PML is very small, implying almost no reflection off the outermost scattering boundary, cutting off the simulation domain.

4.5.2 Zero Scattered Field

Next, the simulation was run with the lower half-space as BK7 but without any scatterer in the simulation domain as shown in Figure 4.8(b). In this case, any non-zero scattered field is the result of numerical errors or unphysical reflections from the boundaries. In fact, the maximum magnitude
of the scattered field was found to be 3 orders of magnitude lower than the source field in this case of Figure 4.8(b). The mean of the norm of the electric field ($\sqrt{E_x^2 + E_y^2 + E_z^2}$) was found to be 3 orders of magnitude lower.

### 4.5.3 Normal Incidence for TE and TM polarization

The geometry, with or without a tip, is azimuthally symmetric, provided the tip is not laterally offset from the nanoparticle. For normally incident illumination, as in Figure 4.9, there is no physical difference between TE and TM polarized waves; however, the electric field is oriented differently with respect to the symmetry plane. Thus, it is important to confirm that the polarization does not significantly affect the results. In fact, with only a particle on the substrate, the absorption in the AuNP at normal incidence differed by no more than 0.2% between TE (4.9(a)) and TM (4.9(b)). The simulations were conducted from 450 to 650 nm wavelengths.

It was intended to formulate the TM polarization with the help of the magnetic field only to avoid the extended in-plane formulation of x and y components of electric field. Further, the corresponding reflection and transmission coefficients were derived. However, for unknown reasons, H field formulation resulted in about 15% difference between the normal incidence for TE and TM. Therefore, the E field formulations were used for both TE and TM.

### 4.5.4 Convergence of results

The complete geometry (tip, particle, and substrate) was checked for convergence by enlarging the domain from a 600 nm radius to 1.4 $\mu$m radius incrementally by 200 nm for each polarization. In the worst case with a 60° angle of incidence, it deviated less than 0.6% between 600 nm and 800 nm, listed in Table 4.4. Therefore, 600 nm was chosen to reduce the computational time [103].

Table 4.4: Convergence check for TE polarized illumination at 532 nm and 60° angle of incidence with tip-particle-substrate present. $C_{\text{abs}}$: absorption cross-section of 50-nm-diameter AuNP.

<table>
<thead>
<tr>
<th>Radius of the domain</th>
<th>$C_{\text{abs}} \times 10^{-15} (m^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 nm</td>
<td>1.34</td>
</tr>
<tr>
<td>800 nm</td>
<td>1.35</td>
</tr>
<tr>
<td>1 $\mu$m</td>
<td>1.34</td>
</tr>
<tr>
<td>1.2 $\mu$m</td>
<td>1.35</td>
</tr>
<tr>
<td>1.4 $\mu$m</td>
<td>1.35</td>
</tr>
</tbody>
</table>
Figure 4.9: (a) Norm of the electric field \( \sqrt{E_x^* E_x + E_y^* E_y + E_z^* E_z} \) for TE illumination. (b) Norm of the electric field for TM illumination. In both cases, the incident was 0°. TE and TM should give the same result in a plane rotated by 90-degrees. Here the output fields in the rotated plane is shown to compare (x-y vs. z-y). The tip, particle and substrate were defined according to the description in Section 4.2. The strong waveguide effect at normal incidence of the Si tip is notable in both cases.
4.6 Parameters for curve fitting

With regard to the harmonic oscillator model, as is discussed in Section 5.1.1, this section describes the corresponding calculated parameters to fit the harmonic oscillator equation. The volume of a 50 nm particle is \( \frac{4}{3} \pi (25e^{-9})^3 = 6.545e^{-23} \text{ m}^3 \). With regard to this particle, different starting values as well as the limits for the fitting Equation (5.1) will be derived in the following two subsections.

4.6.1 Calculating upper limits

As was mentioned in Table 2.3, the free electron density of silver is \( 5.86 \times 10^{28} \text{ m}^{-3} \), therefore, number of free electrons in a 50 nm AgNP are, \( 5.86 \times 10^{28} \times 6.55e \times 10^{-23} = 3.84 \times 10^6 \), hence, upper limit of participating charge is \( 3.84 \times 10^6 \times 1.6 \times 10^{-19} = 6.14 \times 10^{-13} \text{ C} \).

To limit the number of fitting parameters, one can express mass, \( m \), in terms of charge, \( q \); because, the ratio of charge and mass should be a constant.

\[
\frac{q}{m} = \frac{1.6 \times 10^{-19}}{9.11 \times 10^{-31} \times m_0}.
\]

Again, using the value from Table 2.3, the ratio \( \frac{q}{m} = 1.83 \times 10^{11} \), and \( m = 5.45 \times 10^{-12} q \), because the effective mass is assumed to be 0.96.

The resonant frequency, \( \omega_0 \), was inserted manually from the simulated data while fitting the equation. The remaining variables of the harmonic oscillator equation was fitted by the Matlab Curve Fitting Toolbox. One example parameter list is shown in Table 4.5.

Table 4.5: Example Fit options of Curve Fitting Toolbox of Matlab R2011b [104].

<table>
<thead>
<tr>
<th>Unknowns</th>
<th>StartPoint</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E )</td>
<td>1</td>
<td>-Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>( \beta )</td>
<td>5.15e^{14}</td>
<td>0</td>
<td>Inf</td>
</tr>
<tr>
<td>( q )</td>
<td>9e^{-14}</td>
<td>0</td>
<td>6.14e^{-13}</td>
</tr>
</tbody>
</table>

Similar calculations were conducted for gold nanoparticles. Apart from the surface plasmon po-
laritons, however, gold has a very asymmetric absorption spectrum, compared to silver. Therefore, the entire wavelength range was not utilized, as is shown in Figure 5.7.

It will be described in Section 5.1.4, that since the values of $\beta$ and $q$ have a difference of around 27 orders of magnitude, the individual starting values of Table 4.5 were varied manually for best possible fit.
Chapter 5

Results and Discussion

5.1 Absorption modification under different geometric conditions

5.1.1 Harmonic oscillator model for particle absorption

In the context of the perturbation caused by the tips, a deeper understanding of these absorption modifications can be obtained by modeling the system as a harmonic oscillator (HO) and considering the probe’s effect on both the driving force and damping of the oscillation. As has been demonstrated by Nordlander’s group, one can often model the absorption of a plasmonic system with a damped harmonic oscillator [105]. In this case, the numerically calculated absorption data were compared with the HO equation of time-averaged absorption.

\[ < P(t) > = \frac{F_0^2 \beta}{2m} \frac{\omega^2}{[(\omega_0^2 - \omega^2) + (\beta \omega)^2]} \]  \hspace{1cm} (5.1)

where,

- \( F_0 \) = driving force,
- \( \beta \) = total damping,
- \( m \) = total electron mass, and
- \( \omega_0 \) = the resonant frequency.

In addition, \( F_0 = qE \),

where,
\( q \) = the total free electron charge, and
\( E \) = the driving electric field.

As the effective masses for electrons in Ag and Au, 0.96 \( m_0 \) and 1.0 \( m_0 \) were used, respectively [37]. According to the HO model in (5.1), absorption enhancement can result from an increased driving force \( (F_0) \) and/or a reduced damping factor \( (\beta) \). \( \beta \) contains both absorptive/resistive and radiative damping terms; as a result, an increase in the radiative component (due to scattering from the tip) could reduce the absorption of the particle (not the absorptive damping term, but the actual absorption). The AgNP has a more symmetric Lorentzian line-shape for absorption and offers a better fit to the HO model. However, AuNPs can also be well fitted provided the spectrum is truncated near the interband transition.

To better understand the interaction between \( \beta \) and \( F_0 \), first the well-understood configuration of a spherical particle in a homogenous medium is considered. Specifically, the absorption of a AgNP and a AuNP surrounded by vacuum and glass is considered. The calculated \( C_{abs} \), as shown in Figure 5.1, is found to have a \( \approx 20\% \) suppression of \( C_{abs} \) along with a significant red shift compared to a AgNP suspended in vacuum. Since the incident field was 1 V/m, in the absence of a perturbing structure, \( F_0 \) is directly proportional to \( q \).

The red shifting can be explained in terms of a reduced restoring force, \( k \), due to the change of permittivity of the surrounding media [106]. Using the harmonic oscillator model, as will be discussed in Section 5.1.1, the absorption suppression for the AgNP can be described as a result of increased damping, which dominates over the increased charge participation and driving force. When the AgNP is surrounded by a higher dielectric constant material, both the charge participation and scattering from the particle increase. However, the additional damping from the scattering leads to a reduced absorption, implying that the scattering and hence damping has increased sufficiently to suppress the absorption of a AgNP.

In contrast, when glass surrounds the AuNP, the increased driving force (through increased charge participation) and the slightly reduced damping both contribute to a four times higher absorption. The scattering from the gold particle increases slightly, but the damping due to absorption is slightly reduced because the resonance moves away from gold’s interband transition. Once the AuNP is surrounded by glass, and the absorption peak is red shifted about 40 nm, the absorption curves appear closer to the Lorentzian shape, as can be seen from Figure 5.1(b). Of course, these
Figure 5.1: (a) $C_{\text{abs}}$ of a AgNP suspended in vacuum (green) and in glass (black), and (b) $C_{\text{abs}}$ of AuNP suspended in vacuum (green) and in glass (black). The red shifting results from the reduced force constant, $k$, in the harmonic oscillator model. The absorption is directly related to the participating charge, $q$, and damping, $\beta$. For (a), the absorption suppression is a result of increased damping, which overcomes the increased charge participation. However, the absorption is enhanced when the increased charge participation overcomes the increased damping.

observations can also be explained in terms of the dielectric constant of the materials; however, the harmonic oscillator model provides physical insight into how the material properties combine with the particle geometry to yield the well-known absorption and scattering results.

The $R^2$, which is a measure of the goodness of fit, is defined as

$$R^2 = 1 - \frac{SS_{\text{resid}}}{SS_{\text{total}}} \quad (5.2)$$

where,

$SS_{\text{resid}} = \text{the sum of the squared residual value from the regression, and}$

$SS_{\text{total}} = \text{the sum of the squared differences from the mean of the dependent variable \cite{104}}.$

The closer $R^2$ is to 1, the better is the fit.

When these observations are connected to the tip-particle system, one will see that the increased scattering introduced by the tip contributes to the modification of the absorption of the AgNP and the AuNP by modulating the driving field and increasing damping. The first two rows of Table 5.1
Table 5.1: Fitted parameters for the harmonic oscillator model for different geometries. All cases are compared to the unperturbed case. The top two grey rows show the comparison with particles suspended in vacuum. The bottom four rows show the comparison with particles on a substrate but in the absence of a tip. The dominant factor influencing \( C_{abs} \) is identified, and Both indicates that both factors influence \( C_{abs} \) in the same way.

<table>
<thead>
<tr>
<th>Case</th>
<th>( F_0 )</th>
<th>( \beta )</th>
<th>( C_{abs} )</th>
<th>Dominant factor</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AuNP in glass</td>
<td>470% ↑</td>
<td>4.9% ↓</td>
<td>300% ↑</td>
<td>Both</td>
<td>0.97</td>
</tr>
<tr>
<td>AgNP in glass</td>
<td>50% ↑</td>
<td>28% ↑</td>
<td>20% ↓</td>
<td>( F_0 )</td>
<td>0.97</td>
</tr>
<tr>
<td>AuNP Si tip</td>
<td>15% ↑</td>
<td>3.6% ↑</td>
<td>20% ↑</td>
<td>( F_0 )</td>
<td>0.98</td>
</tr>
<tr>
<td>AuNP Au tip</td>
<td>14% ↓</td>
<td>2.4% ↓</td>
<td>25% ↓</td>
<td>( F_0 )</td>
<td>0.98</td>
</tr>
<tr>
<td>AgNP Si tip</td>
<td>4.4% ↓</td>
<td>31% ↑</td>
<td>25% ↓</td>
<td>Both</td>
<td>0.90</td>
</tr>
<tr>
<td>AgNP Au tip</td>
<td>9.9% ↓</td>
<td>14% ↑</td>
<td>25% ↓</td>
<td>Both</td>
<td>0.99</td>
</tr>
</tbody>
</table>

show the comparison of the fitted components compared to those in glass. The bottom four rows show the comparison with the tip being present as discussed later.

5.1.2 Dielectric vs metallic tips

On a gold substrate under SPP for a gold nanoparticle only

This section focuses on the effect of a tip above a particle that is submerged in the electric field of an SPP. In the context of the formulations, defined in Section 4.3.3, a silicon tip had quite a different effect on a gold nanoparticle, compared to that of a gold tip. As was described in Section 4.2.2, the truncated tip is suspended on the SPP submerged nano particle, and the setup looks like Figure 4.4. The goal is to study the comparative effects of dielectric and metallic tips on the particle absorption.

Figure 5.2 represents the simulated data points (dot) with the fitted equations (lines). The red dashed line corresponds to the fitted HO equation with the fitted parameters under a silicon tip. The data under “no tip” and Au tip corresponds to the blue solid and black dash-dot lines, respectively. The fitted values for individual variables are listed in Table 5.2.

Table 5.2: Fitted parameters, with regard to Figure 5.2.

<table>
<thead>
<tr>
<th>Combination</th>
<th>( \beta )</th>
<th>( F_0 )</th>
<th>Comparison</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AuNP and no tip</td>
<td>1.8 × 10^{14}</td>
<td>7.32 × 10^{-12}</td>
<td>Reference</td>
<td>0.96</td>
</tr>
<tr>
<td>AuNP and Si tip</td>
<td>2.0 × 10^{14}</td>
<td>9.05 × 10^{-12}</td>
<td>Absorption increases</td>
<td>0.99</td>
</tr>
<tr>
<td>AuNP and Au tip</td>
<td>2.5 × 10^{14}</td>
<td>4.46 × 10^{-12}</td>
<td>Absorption decreases</td>
<td>0.92</td>
</tr>
</tbody>
</table>
Figure 5.2: Simulated absorption data of a gold nano particle on a gold substrate under different material tips. The Gaussian shaped lines are the fitted plots of the Harmonic Oscillator equation. Compared to “no tip” (blue), a Si tip (red) enhances and the Au tip (black) suppresses the absorption. The dots represent the integrated absorbed power and the lines represent the fitted models, from which the corresponding $F_0$ and $\beta$ of (5.1) have been extracted.

As can be seen from Figure 5.2, although a Au tip localizes and enhances the field around the apex, the $C_{abs}$ of a AuNP near the resonant peak gets suppressed. In the following subsections, a similar effect under a totally internally reflected wave on a BK7 glass substrate will be discussed. Later, this absorption modification will be explained in terms of a harmonic oscillator model.

The logarithmic plot in Figure 5.3 shows different absorption cross sections under different illumination conditions. The top right three lines represent the $C_{abs}$ under a surface plasmon polariton. Except for “suspended”, the bottom four lines correspond to the glass substrate at a super critical angle illumination ($50^\circ$). The wavelength ranges are different for each set of data because of the position of the resonant peaks. With regard to the equations described in Section 4.3.3, the incident flux was calculated assuming the maximum field enhancement, as formulated by Weber et al. [99].

Absorption suppression of AuNP under a gold tip of different tip radius

Figure 5.4 shows the absorption suppression of a AuNP under the gold tip at two different wavelengths. Until the tip apex becomes three times as large as the particle, the absorption is cross section is lower than without having any tip. In both cases, the tip apex was 5 nm above the particle surface and the incident angle was 50 degrees from the normal.
Figure 5.3: Comparison of absorption cross section under a total internally reflected and a surface plasmon polariton wave. SPP wave increases the optical absorption cross section of a AuNP significantly, compared to a TIR illumination. The black line indicates the absorption cross section in free space, and provided for reference.

Figure 5.4: Absorption cross-section as a function of gold tip diameter for 515 and 532 nm incident wave. The green and red horizontal lines show the corresponding absorption cross section with a tip being absent. Note the AuNP optical absorption gets suppressed when the Au tip diameter is below 150 nm.
On a glass substrate at super critical angle for both silver and gold nanoparticle

In this Section, the particle absorption modification under metallic and dielectric tip will be studied. Unlike Section 5.1.2, however, although the particle is submerged in evanescent wave, the illumination is caused by the total internal reflection. In Figure 5.5, the individual absorption-scattering of gold - silicon tip and gold nanoparticles are shown. It appears that the power reflected from the tip-particle system increases when a tip is introduced.

In addition, Si and Au tips have very different effects on the absorption of a AuNP. As can be seen from Figure 5.7, a Si tip increases the absorption of the AuNP while a Au tip suppresses it. $F_0$ and $\beta$ were extracted from the fitted curves in Figure 5.7, and the changes are shown in Table 5.1. The relative changes in each parameter reveal the origin of the different absorption behaviors. Specifically, $C_{abs}$ strongly depends on $F_0$, which is strongly influenced by the material of the tip. In both cases, small changes in damping for the AuNP oppose the effect of $F_0$, but the change in $F_0$ dominates. Each effect becomes more pronounced as the radius of the tip apex increases. This dependence is plotted in Figure 5.6(a).

Since total internal reflection is used for illumination, the evanescent field at the interface of glass and vacuum is larger than the field of the incident wave in glass. The result of this can be seen in both Figure 5.7 and Figure 5.8, where the blue lines (particle on a substrate without any tip) correspond to almost twice the absorption of the green lines (particle suspended in free space).

In contrast, when a Au or Si tip is introduced above a silver particle, in spite of the field enhancement at the apex of a nanoscale probe, the absorption cross section of a 50 nm AgNP is suppressed in both cases. To better understand this phenomenon, consider two sets of data for the AgNP shown in Figure 5.8: one pair with a substrate (blue-black) and another pair without a substrate (green-red). In both of those cases, when the tip was introduced, the driving force ($F_0$) was reduced and the damping ($\beta$) was increased. When the sharp tip is brought closer to the nanoparticle, scattering from the tip increases the damping, $\beta$. Thus, a tip acts as an effective load in this oscillator model. Although present in most of the data, increased damping is particularly visible in Figure 5.8(a), where the introduction of the Si tip clearly broadens the absorption curve.

The driving force $F_0$, however, is the product of the participating charge ($q$) and the driving field ($E$). According to Figure 5.8, either tip reduces the driving force. This can be attributed to
Figure 5.5: (a) Absorption of gold nanoparticle under Si tip in comparison to that of no tip. Si tip enhances the absorption and scattering cross section. The absorption of Si tip is much smaller than that of AuNP. (b) Absorption of AuNP under Au tip. The $C_{abs}$ gets suppressed under gold tip. (c) Reflected power has a dip at the wavelengths where absorption peaks.
Figure 5.6: Absorption cross section \( C_{\text{abs}} \) of a 50-nm gold nanoparticle (AuNP), sitting on a glass substrate, located below Au and Si tips having 5 (green), 10 (red), and 25 (magenta) nm radii of curvature. The black dashed line corresponds to the absorption of AuNP, sitting on a glass substrate without any tip. (a) A 25 nm radius Si tip (magenta) enhances the \( C_{\text{abs}} \) of AuNP more than a 25 nm radius SiNP does (brown). (b) However, a 25 nm AuNP has a drastically different effect on \( C_{\text{abs}} \) of AuNP than same apex sized Au tip (brown vs. magenta).

Figure 5.7: Simulated \( C_{\text{abs}} \) of a AuNP under Si and Au tip along with corresponding fitted curves using HO model. Absorption cross sections were numerically integrated inside the volume of the AuNP. The lines are fitted using (5.1). Curves for the isolated particle and the particle on a substrate without a tip are also shown for reference. A Si tip enhances the \( C_{\text{abs}} \) of AuNP while a Au tip suppresses it.
either reduced charge participation and/or a reduced driving field. In this model two effects are quantitatively indistinguishable, but either is reasonable when the field is localized near the tip apex. Such as the field throughout the body of the particle could be reduced and/or the charge affected by the localized field could be reduced when compared to an isolated particle.

As with the AuNP, the presence of a substrate enhances absorption when compared to the particle in free space. At first, it might seem surprising that a low dielectric constant substrate enhances absorption while a high dielectric constant tip suppresses it. This is especially true given the suppression of absorption by a uniform change in dielectric constant surrounding a AgNP. However, as mentioned earlier, the enhanced absorption of the particle on a substrate can be attributed to the field enhancement associated with TIR illumination, and the perturbation of the substrate seems to be a secondary factor. However, the silver particle size and separation from tip has not been optimized, and the investigation can not answer what effects that might have.

Figure 5.8: $C_{\text{abs}}$ of AgNP for different geometric configurations: (a) simulated data points under a silicon tip; and (b) simulated data points under a gold tip and corresponding fitted curves. Whether the particle is suspended in vacuum (green-red curves) or rests on a BK7 glass substrate (blue-black curves), the introduction of a tip reduces the driving force ($F_0$), and increases the damping ($\beta$), resulting in an overall lower absorption.

Again, Table 5.1 summarizes Figures 5.6, 5.7, and 5.8, where one can see that both $\beta$ and $F_0$ control the absorption in different cases. For a AgNP under either tip, the driving force is reduced and damping increased such that absorption decreases. For the AuNP, absorption is controlled primarily by $F_0$, with weak contributions from $\beta$, but the two different tips affect $F_0$ differently.
Therefore, to control the absorption of a nanoparticle, one has to examine the mutual interaction of $\beta$ and $F_0$.

5.1.3 Modeling the tip apex with a nanoparticle

Since the illumination is at total internal reflection, the evanescent field is reduced significantly at the end of the truncated tip. Simulating a longer tip does not change the $C_{abs}$ of the nanoparticle more than 5% [86]. Here, the author wishes to consider whether a second sphere could replace the tip apex for the purpose of analysis, which is a common approach used to describe the field modification caused by a tip. For example, while describing near field microscopy by elastic light scattering from a tip, Keilman et al. replaced the probing tip with a point dipole [14]. Chen et al. studied apertureless SNOM numerically using an extended diploe-image dipole for gold nanoparticles on a silicon surface at visible frequencies. To understand the tip interaction, the researchers replaced the tip with a dipole [107]. Similarly, to explain different $C_{abs}$ under different tips, the tip apex is replaced with a particle of the same radius, material, and position. As can be seen in Figure 5.6, a SiNP and a Si tip both enhance the $C_{abs}$ of the AuNP in a qualitatively similar manner. However, unlike the Au tip, a AuNP enhances, rather than suppresses, the $C_{abs}$ of AuNP. Thus, a suspended metal particle is found to act quite differently than a metal tip on the $C_{abs}$ of a AuNP. Therefore, under an evanescent field illumination, and when the particle absorption is of prime concern, a comparable sized particle does not appear to be a good approximation of a tip apex.

5.1.4 Notable assumption and limitation of the proposed simulation method

The finite element solution assumes a truncated tip. Unlike having an infinite tip, a finite tip length may seem to be unphysical. However, since the evanescent field decreases exponentially above the glass substrate, at the end of the truncated side of the tip, the incident field reduces by 23 times that of glass-vacuum interface. Also the domain was made much larger with a truncated tip and the results did not change significantly.

Another possible point of error might have been at the particle-substrate interface, because in the simulation, a point contact has been assumed. This is not ideal since a particle sits on a facet and not on a point, and that interface gives rise to a larger field. However, when the field data
were collected, a rectangular fictitious window was chosen, encompassing the upper hemisphere of
the nanoparticle and lower part of the tip. Thus, those spurious point contact enhanced fields were
avoided.

While (5.1) was fitted with $E,q$ and $\beta$, due to the wide variance of values, the software was
not automatically able to detect the global error minima; rather, it was successful in determining
the local error minima for different starting values of $q$ and $\beta$. The author took extensive care
while choosing different values of $\beta$ and $q$ to find the highest $R^2$ and least sum of squares due to
errors, keeping the same upper and lower limits as was listed in Table 4.5. As will be explained in
Subsection 5.1.2, the fitting was accurate enough to determine the impacts of individual variables.
Also, in the same section, it will be described how changing $E$ and $q$ had the same effect on fitting,
because both contribute to the driving force, $F_0$, as was clarified in (5.1).

5.2 LSPR sensor

Figure 5.9: (a) Cross section of the simulation domain used for scattering measurements in COMSOL. The incident wave is coming from bottom and the scattered light is collected at the bottom
surface of the upside-down cone. The upper hemisphere is water, having a refractive index of 1.33.
(b) Calculated transverse (left) and longitudinal (right) resonance of gold nanorod on Indiam Tin
Oxide (ITO) coated glass substrate. The shift in wavelength is due to the change in the solution in-
dex by 0.068 or due to the absorption of 5 nm thick layer, surrounding the nanorod. Figure courtesy
of Neha Nehru.

The developed 3D plasmonics simulation has been used to solve similar problems. Figure 5.9,
for example, shows a scattering implementation, where the primary goal is to design a Localized
Surface Plasmon Resonance (LSPR) sensor, which could effectively distinguish between surface binding interactions from interfering bulk effects. As can be seen from Figure 5.9 (b), the collected scattered light from the nanorod depends on the refractive index of the surrounding media and shows distinct peak for different interactions. This may result in a better sensor, and the research intends to continue exploring scattering applications where more modes can be studied to further distinguish even more specific materials or molecules with accuracy.

5.3 Preliminary results for the on chip sensor

In earlier works, it was shown that even a complex plasmonic system, consisting of a tip, a particle, and a substrate, can be expressed in terms of a simple harmonic oscillator (HO) equation. Since the optical absorption of nanoparticles is extensively studied, the driven damped HO model will help explain how the power is being channeled away from the optical waveguide. Here, the intention is to calculate the normalized transmission in term of input and output electric field to evaluate the attenuation caused by the neighboring plasmonic nanostructure:

\[
\frac{\int \int |E_{\text{in}}| E_{\text{out}} dxdy|^2}{\int \int |E_{\text{in}}|^2 dxdy \int \int |E_{\text{out}}|^2 dxdy},
\]

(5.3)

where,

\[E_{\text{in}} = \text{total field calculated at the left side of the waveguide},\]
\[E_{\text{out}} = \text{total field calculated at the right side of the waveguide}.\]

Both absorption and scattering from the nanostructure’s electron cloud contribute to the damping of the HO model. An attachment of biomolecules to the nanostructure would cause a change in refractive index. This change should affect both the absorption and scattering of the system. Ideally, when the scattered signal off the nanostructure couples destructively into the propagating wave in the waveguide, the power at the end of the optical waveguide would drastically attenuate; ideally, there should not be any signal at all. Therefore, for a perfectly “tuned” condition, a certain molecule should be detected depending on the “attenuated” condition of the waveguide. The goal of the
project is to sweep the parameters to achieve this “tuned” condition. This kind of particle sensor provides an advantage, in terms of volume, compared to thin film sensors.

Figure 5.10: The scattered field solution in response to the excitation shown in Figure 4.1. The maximum intensity of the scattered field, caused by the 30 nm diameter gold cylinder (i.e. the circle inside the upper clad layer) is 0.02 V/m.

Figure 5.10 shows the z component of the scattered electric field for the 2D geometry. For this instance, the material properties were selected for a 532 nm wavelength. One can see that the field is stronger below the nano particle. This is because:

- The core below the nano particle is of higher refractive index, and
- The incident field is decaying across the nano particle.

5.3.1 100 nm diameter silver cylinder embedded inside glass cladding above silicon nitride core

Jalal Khan analytically proved in his dissertation that at most 50% of the energy can be transferred to the resonator, 25% can be reflected, and 25% can be transmitted [108]. Using the same geometry as above but replacing the gold cylinder with a silver, the simulations were run in a wider wavelengths rage. In the context of Figure 5.11, the field around the nano structure somewhat resembles a quadruple resonance at the dip close to 500 nm. At the dips around 700 nm, the field around the nano structure looks close to a dipole resonance.
As one may see from Figure 5.11, the normalized transmission is 1 without any cylinder, because there is no scatterer present, and the input field closely resembles the output field. As the cylindrical nano structure is brought closer to the core, the transmission is reduced more and more. Just to put it in context, a 100 nm diameter silver cylinder in air has a peak at 326 nm wavelength (at 360 nm when embedded inside glass), and no secondary peak between 300 to 1000 nm.

5.3.2 On resonance of different diameter silver cylinders with 5, 10, 15, and 20 nm gaps

Silver was chosen due to its narrower resonance than gold. Similar to Figure 5.11, the minimum gap resulted in the minimum transmission, but the reduction is stronger in Figure 5.12 at resonant wavelength.

Figure 5.13 shows the z component of the scattered magnetic field of a 100 nm diameter silver cylinder above a 100 nm thick silicon nitride core. BK7 glass has been used as the upper and lower cladding in all these waveguide investigations. At a very large wavelength, when the incident wavelength is 7~8 times larger than the nano structure diameter, the resonance at 700-800 nm wave-
length appears to be a dipole resonance. For the snapshot of scattered fields at other wavelengths, readers may consult the supplemental file of this dissertation.

The transmission reduction is not always monotonous with smaller gaps. As can be seen from Figure 5.14, the minimum transmission is at 10 nm gap and transmission goes back up at 5 nm gap. This is what couple mode theory predicts - that there is an optimum coupling strength between the resonator and waveguide, and that maximum coupling (waveguide to particle) does not necessarily give minimum transmission.

Table 5.3 summarizes the minimum transmissions for different gaps and diameters. As one may expect, a larger nanostructure attenuates more of the incoming wave; hence, the right most column of Table 5.3 is minimum compared to the rest of the columns only with the exception of 20 nm gap.

In the context of Engheta and Watt groups’ works mentioned in Section 3.1.2, this effort is more focused on transmission for sensing purpose, and not on nanoantenna radiation. The author, however, intends to continue this waveguide investigation to find the optimum combination of gap and structure to minimize the transmission.
Figure 5.13: The scattered magnetic field’s z component of a 100 nm diameter silver cylinder. This snapshot corresponds to the minimum transmission where it somewhat looks like consisting of three maxima and three minima. Note the strong scattered field along the direction of actual propagation (i.e. left to right), and the incident field is $1/377 \text{ A/m}$. The readers are requested to consult the supplement file for a movie of this simulation.

Figure 5.14: The calculated transmission using (5.3) with different gaps between the 90 nm diameter silver cylinder and the silicon nitride core. Unlike Figure 5.12, the minimum transmission does not correspond to the minimum gap between the waveguide core and the nano structure.
Table 5.3: Comparison of minimum transmissions for different combinations of silver cylinder diameters and vertical gaps. Although the minimum transmission corresponds to the minimum gap, the 100 nm diameter silver cylinder has a minima at 15 nm, which is smaller than those of 10 and 5 nm gaps.

<table>
<thead>
<tr>
<th>Gap</th>
<th>5 nm</th>
<th>10 nm</th>
<th>15 nm</th>
<th>20 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 nm</td>
<td>0.99</td>
<td>0.82</td>
<td>0.76</td>
<td>0.58</td>
</tr>
<tr>
<td>10 nm</td>
<td>0.99</td>
<td>0.99</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>15 nm</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>20 nm</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

The effects of metallic and dielectric tips on the absorption of silver and gold nanoparticles on a glass-substrate (gold superstrate for SPP) are simulated in this research. Increasing the permittivity of the surrounding media directly impacts the optical absorption of nanoparticles. With respect to the formulation of the absorption cross section, when a substrate is introduced under the particle or a dielectric tip is brought closer to the nanoparticle, $C_{\text{abs}}$ of a AuNP increases. However, the absorption modification of AgNP can not be explained this way, and the author used the harmonic oscillator equation to model the absorbed power inside the nanoparticles. The advantage of harmonic oscillator model is that it further helps to explain the numerical results in terms of physical phenomena. The absorption under metallic tips for both AuNP and AgNP. Although a Au tip enhances the field near both the particles, the particle absorption is suppressed. The use of a harmonic oscillator model allows one to see that the probe works as a damping load by increasing the scattering. However, for a Si tip the absorption is enhanced for a AuNP, but is suppressed for a AgNP. In this case the tips’ effects are qualitatively similar to a change in the refractive index of the entire dielectric environment or to the introduction of a second sphere. Given the optical properties of silver and gold in this wavelength range, one would expect the observed behavior from a simple dielectric perturbation. However, the harmonic oscillator model further reveals that the silicon tip increases damping in both cases, but changes the driving force in such a way that absorption is increased in one case and suppressed in the other. In all cases, the relative changes in the driving
force and damping of the oscillator affect the absorption of the particle-tip systems differently. This work emphasizes that optical absorption in nanoscale structures behaves differently from scattering and electric field enhancement, and harmonic oscillator models provide insight into the relevant competing physical mechanisms.

6.2 Future Work

Although the author does not have a quantifiable result to comment on the improvement of the waveguide sensor performance, the proposed device should alleviate the requirement of spectrometer, which is often the largest component of integrated optical devices. The accomplishment of this research should make the device small, portable, and reliable. Unlike the traditional concept of analyzing the scattered signal, one can just look into the output light of the waveguide to decide the existence of a specific molecule in the sample. For example, this sensor should be applicable to control pesticide residue, reduce analysis cost, and be less time consuming. Thus, the device should help alleviate food contamination, along with the existing applicability for sensing purposes in lab.

To prove this hypothesis, in the context of Figure 5.10 one needs to know in what conditions the scattered light off the nanostructure would couple with the propagating wave inside the waveguide destructively. The possible parameters include:

- Shape of the structure: spherical, cylindrical, or rod shape.
- Material of the metallic nanostructure: gold or silver.
- Material combination of the waveguide: the selection of core and clad to facilitate single mode propagation.
- Dimension of the waveguide: allowing single mode propagation.
- Size of the nanostructure: for example, the optimum radius of the sphere or lengths of the longitudinal and transverse axes.
- Distance of the nanostructure: how close the structure should be to the core inside the clad, to understand how much overlapping of the evanescent field is necessary for an efficient destructive coupling.
• Wavelength of excitation: largely depending on the size, shape and material of the selected structure, because the change in refractive index would cause the resonance peak to shift.

After a comprehensive numerical investigation, it should be clearer under which geometric combinations the destructive light coupling inside the waveguide would be possible. One can use the equation of driven damped harmonic oscillator model to explain both the absorption and scattering off the nanostructure. More specifically, the HO model would help understand how the optical absorption and scattering contribute to the damping of the electron cloud oscillation inside the metallic nanostructure. With the help of simulations, the author can correlate the damping quantity with the portion of the scattering that couples back into the waveguide that would be out of phase with the propagating wave inside the waveguide.
Chapter 7

Appendix

A.1 Conditions and properties of SPP

As was briefly mentioned in Section 2.5.5, for a surface mode to exist at the interface of two media, having the permittivities of $\varepsilon_1(\omega)$ and $\varepsilon_2(\omega)$, the following two conditions have to be met:

$$\varepsilon_1(\omega) \varepsilon_2(\omega) < 0, \text{ and}$$  \hspace{1cm} (A.1.1)

$$\varepsilon_1(\omega) + \varepsilon_2(\omega) < 0;$$  \hspace{1cm} (A.1.2)

meaning that one of the dielectric functions must be negative and the absolute value of the dielectric function must be greater than the other. Therefore, specific noble metals such as silver and gold, who have a larger negative real part of the dielectric function and a small imaginary part, can excite a surface plasmon polaritons having interfaces with glass or vacuum. (A.1.1) and (A.1.2) were derived by solving the Maxwell’s equations and imposing the boundary conditions. The dispersion relation along the direction of propagation is

$$k_x^2 = \frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2} k^2,$$  \hspace{1cm} (A.1.3)
where,
\[ k_x = \text{the wave vector of the SPP along the direction of propagation, x in this case, and} \]
\[ k = \text{the wave vector of free space.} \]

From (A.1.3), one can see that the free space wave vector can not be equal to the \( k_x \) at any frequencies, meaning the SPP can not be excited by a light wave at an interface directly. Instead, one has to excite an evanescent wave to provide the additional momentum for the SPP, as is shown in Figure A.1.1 [3].

Figure A.1.1: Simulation of SPP at a Ag-air interface. The entire geometry is 5 \( \mu \)m long and 1 \( \mu \)m wide. The port boundary is emitting 1 watt TM polarized wave towards the Ag film. As is shown in figure A.1.2, at 43.9° angle of incidence, the energy is transformed into surface plasmon polaritons and trapped in a much smaller scale than the incident 532 nm wavelength. Port boundary launches the wave and lets the reflected wave go through uninterrupted.

Figure A.1.1 is a 2D contour plot of the z component of the magnetic field of Surface Plasmon Polaritons (SPP). The SPP is excited at the interface of silver and vacuum. The boundary conditions of the sides were Floquet periodic. There is a discontinuity between the glass-glass horizontal interface where on one side a 532 nm TM polarized wave was launched at an angle of 43.9° from the normal. Despite the discontinuity, the reflected wave from the Ag film propagated across that boundary unimpeded and was absorbed in PML. Note the high amplitude of the SPP field for a 1 watt incident field and its confinement is smaller than the incident wavelength. In Figure A.1.2, the reflectivity drops down sharply at the angle, where the SPP is strongly excited. One interpretation is that the missing energy is converted into surface plasmon waves at the interface at that angle of incidence. Another interpretation is that the reflected light destructively interferes with the SPP emitted light [3].
Mathematically, the glass prism serves the momentum mismatch needed to excite the surface mode. With regard to the charge oscillation mechanism, the SPP can be described as the field being perfectly aligned with the thin metallic layer. If the wave directly impinges on the layer, the buildup charge would meet the next wave peak destructively, and no SPP would excite. However, one can excite the surface mode by launching a perfectly aligned TM polarized wave in a perfectly polished metallic layer. This process is significantly more difficult than a prism coupling, where for a specific angle the alignment matches vertically with the metallic layer. Thus, one can make sure that the built-up charges meet the subsequent wave peak constructively to result in an excited SPP mode.

A.2 Comparison between SPR and LSPR sensors from application point of view

As was described in Sections 2.5.3 and 2.5.5, by principle a tiny modification of the refractive index of the surrounding media close to a propagating or localized surface plasmon can be detected at the scattering and/or extinction spectra. This phenomena is being widely used to detect analyte binding at or near a metal surface, such as a broad range of analyte-surface binding interaction including the adsorption of molecules and protein, DNA-RNA hybridization, antibody-antigen binding, and
DNA-protein interactions. SPR sensors have been used for about two decades now, but LSPR sensors have the potential to be widely used for specific applications [109]. The relationship of LSPR and SPR sensors is compiled in Table A.2.1.

<table>
<thead>
<tr>
<th>Feature/characteristic</th>
<th>SPR</th>
<th>LSPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label-free detection</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Distance dependence</td>
<td>$\approx 1000 \text{ nm}$</td>
<td>$\approx 30 \text{ nm (size tunable)}$</td>
</tr>
<tr>
<td>Refractive index sensitivity</td>
<td>$2 \times 10^6 \text{ nm RIU}^{-1}$</td>
<td>$2 \times 10^2 \text{ nm RIU}^{-1}$</td>
</tr>
<tr>
<td>Modes</td>
<td>Angle shift, wavelength shift, imaging</td>
<td>Extinction, scattering, imaging</td>
</tr>
<tr>
<td>Temperature control</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Chemical identification</td>
<td>SPR-Raman</td>
<td>LSPR-SERS</td>
</tr>
<tr>
<td>Field portability</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Commercially available</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Cost</td>
<td>USD 150000 to 300000</td>
<td>USD 5000 for multiple particles, 50000 for single nanoparticle</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>$\approx 10 \times 10 \mu \text{m}$</td>
<td>One nanoparticle</td>
</tr>
<tr>
<td>Nonspecific binding</td>
<td>Minimal (determined by surface chemistry and rinsing)</td>
<td>Minimal (determined by surface chemistry and rinsing)</td>
</tr>
<tr>
<td>Real-time detection</td>
<td>Time scale $= 10^{-1} \sim 10^{3} \text{ s}$, planar diffusion</td>
<td>Time scale $= 10^{-1} \sim 10^{3} \text{ s}$, radial diffusion</td>
</tr>
<tr>
<td>Multiplexed capabilities</td>
<td>Yes</td>
<td>Yes-possible</td>
</tr>
<tr>
<td>Small molecule sensitivity</td>
<td>Good</td>
<td>Better</td>
</tr>
<tr>
<td>Microfluidics compatibility</td>
<td>Yes</td>
<td>Possible</td>
</tr>
</tbody>
</table>

However, both sensors response can be described by

$$
\Delta \lambda_{\text{max}} = m \Delta n (1 - \exp^{-\frac{2d}{l_d}}),
$$  \hspace{1cm} (A.2.1)

where,

- $\Delta \lambda_{\text{max}}$ = the wavelength shift response,
- $\Delta n$ = change in refractive index induced by an adsorbate,
- $d$ = the effective adsorbate layer thickness, and
- $l_d$ = the characteristic electromagnetic field decay length.
A.3 Mie calculations

Mie theory allows one to calculate the scattering coefficients of a non magnetic spherical particle embedded in a homogenous media. The idea is to add the scattered field to the incident field to get the total field. For example,

\[ E_i + E_s = E_1, \quad H_i + H_s = H_1. \]  \hspace{1cm} (A.3.1)

Where,

‘i’ suffix means incident and ‘s’ means scattering.

The \( a_n \) and \( b_n \) of (A.3.2) and (A.3.3) below are referred to as the Mie coefficients which determine the relative amplitudes of the vector spherical harmonics when excited by a specific wavelength:

\[
a_n = \frac{\bar{n}^2 j_n(\bar{n}x)[xj_n(x)]'' - \bar{\mu} j_n(x)[\bar{n}x j_n(\bar{n}x)]''}{\bar{n}^2 j_n(\bar{n}x)[xh_n^{(1)}(x)]'' - \bar{\mu} h_n^{(1)}(x)[\bar{n}x j_n(\bar{n}x)]''} \]  \hspace{1cm} (A.3.2)

\[
b_n = \frac{\bar{\mu} j_n(\bar{n}x)[xj_n(x)]'' - j_n(x)[\bar{n}x j_n(\bar{n}x)]''}{\bar{\mu} j_n(\bar{n}x)[xh_n^{(1)}(x)]'' - h_n^{(1)}(x)[\bar{n}x j_n(\bar{n}x)]''} \]  \hspace{1cm} (A.3.3)

where,

\( a = \) radius of the sphere,
\( \lambda = \) the wavelength in vacuum,
\( j_n = \) the spherical Bessel function of order \( n \),
\( h_n = \) the spherical Hankel function of order \( n \),
the relative refractive index, \( \bar{n} = n_1/n_2 \), where
\( n_1 = \) complex refractive index of the particle,
\( n_2 = \) refractive index of the surrounding media,
the relative permeability, \( \bar{\mu} = \mu_1/\mu_2 \), where
\( \mu_1 = \) complex relative magnetic permeability of the particle,
\( \mu_2 = \) complex relative magnetic permeability of the surrounding media, and
the size parameter, \( x = 2\pi n_2 a/\lambda \).

The primed terms indicate differentiation of the functions with respect to their arguments. Thus \( a_n \) and \( b_n \) include the particle size, permittivity, and permeability [49]. Since \( a_n \) and \( b_n \) tend to zero
as $\tilde{n}$ approaches unity, it follows that the scattered field tends to be zero if there were no particle present.

With regard to the definition described in Section 2.9.1, one can calculate the extinction cross section,

$$P_{\text{ext}} = \frac{W_{\text{ext}}}{I_i} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n + 1) R\text{e}(a_n + b_n)$$  \hspace{1cm} (A.3.4)

where,

$$W_{\text{ext}} = \frac{1}{2} \text{Re} \int_{0}^{2\pi} \int_{0}^{\pi} (E_{i\phi} H_{s\theta}^* - E_{s\theta} H_{i\phi}^* + E_{s\phi} H_{i\theta}^*) r^2 \sin \theta \delta \theta \delta \phi.$$ 

With regard to the description in Section 2.9.3, the scattering cross section is,

$$P_s = \frac{W_s}{I_i} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n + 1) (|a_n|^2 + |b_n|^2)$$  \hspace{1cm} (A.3.5)

where,

$$W_s = \frac{1}{2} \text{Re} \int_{0}^{2\pi} \int_{0}^{\pi} (E_{s\phi} H_{i\theta}^* - E_{i\theta} H_{s\phi}^*) r^2 \sin \theta \delta \theta \delta \phi.$$ 

Furthermore, the absorption cross section can be calculated by subtracting (A.3.5) from (A.3.4). As was explained in Figure 2.7, the scattering off of a particle depends on the size $a$, relative permittivity $\epsilon_r$ and hence, the refractive index $n$, as is shown in (A.3.2) and (A.3.3) [36]. In this dissertation, the Mie code was used from ScattPort.org [110].

### A.4 Fundamentals of different computational EM methods

#### A.4.1 FEM

Finite Element Method solves the scattered field problem in frequency by discretizing the Helmholtz wave equations:

$$\nabla^2 E + k^2 E = 0$$  \hspace{1cm} (A.4.1)

$$\nabla^2 H + k^2 H = 0$$  \hspace{1cm} (A.4.2)
where,
\[
k^2(r) = \omega^2 \varepsilon(r) \mu(r) / c^2.
\]  
(A.4.3)

The material property is incorporated by (A.4.3). The general idea is to solve the Helmholtz equations in free space such that the fields satisfy the boundary conditions:

- The tangential field components are continuous across the surface of the particle and
- The fields decays into the far field no slower than $1/r$ for large $r$.

The entire sub-domain is discretized in a smaller mesh domain, often with a tetrahedral shape. The E and H fields are approximated in each element by a local function. In the simulations of this dissertation, only the scattered electric field was computed and superimposed on the source field to evaluate the total field. Although it is hard to accommodate a spherical surface with tetrahedral shaped elements, one can achieve enough accuracy with sufficiently small size. Often times, more elements are inserted where there are larger field gradients. For example, at and near the sharp nanoscale probe, in between the tip and particle, and nearby regions the elements are denser, as was shown in Figure 4.7.

In FEM, the analysis takes place in an unbounded media. Since conducting numerical simulation in infinite region is unrealistic, the computation domain needs to be limited in size, while large enough, to accommodate the structure of interest. To restrict the computation into a finite time, the domain needs to be truncated by a specialized boundary condition, which absorbs the impinging wave without producing reflection; so that, the reflected wave off the computational boundary can not contaminate the results [49]. To achieve this goal, an artificial sub domain called perfectly matched layer (PML) is used. The major characteristics of PML are:

- It is a lossy medium, matched with the adjacent medium, to reduce any reflection from the interface.
- Both the propagating and evanescent wave should attenuate rapidly inside the medium, regardless of the angle, frequency, and polarization. [31]

At the outer side of PML, the scattering boundary condition is utilized to avoid the unwanted reflections, as was described in Section 4.2. This Scattering Boundary Condition is simply an absorbing
boundary condition to absorb the remaining unwanted reflection at the end of PML. PMLs, as the name suggests, were defined with the same properties as the adjacent media to absorb most of the incident wave. In this dissertation, PMLs are mostly absorbing in the radial direction, due to spherical geometries. PML provides good performance in a wide range of incident angles and is not particularly sensitive to the shape of the wavefront [59, 94].

A.4.2 Discrete dipole approximation (DDA)

The generic concept of DDA is that each particle is visualized as an assembly of finite array of cubic elements so that, the field can be calculated by evaluating the interaction with the incident field and the neighboring induced fields [49]. The DDA approach essentially treats the arbitrarily-shaped scatterer(s) as being composed of Rayleigh scatterers, i.e, polarizable dipoles stacked in a lattice formation, which usually is cubic. The dipoles not only react to the excitation from the incident field but also to the re-radiation from the other dipoles. DDA assumes the steady state condition and calculation are performed for one wavelength at a time [64].

A.4.3 Null-field method with discrete sources (NFM-DS)

With regard to the description in Section 2.10.1, in the NFM-DS, the internal field is calculated using the expansion of multiple discrete sources. This allows for the computation of the T-matrix for particles with high aspect ratios. Furthermore, the NFM-DS is not restricted to axisymmetric scatterers and also allows for particle-surface light scattering. With this method, the exact solution for a particle positioned on or in the vicinity a planar substrate can be attained [111].

A.5 Time required to melt a nanostructure: theoretical calculation

With regard to the description in Section A.6.1, the tightest beam size is 4 µm in diameter, and the power of that beam is 26 mW.

Therefore the beam intensity, 
\[
\frac{26 \times 10^{-3}}{\pi(2 \times 10^{-6})^2} = 2.07 \times 10^9 \text{ W/m}^2.
\]

According to Jain et al. the absorption cross section of a 40 nm diameter gold nanoparticle is 2.93×10^{-15} m^2 at 528 nm wavelength of illumination [112].

Therefore, the power absorption by a 40 nm diameter AuNP is 2.07×10^9 \times 2.93 \times 10^{-15} =
volume of a 40 nm AuNP is \(\frac{4}{3}\pi(20 \times 10^{-9})^3\) m\(^3\);

and the density of gold is 19.3 \(\times\) 10\(^3\) Kg/m\(^3\).

Hence, mass of a 40 nm AuNP is 3.35 \(\times\) 10\(^{-23}\) \(\times\) 19.3 \(\times\) 10\(^3\) = 6.47 \(\times\) 10\(^{-19}\) Kg.

According to engineeringtoolbox.com, the specific heat of gold is 0.13 KJ/Kg K.

Which implies, heat required to completely melt a 40 nm AuNP is 0.13 \(\times\) 6.47 \(\times\) 10\(^{-19}\) = 8.41 \(\times\) 10\(^{-20}\) KJ.

Therefore, the time required to completely melt the sphere is \(\frac{8.41 \times 10^{-17}}{6.06 \times 10^{-6}}\) = 1.39 \(\times\) 10\(^{-11}\) s.

As was shown in Figure 2.12, the experimental procedure also took the time on the order of picoseconds.

Similarly, the calculation is repeated for a nanorod with an effective radius of 21.86 nm and an aspect ratio of 3.9 at 842 nm. The reported absorption cross section is 1.97 \(\times\) 10\(^{-14}\) m\(^2\) [112].

Therefore with regard to the power intensity of the laser, the energy absorbed by the nanorod is 2.07 \(\times\) 10\(^9\) \(\times\) 1.97 \(\times\) 10\(^{-14}\) = 4.08 \(\times\) 10\(^{-5}\) J

Considering the rod as a perfect cylinder, the volume is \(\pi \times (21.86 \times 10^{-9})^2 \times 85.25 = 1.28 \times 10^{-22}\) m\(^2\).

Given the density of gold, the mass of this rod would be 1.28 \(\times\) 10\(^{-22}\) \(\times\) 19.3 \(\times\) 10\(^3\) = 2.47 \(\times\) 10\(^{-18}\) Kg

The required heat to melt the rod is 3.21 \(\times\) 10\(^{-19}\) KJ.

Hence the time required to completely melt the rod is \(\frac{3.21 \times 10^{-16}}{4.08 \times 10^{-5}}\) = 7.88 picosecond.

### A.6 Experimental setup

#### A.6.1 Laser

A continuous wave solid-state green laser of 532 nm wavelength was used. This diode-pumped single mode laser uses a Fabry-Perot cavity. Its output power is 530 mW and generates a linearly polarized light, as was found in cnilaser.com. The laser uses a thermoelectric cooling mechanism.
A.6.2 Sample

The sample is a a known pattern, made on the indiam tin oxide (ITO) coated glass substrate. The pattern was created using electron beam lithography. The parameters are listed in Table A.6.1. The dwell times were automatically calculated by the software.

Table A.6.1: EBL parameters, used to create the drawn pattern on ITO layered glass substrate.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam energy</td>
<td>30 kV</td>
</tr>
<tr>
<td>Aperture</td>
<td>20 µm</td>
</tr>
<tr>
<td>Working Distance</td>
<td>7 mm</td>
</tr>
<tr>
<td>Beam Current</td>
<td>177.11 pA</td>
</tr>
<tr>
<td>Area Dose</td>
<td>300 µC/cm²</td>
</tr>
<tr>
<td>Line Dose</td>
<td>900 pC/cm</td>
</tr>
<tr>
<td>Area dwell time</td>
<td>0.000271 ms</td>
</tr>
<tr>
<td>Line dwell time</td>
<td>0.002033 ms</td>
</tr>
</tbody>
</table>

After the patterning was successful, the sample was washed in a PMMA developer, methyle isobutyle ketone. After about 60 seconds, the sample was washed in isopropanol to stop the solution process. With the help of a thermal evaporator, the gold rods were deposited on the sample. A gold pellet was heated resistively while the sample was held upside down above it; whereas the sample was held upside down by a clip where the gold was deposited in a controlled way.

The sample was attached to the holder firmly with screws during laser illumination. Under the AFM stage, three poles with magnets attached to their ends hold the sample tightly. To achieve the sample’s proper position, the poles’ vertical movement were controlled. The AFM camera was used to focus the laser beam (where the spot size was smallest), and external camera was used to make sure that the sample is at same distance.

A.6.3 Optical path

As can be seen from the optical diagram, the laser was followed by a half wave plate and polarizer. This arrangement was made to control the power. The filter was used to cut off the optical path, whenever necessary. The half wave plate, as it changes the direction of polarization, rotates the linearly polarized beam to let the desired power flow through the polarizer. If the half wave plate is rotated by \( \theta \), the polarization will rotate \( 2\theta \). The unused power was directed outward and safe-
guarded from the user. The assembly was necessary because the power was too high for an absorber filter, and the optical fiber used can sustain only up to 300 mW.

The 20x objective focuses the beam such that most of the power fits inside a polarization maintaining optical fiber (OF) core. This refractive objective was coupled with the OF with an efficiency around 30%, because the core of the optical fiber was only 3µm and the beam needed to be aligned either with the fast or slow axis of the OF. A single mode fiber cleans the beam so that it behaves more like a pure Gaussian beam. The collimator was connected to a hollow tube, which was held by a three-axis stage to have better control in all three axes for proper alignment with the AFM. A beam splitter, which nominally transmits 30% of the beam and reflects 70%, was placed following the collimator.

![Optical diagram of the laser system](image)

Figure A.6.1: Optical diagram of the laser system of the project: Nanorod melting. Figure Courtesy: Carlos A. Jarro.

![Graphs of reflectance and transmittance](image)

Figure A.6.2: (a) Reflectance and (b) transmittance of the beam splitter, used in the setup. Since the operating wavelength was 532 nm, the transmission was 15% for S-polarization. Figures from Thorlabs.com.
However, polarization needed to be vertical with respect to the beam splitter. For the P polarization there would be a component parallel to the beam splitter axis. With any other polarization except S, more light will pass through. With regard to the blue line of Figure A.6.2 (b), the 15% light was measured through a photovoltaic power sensor. Following the splitter, a 10x objective was placed. The sample was not precisely at the focal point, and the working power at the sample was around 20~27 mW.

A.7 Results of nanorod deformation under CW laser

With regard to the experimental setup, described in Section A.6.2, an array of nanorods was patterned on an ITO-glass substrate. As can be seen from Figure 7.1(a), the rods were arranged in such a way that one set of rods may use the strong localized fields at the ends of other rods. The primary goal was to achieve structural deformation at the places where the field enhancement was strongest. However, Figure 7.1(b) suggests that the attempt of deformation was not successful. The reason might be the rate of heat absorption under a CW laser is insufficient to deform permanently. The experimental setup did not have enough provision and resource to accommodate a pulse laser, which might be able to melt the rods.

Figure A.7.1: (left) The nanorod structure before the laser illumination. (right) The nanorod structure after laser illumination. The CW laser illumination did not make any structural deformation.
Figure A.8.1: Cross sections of two unequal dimers on a glass substrate. Dimensions for longer rod: height 20 nm, width 58 nm, and length 136 nm. Dimensions for shorter rod: height 20 nm, width 50 nm, and length 85 nm. The gap between the rods is 30 nm. The polarization of the incident wave is TE (i.e. electric filed is aligned with the longitudinal axes). The red line shows the scattering cross section of the entire structure. Comparing the blue and green lines, the longer rod should absorb significantly more than the shorter rod close to 1 µm wavelength. The opposite combination can be achieved at around 665 nm.

A.8 Results of plane wave illumination on unequal dimers

The motivation of having two unequal rods on a substrate was that one rod should absorb more than the other at a given wavelength. Therefore, if the illumination wavelength was chosen such that it coincides with the absorption resonance peak of a specific rod, that rod should absorb significantly higher power than the other. Thus one may have a local heat source, and the unheated structure works as a heat sink. This structure should allow a way to understand the heat transportation between the two nanorods.

Figure A.8.1 shows preliminary results of two rods having 136 nm and 85 nm lengths, and sitting on a BK7 glass substrate. Near the resonance peak of the longer rod, the absorption cross section is almost eight times higher than that of the shorter rod. At this wavelength, the longer rod should get heated and transfer heat to its neighboring unheated shorter rod. Varying the gap between the two rods, one can comment on the comparative contributions of conduction and radiation in nanoscale heat transfer.
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