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ABSTRACT OF DISSERTATION

Utilization of Uncrewed Aircraft Systems Towards Investigating the Structure of the

Atmospheric Surface Layer

This study presents two approaches to investigate the surface-layer structure during
the morning transition using uncrewed aircraft systems. The first approach employs
three uncrewed aircraft systems- each equipped with a single multi-hole probe- si-
multaneously measuring horizontal transects were partnered with a fourth measuring
vertical profiles during two consecutive mornings as part of the 2017 Collaboration
Leading Operational Unmanned Aerial System Development for Meteorology and
Atmospheric Physics (CLOUDMAP) measurement campaign near Stillwater, Okla-
homa, U.S.A. Data were analyzed to extract time-dependent single-point statistics
of kinematic and thermodynamic variables from the uncrewed aircraft systems. In
addition, an approach is presented by which multi-point spatial statistics in the form
of auto- and cross-correlations could be calculated from the measurements.

The second approach employs two fixed-wing uncrewed aircraft systems simulta-
neously flying horizontal transects with a third rotorcraft uncrewed aircraft system
for vertical profiling during a limited deployment at the University of Kentucky North
Research Farm (UKNRF), Lexington, U.S.A. The first fixed-wing aircraft is equipped
with a custom-built multi-hole-probe-based vorticity probe. The configuration of the
vorticity probe allows the estimation of the velocity and small-scale velocity gradi-
ents. These gradients are employed to estimate the dissipation rate and vorticity
fields which can be used for identifying and characterizing the atmospheric boundary
layer structure. The second fixed-wing aircraft is equipped with a single multi-hole
probe used to resolve the advection velocity of coherent structures which can be used
to approximate the streamwise spatial flow field using frozen Taylor’s hypothesis.

The results from the first approach during CLOUDMAP campaign reflect dif-
ferences in the evolution of spatial statistics with altitude for each of the two days
at scales smaller than 500 m, despite very similar synoptic conditions. Conditional
averaging was also applied to identify the structure of sweep and ejection motions
and results revealed similarities to observations from canonical wall-bounded flow.
Whereas, the results from the UKNRF campaign reveal the ability of the vorticity



probe to estimate the dissipation rate flow field even though the spatial separation be-
tween the probes is much larger than Kolmogorov length scale. The mean dissipation
rate estimated from the vorticity probe showed good agreement with the dissipation
rate estimated based on Kolmogorov theory from the streamwise power spectrum.
Additionally, the instantaneous dissipation rate flow field had signatures, represented
by intermittent intense regions, associated with coherent structures which align with
similar signatures in the flow fields of the vorticity and virtual temperature fluctu-
ations. The observed structures have spatial length scales in the order of 200 m.
Additionally, the spatial extent of the detected coherent structures, as well as the
results from the conditional averaging of sweep and ejection events, imply that these
regions could correspond to either low-momentum streaks, that evolve to form the
legs of hairpin vortices, or the hairpin vortices legs. Finally, the observed average
flow structure of different atmospheric quantities during the three flights has charac-
teristics associated with coherent structures similar to what was observed previously
in the atmospheric surface layer and in canonical wall-bounded flows.

KEYWORDS: Coherent structures; Planetary Boundary Layer; Uncrewed Aircraft

Systems; Atmosphere; Turbulence; Atmospheric Stability
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Chapter 1 Introduction

The atmospheric boundary layer (ABL) is an important component of earth that

influences the living-beings by its dynamics in various imperceptible and perceptible

ways. The planetary boundary layer (also known as the atmospheric surface layer)

represents the lowest 10% of the ABL with direct interface with the earth’s surface

(Garratt, 1994; Bailey et al., 2019; Chu et al., 2019). Hence, this portion of the ABL

significantly affects the dynamics of the atmosphere given that the exchange of mass,

heat and momentum as well as the transport of anthropogenic and natural chemical

constituents occurs in this layer (Monin and Obukhov, 1959; Garratt, 1994; Liu and

Liang, 2010; Su et al., 2020; de Boer et al., 2022). This rapid exchange between the

earth’s surface and the troposphere through the surface boundary layer takes place

due to the turbulent transport within it(Brown and Roshko, 1974; Huang et al., 2009;

Marusic et al., 2010; Park et al., 2016; Bailey et al., 2019).

Furthermore, a significant contribution to this turbulent transport is carried out

through large-scale turbulent motions referred to as coherent structures (e.g., Brown

and Roshko, 1974; Gao et al., 1989; Robinson, 1991; Lu and Fitzjarrald, 1994; Huang

et al., 2009; Marusic et al., 2010; Park et al., 2016). Coherent structures are defined

as organized regions in the flow field with distinct characterizations that last for

observable periods (Barthlott et al., 2007). As noted by Wyngaard (2010), coherent

structures play an important role in the inertial cascade process. Large anisotropic

structures act as an intermediary in the extraction of kinetic energy from the mean
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flow, which is then transferred to smaller scales in the form of increasingly isotropic

motions. In flows bounded by a surface, coherent structures have been identified from

ramps in the temporal measurements, and early studies categorized them as either

sweeps or ejections (Gao et al., 1989, 1992). Sweeps are so called because they are

characterized by downward advection of high-speed fluid, whereas ejections are the

upward advection of low-speed fluid. Coherent structures of many forms have been

observed in various turbulent environments including experiments at laboratory scale

(Hunt and Morrison, 2000; Hutchins and Marusic, 2007; Hutchins et al., 2009), and

in atmospheric observations (Träumner et al., 2015; Lotfy and Harun, 2018; Lotfy

et al., 2019; Alcayaga et al., 2020) as well as in flow simulations like Large Eddy

simulation (LES) (Kim and Park, 2003; Kanda, 2006; Inagaki et al., 2012; Salesky

and Anderson, 2018; Jayaraman and Brasseur, 2021).

With that being said, it is critical to study the ABL elements (including coherent

structures) in detail to help better understand the physical and chemical processes

which impact the ABL. Due to the importance of this region in exchange processes,

such understanding will help in increasing the accuracy of weather and climate pre-

diction models, particularly at micro-meteorological scales. Hence, numerous efforts

have been invested toward understanding the physical and chemical processes in the

atmosphere through atmospheric observations of various parameters with key vari-

ables being the atmospheric pressure, temperature, moisture content, wind speeds

(Egger et al., 2002; Hobbs et al., 2002; Balsley et al., 2013; Witte et al., 2017; Bärfuss

et al., 2018; Rautenberg et al., 2018; Jacob et al., 2018; Barbieri et al., 2019; Bailey

et al., 2019; Boer et al., 2020), as well as suspended aerosol particle concentration
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(Kumar et al., 2008; Petzold et al., 2008; Larouche and Boyer-Villemaire, 2010), and

gas concentration (Wilson et al., 2010). These observations have been made using

numerous measurement techniques including in-situ measurement systems deployed

at the surface (Li et al., 2010; Wolfe and Lataitis, 2018), ground- or space-based re-

mote sensing systems such as light detection and ranging (lidar) and radar systems

(Wilczak et al., 1996; Engelbart et al., 2007; Shupe et al., 2008), and mobile mea-

surement platforms such as aircraft, tethered balloons, and unscrewed aerial systems

(UASs) (Bailey et al., 2020; de Boer et al., 2022). Each approach has strengths and

weaknesses that govern the suitability of the acquired measurements for studying

certain aspects of the dynamics of the atmosphere. Table 1.1 shows a summary of

these weaknesses and strengths.

Table 1.1 Strengths and weaknesses of different measurement approaches utilized in at-
mospheric research (Bonin et al., 2012; de Boer et al., 2022).

Approach Strengths Weaknesses

Remote sensing
• Continuous operation
• Provide volumetric infor-

mation
• Operation requires limited

labor intervention (main-
tenance and data gather-
ing)

• Uncertainties associated
with the measurement
principle

• Radar: challenging to col-
lect data under clear air
conditions

• Lidar: measurements af-
fected by the cloud cover

• Expensive

Fixed In-situ
(Tower measure-
ments)

• Operation requires limited
labor intervention (main-
tenance and data gather-
ing)

• Continuous operation

• Measurements heights are
usually limited to several
meters above the ground
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Mobile in-situ
(Radiosondes ad
dropsondes)

• Operation requires limited
labor intervention (main-
tenance and data gather-
ing)

• Can be used for profiling
the atmosphere

• Fails to provide spatiotem-
poral information on the
atmospheric properties

Crewed aircraft
• Provides spatiotempo-

ral information on the
atmospheric properties

• Limited measurement pe-
riods

• Labor intensive
• Expensive to deploy
• Cannot operate in haz-

ardous environments;
including severe weather
conditions and at low
altitudes

Tethered balloons
• Measure the profile of

atmospheric properties
through the lower part of
the atmosphere (1-2km)

• Labor intensive
• Limited measurement pe-

riods
• Incapable of captur-

ing location-dependent
gradients

• Cannot operate in severe
weather events

UASs
• Provide data at high spa-

tiotemporal resolution
• Relatively low-cost
• flexibility in measurement

location
• Can operate close to the

surface and in remote ar-
eas

• Labor intensive
• Limited measurements pe-

riods
• Except in special cases,

cannot operate severe
weather conditions

• Subject to regulatory re-
strictions

The advantages of UASs over traditional measurement systems has led to the

rapid increase in their commercial development and increased the interest in finding

new uses for them in diverse areas of atmospheric research. Important for the present
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study, a UAS can traverse spatially through the flow over time scales faster than

atmospheric time scales, allowing it to obtain a snap-shot of the turbulence structure

along the flight path. In addition, due to their lower cruising speed (between 10 m s−1

and 30 m s−1) compared with crewed aircraft (between 50 m s−1 and 200 m s−1),

UASs have the ability to acquire measurements with higher spatial resolution with

the same sampling rate (Bärfuss et al., 2018; Zhou et al., 2018; Barbieri et al., 2019).

Hence, UASs have been increasingly explored for research sampling thermodynamic

and kinematic variables associated with atmospheric turbulence (Egger et al., 2002;

Hobbs et al., 2002; Balsley et al., 2013; Witte et al., 2017; Rautenberg et al., 2018;

Bärfuss et al., 2018; Jacob et al., 2018; Barbieri et al., 2019; Bailey et al., 2019). Here,

we show the ability of UASs to be used for the characterization of ABL structure and

the identification of coherent structures. For this purpose, we present two approaches;

the first approach compiles single- and multi-point statistics using data from multiple

UASs, each equipped with a single multi-hole probe flying simultaneously whereas

the second approach employs a single UAS equipped with a custom multi-hole-probe-

based vorticity probe that is capable of measuring velocity gradients over small scales.

The remainder of the dissertation is organized as follows: Chapter 2 acts as a

literature review addressing different topics relevant to the current study; Chapter 3

highlights the literature gap and the contribution of this dissertation toward bridging

that gap. Chapter 4 presents a description of the procedures used to extract wind

velocity from multi-hole probe measurements from a UAS; Chapter 5 presents an ap-

proach that was developed and used to minimize the biases in the multi-hole probe-

based wind measurements which was extracted from work published in Al-Ghussain
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and Bailey (2021); Chapter 6, extracted from our published work in (Al-Ghussain

and Bailey, 2022), demonstrates the ability of UASs to characterize coherent struc-

tures in the ABL using multiple UASs flying simultaneously; Chapter 7 describes

the development of a novel vorticity probe and discusses measurements conducted

using the probe and their relevance to coherent structure investigations; and finally

in Chapter 8 we summarize the main findings and conclusions. Since major parts of

this dissertation are extracted from published work, readers may encounter different

nomenclature. To ease the understanding of the dissertation, we define nomenclature

the first time they appear.

Copyright© Loiy Al-Ghussain, 2023.
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Chapter 2 Background and Literature Review

2.1 Atmospheric Stability

The characteristics of the atmospheric boundary layer (ABL) are closely linked to

atmospheric stability, which is strongly influenced by solar radiation. Throughout a

typical day, the stability of the ABL is affected by the diurnal cycle which produces

either stable, convective, or neutral conditions within the ABL. At night, and with

the absence of solar radiation, the ABL is characterized by stable conditions due

to surface temperatures cooling through radiation and thereby becoming lower than

the temperature of the atmosphere. The result is more dense air being located near

the surface, with less dense air above it. As a result, the main source of turbulent

production during the night becomes mechanical production (i.e. production due to

wind shear), with the stable density gradients acting as a sink to turbulent energy

(Hogan et al., 2009; Wood, 2012). During the day the solar radiation heats up the

surface and creates a positive buoyancy production due to the air becoming less dense

near the surface, with a result that unstable conditions form which enhance turbulent

mixing (Oke, 2002). Finally, an ABL with high wind speeds or during the transition

between stable and convective conditions can act as a neutral ABL. During neutral

conditions, the air density near the surface is in equilibrium with the density above it,

and the only source of turbulent production is that of mechanical production (Banta

et al., 2006; Angevine, 2008; Tuononen et al., 2017; Manninen et al., 2018; Tian et al.,
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2020).

Different parameters have been developed to assess the stability degree of the

flow, such as bulk Richardson number and Monin—Obukhov length scale (Mohan

and Siddiqui, 1998). Richardson number is defined as a dimensionless ratio between

buoyant turbulence production and mechanical turbulence production. A critical

Richardson number (often identified as being near 0.25) is considered as the stability

threshold. For example Richardson numbers below 0.25 are considered unstable, and

those above 0.25 are considered stable (Galperin et al., 2007). The Monin—Obukhov

length scale is a ratio between the buoyant turbulence production and mechanical

turbulence production which produces a dimension of length, and is usually employed

to scale the depth of the boundary layer. Typically, positive Monin-Obukhov length

scales reflect stable conditions, while negative values reflect unstable conditions, and

infinite length scales reflect neutral conditions (Foken, 2006).

2.2 Atmospheric Surface-Layer Structure

Laboratory investigations of coherent structures that populate in canonical smooth-

walled, neutrally stable, zero-pressure-gradient turbulent boundary layers have con-

nected them to correlated vertical and horizontal velocity perturbations referred to

as “sweeps” and “ejections”, previously identified as the key drivers of turbulence

production and transport (Willmarth and Lu, 1972; Blackwelder and Kaplan, 1976;

Robinson, 1991). Recent studies have also outlined that a hierarchy of coherent

structures exists (Adrian, 2007; Jiménez, 2011) in canonical wall-bounded flow: sub-

layer streaks (Kline et al., 1967); hairpin vortices (Head and Bandyopadhyay, 1981);
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large-scale motions (LSMs) (Kim and Adrian, 1999; Guala et al., 2006; Balakumar

and Adrian, 2007) attributed to self-organization of hairpin vortices into packets

(Adrian et al., 2000; Ganapathisubramani et al., 2003; Tomkins and Adrian, 2003;

Hutchins et al., 2005) and very-large-scale motions (VLSMs) or superstructures (Kim

and Adrian, 1999; Tomkins and Adrian, 2005; Guala et al., 2006; Balakumar and

Adrian, 2007; Hutchins and Marusic, 2007; Monty et al., 2007, 2009). Spectral anal-

ysis of LSMs and VLSMs indicates that they make a non-negligible contribution to

turbulence kinetic energy and Reynolds stress production (Guala et al., 2006; Balaku-

mar and Adrian, 2007), which distinguishes them from the inactive motions proposed

by Townsend (1976).

The ABL is a non-canonical wall-bounded flow due to its non-stationarity as tran-

sitions between stable and unstable convective behavior caused by the diurnal changes

in surface surface temperature and resulting heat flux between the surface and the

air. Even in the ABL, coherent structures in the form of near-surface organized eddies

with anisotropic turbulence characteristics are frequently observed (Drobinski et al.,

2004) and verified as characteristic of the large-scale turbulence (Paw et al., 1992;

Boppe et al., 1999; Krusche and De Oliveira, 2004). Specifically, signs of hairpin vor-

tices have been observed in the ABL at low altitudes in a consistent way (Hommema

and Adrian, 2003; Li and Bou-Zeid, 2011; Oncley et al., 2016; Heisel et al., 2018).

These coherent structures, despite being poorly defined, have been cited as being re-

sponsible for up to 75% of the turbulent fluxes in the atmospheric surface layer (Gao

et al., 1989) although a wide range of values have also been cited including, 40% (Lu

and Fitzjarrald, 1994), 60% (Drobinski et al., 2004), 30% (Feigenwinter and Vogt,
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2005) and 30–70% (Barthlott et al., 2007).

There has been evidence suggesting that the hierarchy of structures in the ABL

could contain some of the same elements as that of canonical wall flows, including low-

speed streaks and super-structures (e.g., Träumner et al., 2015; Lotfy et al., 2019) and

persistent flow features in humidity patterns consistent with LSMs (Froidevaux et al.,

2012). Low-speed streaks have also been found to form under neutral, slightly stable,

and unstable conditions (e.g., Etling and Brown, 1993; Moeng and Sullivan, 1994;

Kim and Park, 2003). In the ABL, the streaks are described as organized regions

of low momentum stretched in the streamwise direction with streamwise length of

500 m to 2000 m and spanwise width of 100 m to 200 m (e.g., Moeng and Sullivan,

1994; Kim and Park, 2003; Newsom et al., 2008; Iwai et al., 2008; Alcayaga et al.,

2020). The formation of these streaks is still under debate where some scholars

(e.g., Dennis and Nickels, 2011; Lee et al., 2011; Baltzer et al., 2013) are in favor

of mechanical origin (generating from the distortion of the Reynolds stresses by the

mean wind shear near the surface) whereas others (e.g., Bailey et al., 2008; Bailey and

Smits, 2010) are advocates of their formation through dynamic instability. These low-

momentum regions have been connected to LSMs and VLSMs (Thomas and Foken,

2007; Horiguchi et al., 2012; Eder et al., 2013; Dias Júnior et al., 2013) with LSMs

having time scales on the order of 15 s to 40 s whereas VLSMs have time scales

between 60 s and 140 s. These streaks play a significant role in the transport of

low-momentum fluid away from the surface (i.e. ejection events). They have also

been found to cause an inflection in the velocity fluctuations profile in the streamwise

direction which creates a localized region of intense vorticity that is then stretched by
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the streamwise mean wind speed and lifted by the vertical velocity to form hairpin

vortices. As a consequence of mass conservation the ejection event is followed by a

sweep event that transfers the high-speed fluid toward the surface (Harun and Reda

Lotfy, 2019).

There is also evidence that the boundary-layer stability can alter the organization

of coherent structures. For example, their inclination angle (in the streamwise-wall-

normal plane) is typically related to the vertical velocity gradient (Liu et al., 2017;

Lotfy and Harun, 2018; Liu et al., 2019). Under neutral conditions in the laboratory,

the inclination angle of these structures (typically determined through multi-point

correlations) has been measured to be 12◦. When measured under different stability

conditions, this angle has been observed to be 15◦ under stable conditions and between

10◦ to 56◦ under unstable (convective) conditions (Chauhan et al., 2013; Lotfy and

Harun, 2018; Salesky and Anderson, 2018; Lotfy et al., 2019). Additionally, it has

been found that the stability of the ABL affects the signature of coherent structures

within time series measured at a point in space (Krusche and De Oliveira, 2004;

Barthlott et al., 2007). Under stable conditions, the time series of velocity contain

either a gradual decrease followed by a sudden increase or a fast increase followed by a

gradual decrease (Krusche and De Oliveira, 2004; Barthlott et al., 2007). Conversely,

under unstable conditions, coherent structures appear in the velocity time series as a

ramp of slow and almost constant increase with a quick return to baseline level (Chen

Michael D.; Black, T. Andrew; Lee, Xuhui, 1997).

In addition, the ABL has also been found to contain additional large coherent

motions in the form of convective rolls on the order of several kilometres (e.g., Kelly,
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1982; Etling and Brown, 1993; Weckwerth et al., 1997; Drobinski et al., 1998; Weck-

werth et al., 1999; Salesky et al., 2017; Chow et al., 2019). These structures are

developed in the presence of both buoyant and mechanical production under moder-

ate convective conditions and high Reynolds numbers (Sikma et al., 2018) where the

formation of these rolls have also been described as being analogous to the forma-

tion of the smaller-scale low-speed streaks (LeMone, 1973; Etling and Brown, 1993;

Weckwerth et al., 1997, 1999; Jayaraman and Brasseur, 2021).

2.3 Uncrewed Aircraft Systems in Atmospheric Research

The need for dense spatio-temporal observations within the ABL has been highlighted

by several researchers and national reports (e.g., National Research Council, 2007,

2009; National Academies of Sciences; Engineering and Medicine, 2018; Greene, 2022;

Abraham and Hong, 2022) with dense observations required for investigating and

characterizing coherent structures (Abraham and Hong, 2022). To address this need,

UASs have been identified due to their potential for acquisition of high-resolution

spatio-temporal observations (Chilson et al., 2019; McFarquhar et al., 2020; Pinto

et al., 2021). Uncrewed aircraft systems can also bridge the data-gap which exists

between the upper bound of ground-based measurements and lower bound of crewed-

aircraft, provide longer and more controlled observations than tethered balloons and

radiosondes, and can cover larger spatial domain (Adkins et al., 2020).

Uncrewed aircraft systems can be divided into two categories: fixed-wing and mul-

tirotor aircraft. Although not limited to these roles, fixed-wing aircraft are typically

better suited to horizontal profiling (or ‘transects’) whereas multirotor aircraft are
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usually employed vertical profiling. This is due to the multirotor aircraft’s ability to

operate in confined places, and ability to be programmed to acquire measurements

by hovering at a certain location or fly continuously along a trajectory at a speed

selected to provide a specified spatial resolution. Such characteristics enable mea-

surements in challenging locations such as within urban environments (Adkins et al.,

2020) or complex topography. Additionally, multirotor aircraft are often better able

to maintain position in gusty conditions than fixed-wing aircraft making operation

of multirotor aircraft in these conditions easier (Loxton et al., 2008; Watkins et al.,

2010). However, multirotor aircraft have lower endurance than fixed-wing aircraft

(which can operate for up to several hours) (Adkins et al., 2020; González-Rocha

et al., 2020; Bailey et al., 2020; Al-Ghussain and Bailey, 2022) and can carry less

payload, which often limits their sensing ability (Greene, 2022). Fixed-wing aircraft

tend to be more flexible in capabilities, being used to acquire observation at a high

temporal and spatial resolution over both vertical or horizontal trajectories and at

both high (Curry et al., 2004; Cassano et al., 2010; Knuth and Cassano, 2014; Kral

et al., 2018) and low altitudes (Ramanathan et al., 2007; van den Kroonenberg et al.,

2008; Houston et al., 2012). When employed together, fixed-wing UASs can char-

acterize a region more broadly, allowing multirotor UASs to focus on specific areas

of interest for vertical profiling if needed (Barbieri et al., 2019; Adkins et al., 2020;

Al-Ghussain and Bailey, 2022). Such hybrid operation increases the value of the col-

lected observations by providing superior spatio-temporal resolution (Adkins et al.,

2020).

As a result, UASs have been employed extensively in various applications in at-
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mospheric research over the last decade. To do so, UASs have been equipped with

many different sensors to measure pressure (Barbieri et al., 2019), temperature (Brosy

et al., 2017; Higgins et al., 2018; Barbieri et al., 2019), relative humidity (Brosy et al.,

2017; Barbieri et al., 2019), atmospheric composition (Corrigan et al., 2008; Schuyler

et al., 2019), and wind speed and direction (Barbieri et al., 2019; Al-Ghussain and

Bailey, 2021, 2022) sensors. For instance, UASs have been used for investigating the

evolution and structure of the ABL (e.g., van den Kroonenberg et al., 2007, 2008;

Cassano et al., 2010; Bonin et al., 2013; Lothon et al., 2014; Wildmann et al., 2015;

Bärfuss et al., 2018; de Boer et al., 2018; Kral et al., 2018; Bailey et al., 2019). Fur-

thermore, UASs have been utilized to investigate turbulence (Mansour et al., 2011;

Balsley et al., 2013; B̊aserud et al., 2016; Witte et al., 2017; Calmer et al., 2018;

Bailey et al., 2019) and cloud microphysics (Ramanathan et al., 2007; Roberts et al.,

2008). Both horizontal (Al-Ghussain and Bailey, 2022) and vertical measurements

have been conducted (Bonin et al., 2013; Wainwright et al., 2015; Al-Ghussain and

Bailey, 2022) in different environments such as the ABL over forests and other vege-

tation (Daida et al., 1994; Reuder et al., 2016; Brosy et al., 2017; Prior et al., 2020;

Li et al., 2021), near wind turbines (Adkins and Sescu, 2017, 2018; Prudden et al.,

2018), within the marine (Jonassen et al., 2012; Cook et al., 2013; Jonassen et al.,

2015) and urban boundary layers (Adkins et al., 2020; Guimarães et al., 2020). Addi-

tionally, UASs have been used to study the meteorology of remote areas in the Arctic

and Antarctic (Loxton et al., 2008; Mayer et al., 2012; Knuth et al., 2013; Cassano,

2014), analyze different surface fluxes (Reineman et al., 2016; Lee, 2017; Wang et al.,

2019), study extreme weather events like hurricanes and tropical cyclones (Cione

14



et al., 2016, 2020) and near supercell thunderstorms (Elston et al., 2011). UASs have

also been employed to monitor aerosol, and gas traces (Mayer et al., 2012; Schuyler

and Guzman, 2017; Schuyler et al., 2019; Chiba et al., 2019; Inoue and Sato, 2022;

Vinković et al., 2022) including near hazardous events like volcanic eruptions (Pieri

et al., 2017) or gas leaks (Nathan et al., 2015) and investigate the ABL during natural

events such as a solar eclipse (Bailey et al., 2019). Moreover, UASs have been used to

enhance the performance of weather prediction models by feeding them with real time

or near-real time observations (Ramanathan et al., 2007; van den Kroonenberg et al.,

2008; Glasheen et al., 2019; Leuenberger et al., 2020). This increasing interest in

UASs for atmospheric research has been motivated by a rapid increase in commercial

airfame development and a corresponding decrease in sensor weight and cost.

2.4 Atmospheric Wind Measurements

The most common atmospheric properties acquired by UASs are pressure, temper-

ature, relative humidity, and wind (Egger et al., 2002; Hobbs et al., 2002; Balsley

et al., 2013; Witte et al., 2017; Bärfuss et al., 2018; Rautenberg et al., 2018; Jacob

et al., 2018; Lotfy and Harun, 2018; Lotfy et al., 2019; Barbieri et al., 2019; Bailey

et al., 2019; Boer et al., 2020; Alcayaga et al., 2020). Although the scalar quantities

are relatively straightforward to acquire, obtaining all three components of the wind

velocity vector is complicated by the presence of the continual translation and rota-

tion of the measurement platform. This has resulted in different approaches being

developed to determine the wind vector (Shevchenko et al., 2016; Rautenberg et al.,

2018; Suomi and Vihma, 2018; Laurence and Argrow, 2018; Hemingway et al., 2020;
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Thielicke et al., 2021): direct measurement using on-board wind-measuring instru-

mentation and subtraction of the aircraft kinematics (Cassano et al., 2016; Suomi and

Vihma, 2018); indirect measurement using the attitude and position data recorded

by the inertial measurement unit (IMU) and GPS, respectively (Suomi and Vihma,

2018); using both techniques in a complementary approach (Rautenberg et al., 2018);

or through calibration of the aircraft’s kinematic and dynamic response to the wind

(González-Rocha et al., 2020).

Various types of wind-measuring instruments have been employed on multirotor

aircraft including hot-wire anemometers (Wolf et al., 2017; Cuxart et al., 2019; Molter

and Cheng, 2020; Thielicke et al., 2021), sonic anemometers (de Boisblanc et al., 2014;

Palomaki et al., 2017; Nolan et al., 2018; Shimura et al., 2018; Barbieri et al., 2019;

Thielicke et al., 2021; Reuter et al., 2021), multi-hole probes (Prudden et al., 2018),

vane anemometers (de Boisblanc et al., 2014), solid-state anemometers (Bruschi et al.,

2009, 2016), microelectromechanical systems (MEMS) (Simon et al., 2022) and lidar

systems (Vasiljević et al., 2020). Fixed-wing aircraft are usually equipped with either

hot-wire anemometers (Canter, 2019) or multi-hole probes (Barbieri et al., 2019; Al-

Ghussain and Bailey, 2021, 2022). Broadly speaking, wind measurements taken by

sensors like sonic anemometers, single- and multi-hole pressure probes, and hot-wires

tend to have higher temporal (and hence spatial) response (Suomi and Vihma, 2018)

with multi-hole pressure probes frequently used (van den Kroonenberg et al., 2008;

Spiess et al., 2007; Thomas et al., 2012; Elston et al., 2015) due to their high sam-

pling frequency, lightweight, simplicity, accuracy and almost linear relation between

pressure and velocity at large flow velocities (Suomi and Vihma, 2018). More impor-
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tantly, multi-hole probes are able to resolve all three wind velocity components. The

simplest multi-hole probe capable of resolving all three velocity components is the

five-hole probe, composed of five holes arranged symmetrically on a semi-spherical

or conical tip. When the wind velocity is oriented in different directions relative to

the probe axis, each hole converts a different proportion of the dynamic pressure to

stagnation pressure, allowing the dynamic pressure and direction to be determined

using laboratory calibration of the probe’s directional response.

The use of five-hole probes in UASs measurements has evolved from their em-

ployment in crewed aircraft measurements (Lenschow, 1970, 1972). As with crewed

aircraft, UASs fly at velocities up to an order of magnitude greater than the wind

velocity, hence their usage can be very sensitive to small errors in calibration and

probe alignment (Suomi and Vihma, 2018; Laurence and Argrow, 2018). Further-

more, accurate position and orientation determination usually require very accurate

orientation information (e.g. obtained through the use of dual-antenna combination

GPS/IMU units) and accurate time-stamping of the data is critical to align sensor and

flight data. Hence, it is vital to minimize the impact of unidentified and unquantified

biases introduced during wind velocity measurement which result in contamination

of the wind signal by the aircraft velocity.
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2.5 Dissipation Rate Measurements in the Atmospheric Boundary Layer

The turbulent kinetic energy is a measure of the intensity of the turbulence and is

defined as

k =
1

2
⟨uiui⟩ (2.1)

where summation index notation is employed, ⟨ ⟩ indicates an averaging process, and

ui are the Cartesian components of velocity fluctuations which themselves are defined

using a process referred to as Reynolds averaging

ui = Ui − ⟨Ui⟩. (2.2)

Here Ui are the components of the time-dependent Cartesian wind velocity vector.

The turbulent kinetic energy (k) balance (also referred to as the turbulent kinetic

energy budget) for the ABL is commonly described as

∂k

∂t
= A+ P +B + Tr − ε (2.3)

where A is advection of k by the mean wind, P is mechanical (i.e. shear-driven)

production of k, B is buoyant production of k and Tr is transport of k by turbulent

motion. The final term is the viscous dissipation rate, which can be found from

ε = ν

〈(
∂ui
∂xj

)(
∂ui
∂xj

+
∂uj
∂xi

)〉
(2.4)

with xj the Cartesian components of the spatial direction vector. This equation shows

that the viscous dissipation rate is the interaction of small-scale velocity gradients

with kinematic viscosity, ν. This term reflects the rate of conversion of the turbu-

lence’s kinetic energy into heat. Thus ε, characterizes the rate of energy transfer is
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important for meteorology (Banakh et al., 1999). Kolmogorov (1941) showed that

at intermediate (referred to as inertial) scales the energy transfer from large-to-small

scale eddies is also described by ε resulting in the relationship

E(κ) = αε2/3κ−5/3 (2.5)

with the eddy size described by the wavenumber, κ = 2π/λ, kinetic energy content

at κ given by E and α a constant. The eddy wavelength is given by λ and Equation

2.5 is valid when 1/L << 1/λ << 1/η, where L describes the wavelengths of the

most energetic turbulent eddies and η describes the wavelengths at which dissipation

occurs due to the process described by Equation 2.4.

In atmospheric turbulence, the Reynolds number is very high, resulting in a large

separation between L and η making Equation 2.5 valid over most turbulent scales

of interest in micrometeorology. Hence, the quantity ε is often used as a measure

of turbulence intensity, particularly measurements of k are difficult to obtain in the

non-stationary atmosphere due to the length of time required to obtain statistical

convergence at the time scales corresponding to L.

There are established methods for estimating ε, which can be categorized into

direct and indirect approaches. In the direct approach, the turbulent dissipation

rate can be estimated from equation 2.4, however, this is challenging as it requires

measuring all the velocity gradients in the three directions at very small separations.

To overcome this challenge, several approaches have been proposed to simplify the

estimation of the dissipation rate using the velocity gradients. For instance, assuming

the small-scale turbulence is homogeneous and isotropic, the dissipation rate can be
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estimated using one velocity gradient component (usually the streamwise component)

such that

ε ≈ 15ν

〈(
∂u1
∂x1

)2
〉
. (2.6)

The aforementioned approach is often used in laboratory studies employing measuring

devices (e.g. hot-wire probes) which can often only measure a single component of

velocity at a single location, but at high frequency. To obtain an approximation of the

velocity gradients from the time rate of change, Taylor’s frozen hypothesis is used to

transform the temporal gradient into a spatial one, specifically assuming x1 ≈ ⟨U1⟩t.

In the atmosphere, directional unsteadiness, precipitation and particulates make

measuring with hot-wire probes challenging and it is difficult to obtain the velocity

gradients at scales corresponding to η (approximately 1 mm). Therefore, the standard

approach to determine ε is usually indirectly, through assuming Equation 2.5 is valid

and obtaining by measuring E(κ) over a measurable range of scales. Furthermore,

as E(κ) is the three-dimensional wavenumber spectrum which cannot be measured

directly, it is usually evaluated in a single direction, E11(κ1), often from the frequency

spectrum of the streamwise component of velocity, F11(f), with the streamwise com-

ponent of the wavenumber vector, κ1, approximated using Taylor’s hypothesis such

that κ1 ≈ 2πf/⟨U1⟩. Using this estimated streamwise velocity spectrum, ε can be

estimated by identifying the range of κ1 which follows a −5/3 slope and fitting equa-

tion 2.5 to that portion of the spectrum (O’Connor et al., 2010; Wang et al., 2021).

For the one-dimensional spectrum α = 0.49 is often used, although other values have

also been employed. Note that this approach implicitly assumes Equation 2.5 is valid,
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which may not be true in many situations.

Different measurement techniques have been deployed to estimate ε. Frequently

these are measurements from sonic anemometers (Champagne, 1978; O’Connor et al.,

2010; Muñoz-Esparza et al., 2018; Bodini et al., 2019; Wildmann Nicola; Lundquist,

Julie K.; Bariteau, Ludovic; Wagner, Johannes, 2019) which have frequency response

on the order of 100 Hz. Hot-wire anemometers which have frequency response on

the order of 10 kHz are also used either on weather towers (Luce et al., 2019), on

tethered balloons (Frehlich et al., 2006; Lundquist and Bariteau, 2015; Lonardi et al.,

2022), on aircraft (Fairall et al., 1980) or on UASs (Lawrence and Balsley, 2013),

but the fragility of these sensors limit their use. Various remote sensing instruments

like wind profiling radars (Kantha and Hocking, 2011; McCaffrey et al., 2017) and

lidars (Banakh et al., 1999; O’Connor et al., 2010; Bodini et al., 2018; Wildmann

Nicola; Lundquist, Julie K.; Bariteau, Ludovic; Wagner, Johannes, 2019; Jiang et al.,

2022) have also been employed. Typically all these approaches use some variation of

Equation 2.5 to determine ε but, to a lesser extent, arrays of horizontal and vertical

in-situ measurements have also been deployed to measure the atmospheric velocity

gradients and are usually in the form of sonic anemometer (Carper and Porte-Agel,

2004) or hot-wire anemometer arrays (Freytag, 1978; Balint James M.; Vukoslavcevic,

Petar, 1991; Klewicki et al., 1995; Folz and Wallace, 2010). Recently, it has also

become increasingly viable to estimate ε from Equation 2.5 using observations from

multi-hole probes on UASs (Bailey et al., 2019).
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2.6 Vorticity Measurement in the Atmospheric Boundary Layer

As previously noted, coherent structures have been clearly identified in the ABL,

particularly through the use of arrays of sonic and cup anemometers (Segalini and

Alfredsson, 2012), sonic detection and ranging (sodar) (Drobinski et al., 1998; Pe-

tenko and Bezverkhnii, 1999), lidar (Froidevaux et al., 2012), and particle image

velocimetry (PIV) in controlled situations (Takimoto et al., 2011). Within the ABL,

turbulence structure is typically inferred from stationary (in-situ) measurement sys-

tems where coherent structures are associated with organized regions over time and

space observed in the wind and temperature measurement (Wilczak, 1984). However,

this usually requires the spatial distribution of wind to be inferred using Taylor’s

frozen-flow hypothesis, which is poorly realized at large scales, particularly within

non-stationary flow and subject to the diurnal stability cycle (Metzger and Holmes,

2008). This shortcoming can be overcome by using multiple synchronous measure-

ment systems at different locations (Ingenhorst et al., 2021). For instance, studies

examining coherent structures have employed multiple sonic anemometers (Sadani

and Kulkarni, 2001; Barthlott et al., 2007; Inagaki and Kanda, 2010; Liu et al., 2019;

Gu et al., 2019; Lotfy et al., 2019), single Doppler-lidar systems (Drobinski et al.,

2004; Träumner et al., 2015; Valldecabres et al., 2016; Alcayaga et al., 2020), dual

Doppler-lidar (Iwai et al., 2008; Newsom et al., 2008; Träumner et al., 2015; Alcayaga

et al., 2022) and hot-wire probes (Lotfy and Harun, 2018). Large-eddy simulation

(LES) has also been increasingly applied to the study of atmospheric-boundary-layer

turbulence (Inagaki et al., 2012), but due to the high Reynolds numbers of the ABL,
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LES cannot resolve the near-wall eddies and frequently relies on wall models. As

noted by (Senocak et al., 2007), such models can alter the arrangement of large-scale

coherent structures.

In general, coherent structures are organized large-scale regions of similar values

of vorticity which advect with the flow and evolve as a system (Hussain, 1983, 1986).

Vorticity, is a vector quantity used as a measure of angular velocity of the fluid at

a point in space and often defined as the curl of the local velocity vector. Hussain

(1983) implied that the coherence of turbulent structures is caused by the phase

organization within the vorticity fields. In sweep and ejection events, vorticity is

generated by the shear between the fast-moving fluid in the center of the event and

the slower-moving fluid on its edges. This shear creates the vorticity characteristic to

coherent structures (e.g. hairpin vortices Adrian, 2007; Hutchins and Marusic, 2007).

Similarly, studies like Carper and Porte-Agel (2004) suggest that a central core of

vorticity, surrounded by sweep and ejection events and a regional rise in shear stress

and scalar flux, are the signatures of hairpin vortices in the ABL.

The velocity components acquired at two or more spaced points are required to

derive different components of the vorticity vector, ωi following

ω1 =

(
∂U3

∂x2
− ∂U2

∂x3

)
(2.7)

ω2 =

(
∂U1

∂x3
− ∂U3

∂x1

)
(2.8)

ω3 =

(
∂U2

∂x1
− ∂U1

∂x2

)
(2.9)

The spacing between the measurement points used to find the gradient defines

the spatial resolution of the derived vorticity field. Some literature, such as He et al.
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(2002), state that the spacing should be close to η also referred to as the Kolmogorov

microscale, formally defined as

η =

(
ν3

ε

)1/4

, (2.10)

and indicating the approximate size of the smallest eddies of dynamical importance in

a turbulent flow. In contrast, other studies report the possibility of obtaining accurate

vorticity values from measurement points separated by as much as 6η (Vukoslavčević

et al., 1991). Whereas, Freestone (1988) suggested that the spacing between probes

should be 5-10 mm for their vorticity measurements in wind tunnels (which typically

can have values of η on the order of microns.

Most vorticity probes in laboratory flows use multiple hot-wire probes separated

by small distances from each other, with as many as 12 individual hot-wires located on

a single probe (Wallace John F., 1995); such configuration can be utilized for vorticity

measurements and hence often referred to as a 12-sensor vorticity probe even though

they are also able to measure velocity and velocity gradients. Notably, following

equation 2.4, the estimated velocity gradients acquired by a vorticity probe can be

used for dissipation rate estimation (Wyngaard, 1969; Andreopoulos and Honkan,

1996).

Kovasznay (1954) was the first to propose the use of vorticity probes for velocity

and vorticity measurements utilizing a 4-sensor hot-wire configuration and several

researchers have used this design for vorticity measurements in isotropic turbulent

flows (Kistler, 1952; Kastrinakis Helmut; Willmarth, William W., 1979; Kim and

Fiedler, 1989). Additionally, studies presented different modifications able to mea-
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sure one, two, or all three vorticity components. For instance, four (Vukoslavĉević

James M., 1981; Park and Wallace, 1993; Antonia Yonggang; Shafi, H. S., 1996), five

(Eckelmann Stavros G.; Brodkey, Robert S.; Wallace, James M., 1977), six (Kim and

Fiedler, 1989; He et al., 2002), nine (Balint James M.; Vukoslavcevic, Petar, 1991;

Vukoslavčević et al., 1991; Marasli P.; Wallace, James M., 1993; Vukoslavcevic James

M., 1996) and twelve sensors (Tsinober Eliezer; Dracos, T., 1992; Folz and Wallace,

2010) have all been developed. Even though hot-wire probes have the ability to ac-

quire wind speeds at a high temporal frequency they are fragile and difficult to handle

(Thielicke et al., 2021), making them difficult to use for atmospheric flows. On the

other hand, pressure probes are attractive alternatives that can be used for vorticity

measurements and Freestone (1988) presented the use of four Conrad yawmeters with

one pitot tube to measure the yaw vorticity in unsteady flow. However, many probe

configurations still require the spatial direction along the probe axis to be interfered

using Taylor’s hypothesis.

Copyright© Loiy Al-Ghussain, 2023.
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Chapter 3 Motivation and Objectives

Studying the characteristics of the ABL during the early morning transition from

stable, to neutral, to convective conditions provides an opportunity to examine its

structure throughout all phases of stability. In addition, in the early morning the ABL

frequently lacks complex boundary conditions such as clouds (Bange et al., 2007) and

shear-driven turbulence is dominant during this period (Lapworth, 2006; Angevine

et al., 2001; Beare, 2008) which makes it easier to study and describe the turbulence

characteristics during. There have been relatively few concerted UAS deployments

investigating the morning transition process (Bange et al., 2007; Bennett et al., 2010;

Wildmann et al., 2015; Higgins et al., 2018) and none of these studies (to the best

of our knowledge) have investigated the characteristics of the coherent structures in

the surface boundary layer during the morning transition.

In this work, we use different UAS configurations to investigate the organized

structure in the ABL. By conducting measurements during the morning transition,

we are able to examine changes to the structure associated with different stability

conditions. The first set of measurements were conducted using velocity measure-

ments conducted using a mutli-hole-probe and it was found that it was possible to

produced improved accuracy in these measurements through use of an a posteriori

correction. To obtain more detailed statistics about the structure of the turbulence,

a vorticity probe was developed which was able to resolve vorticity and dissipation

rate distributions. A second set of measurements was conducted which examined the
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structure of turbulence during morning transition using this new probe.

This thesis thus seeks to:

• Present the approach which was developed to minimize the impact of uniden-

tified and unquantified biases introduced during wind velocity measurements,

resulting in contamination of the wind signal by the aircraft velocity;

• Present results from the use of UASs to resolve the structure and evolution of

coherent structures which form during the morning transition;

• Describe the development and procedures for use of the new vorticity probe;

• Demonstrate the use of the vorticity probe on UASs for the detection and

characterization of coherent structures in ABL.

Copyright© Loiy Al-Ghussain, 2023.
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Chapter 4 The Multi-hole Probe Measurement Approach

This chapter and Chapter 5 are adapted from work published in Al-Ghussain and

Bailey (2021) which addresses improvements to multi-hole probe measurements made

with UAS by developing an optimization approach that minimizes the effect of aircraft

motion on the measurements of wind in the inertial frame.

Multi-hole probes are an adaptation of the common Pitot-static probe to allow

the determination of relative wind direction as well as magnitude. Widely used in

laboratory wind-tunnel studies of three-dimensional flow fields, they found use in

crewed-aircraft studies of atmospheric wind (Axford, 1968; Lenschow, 1972; Treaster

and Yocum, 1978) before being adopted for UAS use. Although configurations em-

ploying up to 17-holes have been developed the five-hole probe, being the simplest

and lightest multi-hole probe capable of resolving all velocity components, is most

commonly used on UASs. The arrangement of the normal vector of each plane of

the holes on the probe tip typically consists of a central hole with normal vector in

line with the probe axis, measuring pressure p1, and with the normal vector of the

remaining holes at an angle to the probe axis. Two holes measure the pressure at

opposing directions on the horizontal plane e.g. p2 and p3, with the remaining two

on opposite directions on the vertical plane, e.g. p4 and p5. Static pressure, ps is also

measured, either through a ring of holes oriented perpendicular to the probe axis, or

through an alternate pressure port. Wind tunnel calibrations are used to determine
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calibration coefficients, for example

CPyaw =(p2 − p3)/(p1 − p) (4.1)

CPpitch
=(p4 − p5)/(p1 − p) (4.2)

CPtotal
=(p1 − p0)/(p1 − p) (4.3)

p =(p2 + p3 + p4 + p5)/4, (4.4)

where p0 = 0.5ρ|U⃗m|2 + ps is the total pressure, ρ the density of the air and |U⃗m| the

magnitude of the relative air velocity vector U⃗m. During calibration p1, p2, p3, p4, p5

and ps are measured at different sideslip, β, and angle of attack, α, angles at known

p0. Depending on the specifics of the probe geometry, a unique set of coefficients

is recovered for each α and β combination up to some limit (referred to as the cone

angle) typically between 25◦ and 45◦ depending on the specifics of the probe geometry.

During measurement p1 − ps, p2 − ps, p3 − ps, p4 − ps, and p5 − ps are simultaneously

sampled and Cpyaw , Cppitch calculated for each sample. The known dependence of α,

β and Cptotal on Cpyaw , Cppitch from the calibration is then applied to determine α, β

and p0 which, when combined with a known ρ, provides the air velocity and direction

relative to the probe axis. After estimating α and β, the 3D wind speed measured

by the sensor can be found using

u =|U⃗m|/D (4.5)

v =|U⃗m|/(D × tan(β)) (4.6)

w =|U⃗m|/(D × tan(α)), (4.7)
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where u is the streamwise wind speed, v is the spanwise wind speed, w is the vertical

wind speed and D is calculated as,

D =
√

(1 + tan(α)2 + tan(β)). (4.8)

When implemented on a moving platform such as an aircraft, U⃗m is no longer the

wind velocity but is instead a combination of the aircraft and wind velocity vectors

[U⃗m]B = [U⃗ ]B − [U⃗s]B (4.9)

where U⃗s is the velocity vector of the sensor and U⃗ is the desired wind velocity

vector. We have also introduced the subscript B to indicate that these velocities are

in a body-fixed frame of reference, i.e. a coordinate system attached to the aircraft.

Due to the pitch, roll and yaw angles of the aircraft, Ω⃗ = [θ ϕ γ], or more specifically

their time rate of change ⃗̇Ω, U⃗s can experience additional velocity relative to the

aircraft velocity U⃗ac = [Uac Vac Wac] (Lenschow and Johnson, 1968) such that

[U⃗s]B = [U⃗ac]B + [⃗̇Ω × r⃗]B (4.10)

where r⃗ is the distance vector between the aircraft center of gravity and the measure-

ment volume on the probe.

Note that the desired quantity is [U⃗ ]I = [u v w], the wind velocity vector in the

Earth-fixed inertial frame of reference. Furthermore, U⃗ac is also typically measured in

the Earth-fixed inertial frame (e.g. through global positioning system) and therefore

a transformation matrix L⃗BI must be determined using the aircraft’s pitch (θ), roll

(ϕ), and yaw (γ) angles in the inertial frame. The velocity vector [U⃗ac]I along with θ,

ϕ, γ and their rates as required to build Ω⃗ and L⃗BI can be measured by an on-board
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inertial measurement unit and GPS, and are commonly provided by most autopilots

used for UASs operation. Thus, providing enough information to determine [U⃗ ]I from

[U⃗m]B.

However, as noted earlier, U⃗s is often an order of magnitude larger than the desired

U⃗ , making the process sensitive to an abundance of small biases. For example, the

procedure above assumes perfect alignment between the probe’s coordinate system

and the aircraft’s coordinate system. It also assumes that the Ω⃗ and L⃗BI are measured

at the aircraft’s center of gravity; that r is precisely known; that there are negligible

flow blockage effects in the wind tunnel calibration or from the aircraft fuselage; and

that all sensors are free of error. Although every effort can be made to minimize

these biases, they are unlikely to be removed completely. The result is that U⃗ is often

contaminated by U⃗s. This is most evident when L⃗BI , U⃗ac and Ω⃗ are changing rapidly.

To address the development of the correction approach described in Chapter 5.

Copyright© Loiy Al-Ghussain, 2023.
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Chapter 5 Approach for Minimizing Aircraft Motion Bias in Multi-Hole

Probe Wind Measurements

Here, we present an approach that can be implemented a posteriori to minimize

the impact of unidentified and unquantified biases introduced during wind velocity

measurement, resulting in contamination of the wind signal by the aircraft velocity.

In the following sections, we present a simple automated optimization that is designed

to identify and remove these biases and demonstrate that this approach improves the

wind estimate of an existing dataset.

5.1 Correction Procedure

5.1.1 Correction Procedure: Version 1

The net effect of the majority of biases can be summarized as influencing four pa-

rameters. Misalignment of probe and aircraft axes, calibration errors, and aerody-

namic distortion of the flow around the probe will introduce bias errors into the

time-dependent pitch, roll and yaw angles θ(t), ϕ(t) and γ(t), which relate the mea-

sured velocity vector in body-frame coordinates to the aircraft velocity vector. In

addition, calibration errors, transducer errors, and airframe aerodynamic effects (e.g.

airframe blockage and streamline deflection due to the generation of lift) can also

influence the direction of airflow relative to the probe as well as the magnitude of

the measured dynamic pressure Q(t) = 0.5ρ(t)|U⃗m(t)|2 relative to the true dynamic
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pressure. Note that the distortion of the flow may also depend on lift production of

the aircraft and therefore Q(t) may also include dependence on lift coefficient, which

is not considered in the version of the corrections described here. Finally, it is also

important for all sensor readings to precisely correspond to orientation readings in

time to allow precise removal of aircraft motion from measured relative air veloc-

ity. However, implementation of software and differences in sensor time response can

cause a delay between when probe measured velocity and aircraft measured velocity

occur, e.g. the values of U⃗m(t) and U⃗s(t) may not correspond to the same t. The

proposed correction procedure assumes that these values are biased in a way such

that

θ(t) = θm(t) + ∆θ (5.1)

ϕ(t) = ϕm(t) + ∆ϕ (5.2)

γ(t) = γm(t) + ∆γ (5.3)

Q(t) = ζ Qm(t) (5.4)

U⃗m(t) = U⃗m(tm + ∆t) (5.5)

where the subscripted m indicates the measured value. The objective is then to find

∆ϵ = {∆θ, ∆ϕ, ∆γ, ζ, ∆t}. Using assumptions about how these biases will impact

U⃗(t) allows the determination of optimal values for ∆ϵ which minimize this negative

behavior. With ∆ϵ known, we are able to remove its influence on the final time-series

of U⃗(t).

The assumptions used here are relatively straightforward. The first being that

any biasing of U⃗(t) by U⃗s will result in U⃗(t) having dependence on the direction of
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travel of the aircraft. The second assumption we make is that the vertical component

of U⃗(t) will be approximately zero in the mean. This assumption may not hold in

flight over sloped terrain or/and for relatively short flight domains (both spatial and

temporal), in which case an alternative assumption may be needed. Moreover, we

assume that the sensors have adequate response and the greatest error due to the

specific configuration which logs IMU/GPS, pressure transducers, and PTU on three

separate systems.

The correction procedure, as implemented, follows a multistage approach used to

optimize ∆ϵ. This multistage approach was implemented to allow different objective

functions to be used for different components of ∆ϵ. However, in practice, it is likely

that a well-implemented single-stage optimization will achieve the same results.

The first step is to identify a portion of the flight that will be used to determine

∆ϵ. This portion should not include any significant acceleration or deceleration of

the aircraft’s horizontal ground speed (e.g. as experienced during takeoff or land-

ing) and should include multiple changes of direction of the aircraft. In addition,

the portion should be long enough to ensure that unsteadiness in the mean winds,

e.g. as introduced by thermals, are averaged out. Ideally, devoting a portion of the

flight after takeoff to conduct calibration orbits for later use in this process would be

desired. With this portion of flight identified, the determination of ∆ϵ is found by an

optimization process seeking to minimize an objective function, δ, through iterative

calculation of [U⃗ ]I (as described in Chapter 4).

Through perturbing ∆ϵ and examining its influence on U⃗(t) it was found that

the standard deviation of the horizontal components of [U⃗(t)]I , specifically u(t) and
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v(t), were most sensitive to ∆t (due to the aircraft flight being predominantly in

the horizontal plane) with values of ∆t as low as tenths or hundredths of a second

contributing to large biases of the horizontal components of [U⃗(t)]I . We thus first

use a Nelder-Mead multidimensional unconstrained nonlinear minimization approach,

implemented using the Matlab fminsearch command, to identify the value of ∆t which

minimizes the objective function δ, defined as

δU = ⟨u⟩|Uac>0 − ⟨u⟩|Uac<0 (5.6)

δV = ⟨v⟩|Uac>0 − ⟨v⟩|Uac<0 (5.7)

δ = δ2U + δ2V . (5.8)

Note that ⟨ ⟩|Uac>0 indicates an average conditioned on when the aircraft is flying

with positive inertial velocity component Uac. Likewise ⟨ ⟩|Uac<0 indicates an average

of all values obtained when the aircraft inertial Uac velocity component is negative.

The selection of Uac vs Vac for conditioning is arbitrary, and should be selected based

on the actual flight trajectory flown. For flight trajectories without many trajectory

changes, it was also found that the objective function

δ = ⟨(u− ⟨u⟩)2⟩ + ⟨(v − ⟨v⟩)2⟩ (5.9)

was equally effective, but relies on the assumption that the biases will act only to

increase the fluctuations of the velocity signal at the probe. Here ⟨ ⟩ indicates an

average over the entire portion of the flight used to find ∆ϵ. The resulting value of

∆t which minimizes δ is then implemented in the remaining optimization stages.

The second stage follows a similar approach. Noting that the mean value of the

vertical component of [U⃗(t)]I , i.e. w(t), is most sensitive to ∆θ, we then find the
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value of ∆θ that minimizes

δ = ⟨w⟩ (5.10)

using U⃗m(t) = U⃗m(tm + ∆t) as found above.

The remaining elements of ∆ϵ, specifically ζ, ∆ϕ and ∆γ, are then found by

minimizing δ as defined in Eq. 5.8 using U⃗m(t) = U⃗m(tm + ∆t) and θ = θm + ∆θ as

found in the preceding two stages.

Finally, to ensure that the values of ∆ϵ determined using the latter optimization

stages do not influence the values found during the earlier stages, ∆ϵ is further refined

by repeating the above three stages once again. In practice, this last step only influ-

enced ∆ϵ by one percent or less and likely can be omitted without loss of confidence

in the final values of ∆ϵ.

5.2 Multi-Hole Probe Measurements Correction

With ∆ϵ known, the biases described by ∆ϵ can be removed following Eq.s 5.1 to

5.5 prior to a final determination of [U⃗(t)]I . To validate this correction procedure,

we applied it to measurement data acquired during the LAPSE-RATE campaign

described in de Boer et al. (2018). The data was acquired using two different five-

hole-probe-equipped fixed-wing aircraft, with the aircraft, probe, and data reduction

procedures described in Bailey et al. (2020) with additional details available in Witte

et al. (2017). We first demonstrate the correction procedure in flights compared to a

ground reference, followed by a demonstration of the improvements made to vertical

profiles of the wind velocity and direction.
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5.2.1 Comparison to ground reference

A key part of the LAPSE-RATE campaign was an intercomparison study between

numerous UASs measuring pressure, temperature, humidity, wind speed and wind

direction. As detailed in Barbieri et al. (2019), the intercomparison was conducted

by flying the UASs near the Mobile UAS Research Collaboratory (MURC) vehicle,

which was equipped with a 15 m mast supporting reference instruments, including

a sonic anemometer. For the fixed-wing aircraft used here, this comparison was

performed by having the aircraft orbit the mast at 20 m above ground level with an

orbit radius of 80 m. This orbit was performed for approximately 5 minutes before the

aircraft ascended to 120 m to perform similar orbits for 2 minutes, then descending

back to 20 m to resume the orbits around the tower for another 2 minutes before

starting its landing pattern.

This circular flight pattern introduced a periodic variation in θ, γ and ϕ, with the

period corresponding to the time to complete an orbit (approximately 25 s). Although

convenient for the measurement of atmospheric parameters at a single geographic

location, these types of orbits consist of the worst-case scenario for the contamination

of the measured wind direction by the biases discussed in Chapter 4.

The periodicity is clearly evident in the estimated horizontal wind speed, Vh =

(u2 + v2)1/2, and direction, ψ, prior to implementing the corrections, as shown in

Fig. 5.1a and 5.1b respectively. Although the general trends of the measured wind

velocity and direction time series follow that of the reference velocity and direction,

the magnitude of the fluctuations are clearly contaminated by the aircraft velocity
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Figure 5.1 Comparison between uncorrected (a) horizontal wind speed and (b) wind direc-
tion measured by UASs to the reference signal measured by MURC. Gray lines indicate full
signal from UASs, whereas black lines indicate same signal downsampled to same data rate
as that of the MURC by plotting every 200th data point. From (Al-Ghussain and Bailey,
2021) and used under the Creative Commons Attribution 4.0 License.

and direction. The period in the wind signal is consistent with the time required to

orbit the fixed mast at 25 s. Note that in Fig. 5.1 only the two portions of the flight

where the UASs is at the same altitude as the reference sensors are presented.

The same time series are shown in Figs. 5.2a and 5.2b corrected following the

procedure described in Section 5.1.1. The ten minutes of flight between 12:49 MDT

and 12:58 MDT were selected to conduct the optimization of ∆ϵ. The the result of op-

timization was ∆ϵ = {∆θ = −6.4◦, ∆ϕ = 0.9◦, ∆γ = 2.1◦, ζ = 1.07, ∆t = −0.045s}

which highlights the sensitivity of the estimated wind velocity and direction to even
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Figure 5.2 Small uncrewed aerial system-based wind measurements from Fig. 5.1 following
correction compared to the reference signal measured by MURC: (a) horizontal wind speed
and (b) wind direction. Gray lines indicate full signal from UASs, whereas black lines
indicate same signal downsampled to same data rate as that of the MURC by plotting
every 200th data point. From (Al-Ghussain and Bailey, 2021) and used under the Creative
Commons Attribution 4.0 License.

small deviations from ideal orientations. As shown in Fig. 5.2. The corrected signals

are now largely free of the 25 s periodicity, although there is some evidence of con-

tamination between 12:56 MDT and 12:58 MDT. When the aircraft returns to 18 m

altitude for the second set of orbits (which were not included in the optimization)

there is little evidence of aircraft velocity contamination in the wind estimates.

The periodicity described above is more clearly evident in the difference between

the power spectrum of horizontal wind speed calculated for both the corrected and

uncorrected cases. These spectra are presented in Fig.5.3. The influence of the
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Figure 5.3 Power spectrum of horizontal wind magnitude calculated from uncorrected and
corrected time series. From (Al-Ghussain and Bailey, 2021) and used under the Creative
Commons Attribution 4.0 License.

periodic orbits of the aircraft is apparent in the uncorrected measurements as a spike

at 0.035 Hz (consistent with an orbital period of 28 s). This spike is greatly reduced by

the correction. Importantly, besides what appears to be a harmonic peak at 0.07 Hz

which is also reduced, the remainder of the spectrum appears largely unaffected by

the correction.

To provide a more quantitative comparison between the UASs and reference mea-

surement, we directly compare the velocity magnitude and direction measured at each

instant a sample was made by the ground reference. This comparison is presented in

Fig. 5.4 in which a perfect comparison would result in the straight line as indicated

on these figures. Note that, a perfect correlation should not be expected as the UASs

and reference sensor were not collocated. Also shown as a dashed line on these figures

are the bounds described by 2 standard deviations of the difference between the UASs

and MURC measured values.

For the uncorrected velocity magnitude and direction, the comparison shown in
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Figure 5.4 Direct comparison between (a) uncorrected and (c) corrected horizontal wind
speed measured simultaneously by UASs and MURC. Similar comparison shown for (b)
uncorrected and (d) corrected wind direction. Solid red line indicates line where both
measurements are identical and dashed lines indicate 2 standard deviations of the difference
between the UASs and MURC measured values. From (Al-Ghussain and Bailey, 2021) and
used under the Creative Commons Attribution 4.0 License.

Figs. 5.4a and 5.4b reveals a broad spread about the reference line. This spread

decreases significantly when the corrections are applied, as shown by comparison to

Figs. 5.4c and 5.4d. The mean difference between the two measurements decreases

by approximately 35% in magnitude and direction with correction, corresponding to

an increase in the correlation coefficient from 0.13 to 0.19 in magnitude and 0.22

to 0.32 in direction. This increased correlation is reflected in the statistics. The
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correction brings the standard deviation of the UASs measured velocity much closer

to the reference signal. The standard deviation in magnitude measured by the UASs

decreases from 1.2 m/s to 0.90 m/s, very close to the value of 0.86 m/s measured by

the reference. For direction the standard deviation decreases with correction from

27◦ to 22◦ whereas it is 24◦ for the reference.

5.2.2 Implementation in profiling measurements: Version 1

The results of the comparison to the ground reference provide confidence in the success

of the correction. To demonstrate the improvement offered by application of these

corrections on vertical profiling by fixed-wing aircraft, we now examine their impact

on profiles of wind speed and direction measured by two separate aircraft at different

locations. These two fixed-wing aircraft were essentially identical in configuration to

that described in Witte et al. (2017) and were flown at measurement sites separated

by 16 km. Each aircraft measured an atmospheric profile every hour, with the two

aircraft staggered in time by 30 minutes.

Each profile consisted of a 20 minute flight, with the aircraft performing a spi-

ralling ascent to 900 m followed by a spiralling descent, with this pattern repeated

until the 10Ah battery was expended. In the following discussion the times are those

corresponding to when the profile measuring flight initiates with the X, Y, Z coordi-

nate system’s origin at the takeoff location. These particular profiles were selected for

discussion as they were measured during the boundary layer transition, and represent

different behaviors, including the presence of turbulence and variability in the wind

direction. The wind speeds during these profiles were also low, producing a large ra-
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Figure 5.5 Comparison between measured wind direction and aircraft yaw direction for
(a) uncorrected and (b) corrected signals as a function of time for a single flight. From (Al-
Ghussain and Bailey, 2021) and used under the Creative Commons Attribution 4.0 License.

tio of aircraft velocity to wind velocity and therefore a challenging case to accurately

extract the wind components from the five-hole-probe signal.

As previously mentioned, the orbital flight patterns also represented a challenge

for extracting the wind data due to the periodic variation in θ, γ and ϕ introducing

a corresponding periodic variation in [U⃗(t)]I . This bias can be clearly illustrated by

comparing γ to ψ, as done for an example flight in Fig. 5.5a. For this flight, the

aircraft completed a full 360◦ turn in approximately 30 s, introducing a corresponding

period in both the wind speed and direction before correction. Once the corrections

have been applied, as shown in Fig. 5.5b, there is a distinct reduction of periodicity

in the direction of the wind measured by the UASs.

The mean of the corresponding wind speed and direction profiles are presented

in Fig. 5.6 for UAS 1 and Fig. 5.7 for UAS 2. In these figures both the uncorrected
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and corrected mean profiles are displayed in order to show the relative improvement

offered by application of the bias correction. For all profiling flights, the correction

coefficients were determined by optimizing the entire flight once the aircraft was in

its flight pattern. Before correction, the bias introduced by the aircraft trajectory

is apparent as large coherent deviations from the general trend, mostly evident in

the velocity magnitude, but also present in the direction. When the corrections

were applied, these large deviations were greatly reduced, better representing the

structure of the boundary layer throughout the profiles. In the wind velocity profiles

presented in Fig. 5.6 for UAS 1 there were still high velocity deviations, even in

the corrected profiles near the surface corresponding to when the aircraft was being

manually controlled and experiencing strong accelerations. It has been found that

the corrections presented here cannot completely remove the bias due to aircraft

acceleration, suggesting a potential time response lag between the five-hole probe

and the inertial measurement unit which agrees with what was reported in (B̊aserud

et al., 2016) .

The corrected profiles show very different wind behaviors existed for the different

sites and times. At the site measured by UAS 1, the profiles measured at 8:30 MDT

and shown in Figs. 5.6a,b reflect the correspondence between the stable thermody-

namic conditions throughout the boundary layer and the horizontal wind magnitude,

with winds increasing from 2 m/s near the ground to 4 m/s at Z = 900 m and consis-

tently between ψ = 0◦ and 100◦. There was noticeably stronger velocity and direction

fluctuations measured for Z < 200 m, indicating the presence of turbulence near the

surface. This turbulence appears to have been still present at 9:30 MDT, as shown in
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Figure 5.6 Comparison of mean (a) horizontal wind magnitude and (b) wind direction
profiles measured by UAS 1 at 8:30 MDT with and without correction applied. Horizon-
tal mean magnitude and direction profiles measured at 9:30 MDT shown in (c) and (d)
respectively. From (Al-Ghussain and Bailey, 2021) and used under the Creative Commons
Attribution 4.0 License.
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Figure 5.7 Comparison of mean (a) horizontal wind speed and (b) direction profiles mea-
sured by UAS 2 at 9:10 MDT with and without correction applied. Horizontal wind speed
and direction profiles measured at 10:10 MDT shown in (c) and (d) respectively. From (Al-
Ghussain and Bailey, 2021) and used under the Creative Commons Attribution 4.0 License.
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Table 5.1 Components of ∆ϵ determined by optimization for each UAS for both flights.

UAS Flight ∆θ ∆ϕ ∆γ ζ ∆t

1 8:30 MDT -4.9◦ 0.17◦ 2.6◦ 1.1 0.98 s
1 9:30 MDT -5.8◦ 2.7◦ 2.1◦ 1.1 0.01 s
2 9:10 MDT -3.9◦ 0.85◦ 1.4◦ 1.15 2.9 s
2 10:10 MDT -3.9◦ 0.78◦ 1.3◦ 1.15 2.6 s

Figs. 5.6c,d, but at this time there was a region of calm air centered at Z = 600 m,

coinciding to a significant deviation in measured wind direction. For Z > 200 m, the

corrected profile of wind direction was consistent with the one measured at 8:30 MDT,

excepting the region of calm air at Z = 600 m.

At the site measured by UAS 2, the corrected mean wind speed and direction

profiles measured at 9:10 MDT and shown in Figs. 5.7a,b reflect a boundary layer

undergoing transition, with evidence of turbulence for Z < 500 m. At 10:10 MDT,

as shown in Figs. 5.7c,d, a multi-layer structure was also evident in the wind profiles

in the form of significant changes in the wind direction throughout the profile. The

horizontal wind speed was relatively consistent between 1 to 2 m/s for Z < 800 m,

but there was evidence of stronger turbulence for Z < 500 m and moderate wind

shear for Z > 700 m. As noted, the wind direction exhibited significant variation in

the range 400 m< Z < 500 m, with continual backing within 500 m< Z < 900 m, and

veering for Z < 900 m. These different altitudes of behavior were consistent with the

measured potential temperature changes (not included for conciseness), and became

much easier to identify in the corrected profiles than they were before correction.

It is clear through comparison of the corrected and uncorrected profiles in Figs. 5.6

and 5.7 that the corrections reduce fluctuations about the mean profile under different
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conditions and for different aircraft. Similar improvements have been observed for

other profiles measured with these and other UASs. The coefficients determined by

the optimization routine for these profiles are presented in Table 5.1. Comparing each

flight by the same UAS demonstrates that the automated optimization converged on

nearly identical coefficients for the same UAS with only one coefficient changing by

more than 1◦ between each flight. Indeed, the correction coefficients were found to

be remarkably similar for each UAS used throughout the LAPSE-RATE campaign.

This similarity between the coefficients reinforces the assumption that the biases

are caused by physical misalignment between the coordinate systems of the aircraft

and five-hole probe. Note that bias corrected by ∆t should not be expected to be

consistent for the systems used here, as the time series of U⃗m, U⃗ac and Ω⃗ are measured

by separate acquisition systems at different rates and aligned using post-processing

software. Thus the ∆t bias is most likely introduced by errors in this alignment

process and can be expected to be random.

5.3 Correction Procedure: Version 2

In addition to the error sources mentioned in Section 5.1.1, Drüe and Heinemann

(2013) and Kalogiros and Wang (2002) suggested that additional bias could be intro-

duced by the flow deformation caused by aircraft body, especially at high values of

α and β. Usually, the in-lab calibration is carried out without the body of the UAS.

Hence the calibration does not account for this bias. The first version of the correc-

tion procedure accounted for the effect of flow field deformation on the magnitude of

the dynamic pressure but did not account for biases caused by the deformation on the
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flow angles. Hence, we introduce a second version of the correction approach which

includes these additional potential error sources in the correction approach where it

is assumed that the α and β recovered from in-flight data are biased relative to the

conditions in the laboratory such that

αcorr = Cαα + α0 (5.11)

βcorr = Cββ + β0 (5.12)

where αcorr and βcorr are the flow angles of the multi-hole probe relative to the free-

stream when mounted on the UAS while α and β are the flow angles of the multi-

hole probe assuming identical flow blockage conditions in flight and during laboratory

calibration. On the other hand, Cα, α0, Cβ and β0 are correction coefficients found

via an optimization procedure similar to that employed in Section 5.1.1. This is

conducted following determination of ∆ϵ, followed by optimization to determine Cα

and α0, then Cβ and β0, which minimize the same cost functions described in Section

5.1.1.

5.3.1 Implementation and validation Version 2

With ∆ϵ, αcorr and βcorr known, the biases described by ∆ϵ and the difference between

the local and actual flow angles (α and β) can be removed. This is done by first using

Cα, Cβ, α0 and β0 to determine αcorr(t) and βcorr(t) following Eqs. 5.11 and 5.12,

then using these values in Eqs. 4.7. The rest of the correction procedure follows that

described in Section 5.1.1 by which Eqs. 5.1 to 5.5 are applied to produce a final

estimate of [U⃗(t)]I .
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This correction procedure was validated on data from a flight conducted in 2020

with a rectangular flight pattern to demonstrate the ability of the correction ap-

proaches to minimize the biases during significant changes in roll angle. The data

was acquired using one five-hole probe on the same type of fixed-wing aircraft used

for the validations presented above.

The different correction approaches are compared using the time series of re-

covered wind velocity and magnitude in Figure 5.8 which shows the uncorrected

measurements, the measurements corrected using Version 1 of the correction, and

the same measurements corrected using Version 2 of the correction. Similar to the

discussion above, the correction coefficients were determined by applying the opti-

mization routine to only the portion of the flight when the aircraft was established

in the rectangular flight pattern.

It is clear through comparison of the corrected and uncorrected time series in

Figure 5.8 that the additional correction of α and β, performs better than the first

version in terms of reducing the sudden spikes in the velocity around the turns which

can be seen when looking at the wind direction and the UAS direction (yaw angle)

shown in Fig. 5.9. The V2 correction approach further reduces the bias caused

by the change in the aircraft direction; for instance, see between 14:45 MDT and

14:52 MDT. The coefficients determined by the optimization routine for these profiles

are presented in Table 5.2.
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Figure 5.8 Comparison of (a) horizontal wind magnitude and (b) wind direction profiles
with and without correction versions applied.

Figure 5.9 Comparison of wind direction and aircraft yaw direction (a) uncorrected, (b)
corrected using V1, and (c) corrected using V2.
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Table 5.2 Components of ∆ϵ and the corrections coefficients of the flow angles determined
by optimization.

Parameter Value

∆θ -0.74◦

∆ϕ -10.36◦

∆γ 0.1◦

ζ 1.35
∆t 1.21 s
Cα -0.06
α0 0.0011◦

Cβ 0.126
β0 0.0032◦

5.4 Summary

Multi-hole probe measurements are among the more common and reliable techniques

used for the acquisition of wind velocity vector. However, when implemented on UAS

there is significant potential to introduce bias due to the large ratio of aircraft velocity

to wind velocity. Therefore, the measured wind velocities are very sensitive to these

small biases. Furthermore, when conducting vertical profiles at a fixed location, these

profiles typically require circular flight patterns which increase the probability of small

misalignment between the probe and the aircraft axes introducing a time-dependent,

periodic error in the wind velocity measurement that can propagate into post-flight

analysis such as the calculation of energy spectra and Reynolds stresses.

An approach was presented that can be applied in post-processing of the flight

data to automatically estimate the biases in axis misalignment, as well as errors in

their alignment in time. Once estimated, these biases can be removed, improving the

quality of the wind estimate.

These corrections were validated using data acquired as part of the LAPSE-RATE
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field campaign. Measurements flown near a ground-based reference system revealed a

significant reduction in measured oscillations of both wind magnitude and direction,

which corresponded to the aircraft flight pattern. Additional verification was con-

ducted by comparing profiles of wind speed and direction measured by two different

aircraft at two different times. The estimated biases were within ±1◦ for each aircraft,

and successful minimization of aircraft-induced oscillations in the measured profiles

was observed for both aircraft. These results confirm that the biases are most likely

due to physical misalignment of the aircraft and probe axes, as well as demonstrating

that the same correction procedures can be applied to multiple aircraft.

Copyright© Loiy Al-Ghussain, 2023.

52



Chapter 6 Coherent Structures Observation From Single Multi-Hole

Probe Measurements

The experiments presented in this chapter employ the measurement approach pre-

sented in Chapters 4 and 5 to demonstrate the capability of UASs to resolve the

surface-layer structure during the morning transition. For that purpose we simul-

taneously employ multiple fixed-wing UASs each equipped with single multi-hole

probe for 3D wind measurements. The contents of this chapter are adapted from

Al-Ghussain and Bailey (2022).

6.1 CLOUDMAP Campaign

These observations were conducted as part of the Collaboration Leading Operational

Uncrewed Aerial System Development for Meteorology and Atmospheric Physics

(CLOUDMAP) 2017 field campaign (Jacob et al., 2018) performed at the Oklahoma

State University’s uncrewed aircraft flight station (UAFS) near Stillwater, Oklahoma

(located at 36.162785◦ latitude, -96.8366762◦ longitude, and 288 m above sea level).

The measurements presented here were collected on 27 and 28 June 2017, referred to

as Case 1 and Case 2, respectively. Here, we will use local time (LT) when referencing

the time of day, which was central daylight time (CDT) or UTC–5. For the cases

being considered, sunrise was at 0613 LT with nautical twilight beginning at 0505 LT

and civil twilight at 0543 LT.

The primary measurement systems used for this study consisted of three fixed-
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wing UASs, used to conduct horizontal transects, with a fourth rotorcraft used to

conduct vertical profiling. A sonic anemometer mounted on a 7-m tower along with

three cup-and-vane anemometers and pressure, temperature, and humidity sensors

were collocated with the vertical profiling site. The heights of the sonic anemometer

and the three cup-and-vane anemometers were 8.2 m, 5.6 m, 4.5 m, and 3.4 m,

respectively.

The three fixed-wing UASs were BLUECAT5 aircraft (for details see Witte et al.,

2017; Bailey et al., 2019; Al-Ghussain and Bailey, 2021) flown simultaneously at three

different heights, as illustrated in Fig. 6.1c. Each flight consisted of repeatedly travers-

ing the same 1000 m long straight line transect at true air speed of 18 m s−1 and at

constant altitude above sea level, resulting in approximately 15 m variability in air-

craft above ground level (a.g.l.) as indicated in Fig. 6.1. Typically 40 to 50 transects

were made per flight in alternating directions with each transect taking around 75 s.

Measurements typically consisted of all three aircraft being flown for approximately

40 min of flight time, after which the aircraft were recovered, data downloaded, and

batteries changed. Five flights were conducted for both Case 1 and Case 2, with

Case 1 initiating measurements just after nautical sunrise at 0600 LT and measur-

ing nearly continuously to 1130 LT with a fifth flight conducted at 1330 LT. Case 2

initiated measurements at 0600 LT with all five flights conducted before 1200 LT.

For Case 1, the three aircraft were flown at nominal altitudes of 25 m, 50 m, and

75 m a.g.l. relative to takeoff ground level, whereas for Case 2, intermittent aircraft

problems resulted in only the 50 m a.g.l. height being measured continuously, with

additional measurements conducted at 25 m, 75 m, and 300 m depending on aircraft
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availability.

The rotorcraft used was a 3DR SOLO aircraft (for details see Bailey et al., 2019)

illustrated in Fig. 6.1c. The aircraft was flown simultaneously with the fixed wing

aircraft and consisted of vertical ascents and descents at 2 m s−1 between 10 m and

100 m. Up to 10 ascent/descent combinations were flown in a single flight before the

aircraft’s batteries required changing. Once the batteries were changed, the aircraft

was returned to flight. Due to a shorter endurance, approximately four flights of

the rotorcraft were conducted for each fixed-wing flight with times between flights

depending on battery availability and charge rates. However, most flights were sepa-

rated by less than 5 min.

Each aircraft was equipped with an iMet-XQ (InterMET Inc., Grand Rapids,

Michigan, U.S.A.) capable of logging temperature (T ), pressure (p), and relative

humidity (RH) at a rate of 1 Hz. The fixed-wing aircraft measured three components

of wind using a custom-built five-hole-probe logged at 200 Hz, but, due to viscous

damping within the sensor tubing, was only capable of measuring frequency content

lower than 60 Hz. To measure the winds, the rotorcraft was equipped with a Trisonica

Mini 3D sonic anemometer (Anemoment LLC, Longmont, Colorado, U.S.A.) mounted

on a 0.38 m mast to prevent distortion of the measured wind by the aircraft’s rotor

wash. Although nominally it is a three-component anemometer, when operated in

the configuration used here, only the horizontal components of wind are considered

reliable. Additional details about the aircraft, sensing systems and data reduction

procedures can be found in Witte et al. (2017) and Bailey et al. (2019) with an

intercomparison and evaluation of system accuracy provided in Barbieri et al. (2019).
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Figure 6.1 (a) Topographic map showing terrain surrounding measurement with (b) de-
tailed satellite photograph of area highlighted by red box in (a). (c) shows the fixed-wing
and rotorcraft UAS used, along with an additional illustration of the different flight path
altitudes. Approximate location of flight trajectories and of fixed-wing UAS and mea-
surement location of the rotocraft indicated by red line and green dot respectively in (b).
Contour lines in (a) correspond to 3.048 m elevation separation. From (Al-Ghussain and
Bailey, 2022) and used with permission, license number 5513720396324.

The measured quantities are presented in an (x, y, z) coordinate system with the

x-axis directed towards the east, the y-axis directed towards the north, and the z-

axis directed up, and with the origin of the coordinate system located at the aircraft

launch point (Fig. 6.1b). The wind velocity components (u, v, w) are aligned with

the (x, y, z) axes, respectively.
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6.2 Stability Conditions

To assess the surface-layer stability during the period of observation, the flux Richard-

son number

Ri =

g

T v
w′θ′v

−u3τ ∂U
∂z

(6.1)

was calculated from the sonic anemometer tower measurements. Here we use Reynolds

averaging, e.g., u(t) = u+ u′(t) where the overline indicates a 5 minute moving time

average. Furthermore, virtual temperature is approximated as Tv = T (1 + 0.61rv)

where rv is the vapour mixing ratio and the virtual potential temperature is calcu-

lated from θv = Tv(100 × 103/p)0.286. Moreover, the friction velocity was approxi-

mated using uτ = (u′w′2 + v′w′2)1/4 and the horizontal wind velocity magnitude from

U = (u2 +v2)1/2. Finally, the velocity gradient was estimated by averaging the gradi-

ents measured between the cup and vane anemometers and sonic anemometer located

on the tower. To minimize uncertainty caused by precision errors in the instruments

propagating via the small separation between vertical measurement points, several

approaches were evaluated. It was found that the approach that best minimized the

impact of sensor precision error on the gradient calculations was to calculate the lin-

ear gradients between the different combinations of measurement heights of the cup

and vane anemometers and sonic anemometer and average the result.

The resulting time evolution of Ri is presented in Fig. 6.2a. The figure shows

slightly different behaviour for Case 1 than Case 2 with the results indicating more

stable conditions existed for Case 1 than Case 2, although neither larger than the

suggested critical Richardson number of 0.25 (Grachev et al., 2013). Hence, both
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Figure 6.2 (a) Ri and (b) L calculated from the 7-m tower data for the duration of
Case 1 and Case 2 observation periods. From (Al-Ghussain and Bailey, 2022) and used
with permission, license number 5513720396324.

cases can be considered as dynamically unstable and prone to turbulence production.

Figure 6.2a also indicates that the boundary layer transitioned to convective condi-

tions slightly earlier for Case 2 than for Case 1, becoming negative at approximately

0720 LT whereas this transition occurred at 0740 LT for Case 1.

The corresponding Obukhov length scale (e.g., Leelőssy et al., 2014)

L =
−u3τT v

κgw′θ′v
(6.2)

is presented in Fig. 6.2b, where κ is the von Kármán constant and g is the gravitational

acceleration. The results reflect the difference in Ri, with Case 2 showing a |L| ∼ 35 m

prior to transition, whereas Case 1 indicates |L| ∼ 5 m for the same period. Following

transition, for Case 1 |L| ∼ 10 m whereas for Case 2 |L| ∼ 50 m until 1000 LT,

approaching |L| ∼ 10 m for the latter portions of the morning.
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6.3 Mean Properties of the Surface Layer

The difference between the values of the stability parameters for each case is reflected

in the atmospheric properties measured at the UAS flight altitudes. To calculate

statistics from the fixed-wing UAS, we considered only the portion of the flight when

the UAS were in their automated flight pattern. As each flight consisted of several

straight line transects, we then treated each transect as an individual sample. By

assuming each transect occurs under steady state conditions, the averaged quantities

are then spatially averaged over a nominal distance of 1000 m and with averages over

individual transects indicated by ⟨⟩ brackets.

Figure 6.3a–b shows the evolution of ⟨θv⟩ measured by the fixed-wing UAS for Case

1 (Fig. 6.3a) and Case 2 (Fig. 6.3b). The corresponding values of wind components

⟨u⟩ and ⟨v⟩ are shown in Fig. 6.3c–d. These figures show that the winds were generally

from the south (positive v) for both cases with an increase in virtual potential air

temperature at all measured altitudes after the inversion of Ri occurs. For Case 1

(Fig. 6.3a, c) there are measurable vertical gradients in both wind velocity and ⟨θv⟩

prior to 0900 LT, with approximately uniform conditions measured after this time.

Conversely, for Case 2, strong gradients are only evident in the mean wind velocity,

whereas the ⟨θv⟩ remains relatively homogeneous for all heights during the period of

measurement.

These differences can be explained by the proportionate differences in stability

conditions between the two cases. Figures 6.3e, f show the turbulence kinetic energy
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Figure 6.3 Time-dependence of: (a) ⟨θv⟩ for Case 1; (b) ⟨θv⟩ for Case 2; (c) ⟨u⟩ and ⟨v⟩
for Case 1; (d) ⟨u⟩ and ⟨v⟩ for Case 2; (e) ⟨k⟩ for Case 1; (f) ⟨k⟩ for Case 2; (g) ⟨θ′2v ⟩
for Case 1; (h) ⟨θ′2v ⟩ for Case 2; (i) ⟨P ⟩/⟨ε⟩ for Case 1; and (j) ⟨P ⟩/⟨ε⟩ for Case 2. Blue
symbols indicate measurements made at z = 25 m, red symbols indicate measurements
made at z = 50 m, green symbols indicate measurements made at z = 75 m, and orange
symbols indicate measurements made at z = 300 m. From (Al-Ghussain and Bailey, 2022)
and used with permission, license number 5513720396324.
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for Case 1 and Case 2, respectively, calculated using

⟨k⟩ =
1

2

(
⟨u′2⟩ + ⟨v′2⟩ + ⟨w′2⟩

)
. (6.3)

Comparison of the two cases shows higher magnitude of ⟨k⟩ for Case 2 during the

period of positive Ri, reflecting an increase in mechanical production of turbulence.

Notably, both cases show higher values of ⟨k⟩ near the surface for this period as well.

As the morning progresses, the general trend was for ⟨k⟩ to increase, with Case 2

continuing to show higher magnitudes, but with both cases also showing increasing

variability in ⟨k⟩. The latter behaviour suggests two interpretations: increasing con-

tribution to turbulence kinetic energy from spatial scales larger than 1000 m [e.g.,

larger than that of a representative thermal which usually has a radius of less than

600 m, (Romps and Charn, 2015; Hernandez-Deckers and Sherwood, 2016)]; or hori-

zontal advection of turbulent air from other locations. Neither of these explanations

are mutually exclusive, as large-scale coherent motions would be expected to ad-

vect turbulence and other atmospheric properties over commensurate spatial scales

(Willmarth and Lu, 1972; Blackwelder and Kaplan, 1976; Robinson, 1991).

Similar behaviour is observed for ⟨θ′2v ⟩, which describes the temperature and den-

sity fluctuations in the atmospheric surface layer and is shown in Fig. 6.3g, h for

Case 1 and Case 2, respectively. These results show an increase in the temperature

fluctuations for both cases, but with Case 1 showing an earlier and larger increase.

Both cases exhibited unsteadiness in ⟨θ′2v ⟩ having the same time scale (nominally one

hour) as observed for the unsteadiness in ⟨k⟩.

Greater insight into the source of these fluctuations could be found by examination
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of the temporal evolution of the turbulence kinetic energy budget terms for both

cases. Note that it was found that the sample rate of p, T and RH varied around

the 1 Hz nominal rate throughout the flight, and therefore it was not possible to

accurately align (u, v, w) and T in time (as they were logged separately and aligned

in post-processing). This prohibited the calculation of ⟨w′θ′v⟩ at length scales smaller

than approximately 20 m and, in turn, provide accurate estimation of the buoyant

production. However, an estimate of mechanical production can be made using

⟨P ⟩ =
(
⟨u′w′⟩2 + ⟨v′w′⟩2

)1/2 ∂U
∂z

, (6.4)

by assuming negligible horizontal gradients in U . Note that due to the scatter in the

⟨u⟩ and ⟨v⟩ results, the gradient of U was calculated from the rotorcraft measurements

during each 10 min. flight. This was done by first averaging the measured value of

U over 5-min intervals and then fitting the curve U = A log(z)2 + B log(z) + C

to the resulting profile, thus producing smooth estimates of ∂U/∂z. In addition,

an estimate of the dissipation rate, ⟨ε⟩, was made from the wavenumber spectrum,

Φ(2π/λ), measured for each transect, where λ is wavelength. To do so, the mean

dissipation rate for each transect was calculated from the spectrum using

⟨ε⟩ =

(
Φ

0.49(2π/λ)−5/3

)3/2

. (6.5)

Details of this calculation procedure can be found in Bailey et al. (2019).

The resulting time-dependent ratio ⟨P ⟩/⟨ε⟩ is presented in Fig. 6.3i, j for Case 1

and Case 2. If, for the sake of simplicity, one assumes negligible turbulence advec-

tion, that ∂⟨k⟩/∂t ≈ 0 (i.e., the turbulence kinetic energy is quasi-stationary, Nilsson

et al., 2016) and that pressure fluctuations can be neglected, it is possible to interpret
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Fig. 6.3i, j as an estimate of the relative contribution of mechanical production to to-

tal production. Note that these assumptions are not likely to be completely satisfied,

however, as reflected in the strong time-dependence of Fig. 6.3e, f. Both cases show

mechanical production equating or exceeding dissipation at the start of the observa-

tion period, with Case 1 indicating mechanical production exceeding dissipation near

the surface due to low measured dissipation rates. For the remainder of the obser-

vation period, however, the trend in ⟨P ⟩/⟨ε⟩ is very similar for both cases. Notably,

the mechanical production remains the primary means of turbulent production until

∼0830 LT.

6.4 Visualization of Flow Structure

Having established the background statistical description of the surface-layer proper-

ties, in this section we examine the large-scale structure of the turbulence as revealed

through the fluctuation fields θ′v(t, x, y, z) and U ′(t, x, y, z). We first look at the time

height plots of θ′v(t, z) = θv(t, z) − ⟨θv(t, z)⟩ where θv is the virtual potential tem-

perature measured by the rotorcraft and ⟨ ⟩ in this context is used to indicate an

average in both t and z, with the time averaging being applied over the duration of

each 10 min flight.

Isocontours of θ′v(t, z) are presented in Fig. 6.4a, b for Case 1 and Fig. 6.4c,

d for Case 2. These isocontours reveal strong vertical stratification of θv before

0800 LT for Case 1, reflecting the stable conditions observed in Fig. 6.2. As the

morning progresses, the stratification decays, with moderate temperature variability

observed from 0800 LT to 0900 LT. After 0900 LT, the θ′v perturbations organize into
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intermittent, vertically oriented structures. These structures have varying time scales

roughly on the order of 2 min and, assuming advection velocity of 5 m s−1 (Fig. 6.3c)

are consistent with turbulent thermals having horizontal length scales on the order of

500 m. Similar behaviour is observed for Case 2, shown in Fig. 6.4c, d, except that

the stable stratification in the early morning hours is weaker and consequently more

unsteadiness can be observed in the temperature field. Once convective conditions

develop after 0930 LT, the behaviour is very similar to that of Case 1.

As could be expected, isocontours of U ′(t, z), presented in Fig. 6.5a, b for Case 1

and Fig. 6.5c, d for Case 2, demonstrated virtually identical time-dependence as that

of θ′v(t, z). Although a clear velocity gradient is evident for Case 1 prior to 0830 LT,

due to the reduced thermal stratification for Case 2 the velocity perturbations show

increased variability in both time and space, reflected in the differences in ⟨k⟩ between

the two cases as observed in Fig. 6.3e, f. Once the thermals develop, a qualitative

observation can be made that the negative velocity perturbations are coincident with

positive temperature perturbations and vice versa, providing confidence that the con-

tours in Figs. 6.4 and 6.5 are visualizations of large-scale mixing events.

Similar visualizations can be produced from the fixed-wing UAS measurements.

However, for these flights the visualizations are in the form of isocontours of θ′v(t, y)

and U ′(t, y) which are provided in Fig. 6.6 for z = 50 m for Case 1. As shown

in Fig. 6.6a–b, the fluctuations in θ′v and U ′ are initially above the mean value for

y > 500 m and below the mean value for y < 500 m prior to 0700 LT. This behaviour is

consistent with topographically induced internal layer formation as it is similar to the

observations made from field experiments (Gao et al., 1989; Lu and Fitzjarrald, 1994;
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Figure 6.4 Isocontours of θ′v(t, z) measured by rotorcraft UAS for: (a) 0600 LT to 0900 LT
and (b) 0900 LT to 1200 LT for Case 1 and (c) 0600 LT to 0900 LT and (d) 0900 LT to
1200 LT for Case 2. From (Al-Ghussain and Bailey, 2022) and used with permission, license
number 5513720396324.
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Figure 6.5 Isocontours of U ′(t, z) measured by rotorcraft UAS for: (a) 0600 LT to 0900 LT
and (b) 0900 LT to 1200 LT for Case 1 and (c) 0600 LT to 0900 LT and (d) 0900 LT to
1200 LT for Case 2. From (Al-Ghussain and Bailey, 2022) and used with permission, license
number 5513720396324.
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Figure 6.6 Isocontours of (a) θ′v(t, y) measured by fixed-wing UAS flying at z = 50 m
for Case 1 with corresponding isocontours of U ′(t, y) shown in (b). Case 2 isocontours of
θ′v(t, y) and U ′(t, y) at z = 50 m shown in (c) and (d), respectively. The black line on
the figures indicates the zero-level contour line for same data after low-pass filtering at
y ∼ 200 m in space and t ∼ 180 s in time. From (Al-Ghussain and Bailey, 2022) and used
with permission, license number 5513720396324.
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Alcayaga et al., 2020) and LES (Perret and Patton, 2021) studies examining the effect

of forest and vegetation on the flow field. Note also that the aircraft was flying over a

transition from pasture to trees for y ≳ 300 m (Fig. 6.1b), producing a likely source of

local perturbation from the mean flow. After 0800 LT, the fluctuations appear more

stochastic, taking the form of increasingly smaller-scale motions with the convective

conditions after 1000 LT characterized by motions having length scales on the order

of y ∼ 300 m. The same organization appears in both temperature and velocity

perturbations and is consistent with the formation of turbulent thermals observed in

Figs. 6.4 and 6.5. For Case 2, which had higher values of ⟨k⟩ and lower stability in the

early morning, the positive Ri period is characterized by large-scale perturbations,

on the order of y ∼ 500 m, which break into smaller scale thermal-associated events

after inversion of Ri.

6.5 Temperature and Velocity Correlations

Of particular interest in Fig. 6.6, is qualitative evidence of organization over long time

periods (nominally 20 min), suggesting structural organization at time scales longer

than each transect. To educe these motions, velocity and temperature correlations

were conducted noting that the existence of non-zero trends in the autocorrelation

indicates organized motions, i.e., coherent structures (Harun and Reda Lotfy, 2019).

To investigate this larger-scale organization, we treat each transect as an independent

realization. We first let i be an integer value indicating transect number. We then

consider two variables of interest measured in the direction of the transect, y, e.g.,
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ξ(y, i) and ζ(y, i). The cross-correlation of ξ and ζ then could be found using

Rξζ(∆y,∆i) =

〈
ξ′(y, i)

⟨ξ′(y, i)2⟩1/2
ζ ′(y + ∆y, i+ ∆i)

⟨ζ ′(y + ∆y, i+ ∆i)2⟩1/2

〉
, (6.6)

where the ⟨ ⟩ brackets again indicate an average of values measured along the tran-

sect path. Furthermore, Rξξ(∆y,∆i) is an autocorrelation. Each transect i was

correlated with neighboring transects in the available range of ∆i and ensemble-

averaging applied across all i to produce an averaged correlation for the entire flight,

⟨⟨Rξζ(∆y,∆i)⟩⟩, a process which was implemented to improve the statistical conver-

gence of the correlations. Here, ⟨⟨ ⟩⟩ indicates an average over the entire flight as

opposed to an individual transect. To convert the transect separation ∆i into a time

displacement, ∆t, we multiply by the average temporal duration of each transect for

that flight.

As could be expected from Fig. 6.6, the most correlated motions were for scales

smaller than the transect length due to turbulent motions smaller than ∼ 500 m in

spatial scale. To examine temporal and altitude trends of these motions, autocorre-

lations of U , ⟨⟨RUU(∆y, 0)⟩⟩, are presented in Fig. 6.7.

Figure. 6.7a, b compares the time-dependence of ⟨⟨RUU(∆y, 0)⟩⟩ measured at

z = 50 m, for Case 1 and Case 2 respectively. For Case 1 (Fig. 6.7a), which had

higher |Ri| due to reduced horizontal wind velocity, there is a noticeable trend in

time consisting of a broadening of the correlations in time despite the decorrelation

scale (the ∆y value where ⟨⟨RUU⟩⟩ → 0) being nearly constant for all cases where

Ri < 0. Note that the broadening of ⟨⟨RUU⟩⟩ at low correlation values for the 0600 LT

to 0700 LT measurement period is consistent with a weak correlation influenced by
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a broad background trend, as could be expected from the topographic influence ob-

served in the visualizations of Fig. 6.6b. The gradual broadening of the correlations

between 0700 LT and 1200 LT is also consistent with the decrease in Ri and re-

flects the development and growth of turbulent thermals observed in Fig. 6.5a, b and

Fig. 6.6b, c. Conversely, the lower |Ri| for Case 2 shows a step change in behaviour

with stable and transitional Ri conditions having a similar structure with decorre-

lation scale of ∆y ≈ 150 m and unstable conditions having a similar, but slightly

broader correlation with decorrelation scale of ∆y ≈ 250 m. The increased scales

relative to Case 1 reflect the increased importance of mechanical turbulence for this

case, with the more rapid transition in correlation similar to the more rapid increase

in ⟨k⟩ shown in Fig. 6.3f and more rapid change in ⟨P ⟩/⟨ε⟩ shown in Fig. 6.3j.

Figure. 6.7c, d compares ⟨⟨RUU(∆y, 0)⟩⟩ measured at different altitudes between

0600 LT and 0700 LT for Case 1 and Case 2, respectively. There is a distinct difference

in behaviour for the two cases, with the more stable Case 1 showing an increase in

correlation with altitude similar to the behaviour reported in Alcayaga et al. (2020),

with Case 2 being nearly constant with altitude. Although the increase with altitude

in Case 1 could be attributed to difference in advection velocity with altitude, similar

velocity gradients were present for Case 2 (Fig. 6.3c, d), suggesting that the difference

between Fig. 6.7c, d reflects an altitude dependence in turbulent scales for Case 1

that is not present in Case 2. Such altitude dependence in Case 1 is consistent with

a z-dependent mixing length. Such z-dependent mixing length has been reported

and investigated previously in the literature (Deardorff, 1980; Honnert et al., 2021).

However, the reduced altitude dependence observed for Case 2 indicates the presence
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of large eddies which span the depth of the surface layer and potentially a boundary-

layer-thickness-dependent, large-scale mixing length which coincides with what was

reported by Honnert et al. (2021).

A similar comparison of ⟨⟨RUU(∆y, 0)⟩⟩ is made for the 1100 LT to 1200 LT

time period in Fig. 6.7e, f. These correlations confirm that similar layer-spanning

structures exist for both cases once convective conditions set in, consistent with the

visualizations shown in Fig. 6.5. Furthermore, Case 2 shows that similar structure

persists at least up to z = 300 m, the highest altitude measured during these obser-

vations.

To better extract the spatio-temporal organization of the velocity and temperature

fields, we can examine the presence of correlated wind perturbations in contours of

⟨⟨RUU(∆y,∆t)⟩⟩ as provided for Case 1 in Fig. 6.8a–d. Note that autocorrelations

such as these will be anti-symmetric in time so only the positive time displacements

are shown. For the 0600 LT to 0700 LT period (Fig. 6.8a) there is a peak in correlation

at ∆y = 0 for all ∆t. The persistence of these weakly correlated regions at large ∆t

suggest the presence of large-scale persistent structure with the ∆y extent of these

correlations can be considered a representative scale of the motions.

The consistent peak at ∆y = 0 for the 0600 LT to 0700 LT period reflects a

condition where the same flow features are being measured across each transect, which

here can be attributed to time-independent flow features produced by topographic

effects (Fig. 6.6b). This spatially consistent structure is still present in the correlations

measured from 0800 LT to 0845 LT (Fig. 6.8b), however now the level of correlation

is much weaker, reflecting a breakup of the topographically induced motions.
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Figure 6.7 Autocorrelations ⟨⟨RUU (∆y, 0)⟩⟩ measured at z = 50 m for (a) Case 1 and (b)
Case 2 at different times. ⟨⟨RUU (∆y, 0)⟩⟩measured between 0600 LT to 0700 LT at different
altitudes for shown in (c) for Case 1 and and (d) for Case 2. ⟨⟨RUU (∆y, 0)⟩⟩ measured from
1100 LT to 1200 LT at different altitudes shown in (e) for Case 1 and (f) for Case 2. From
(Al-Ghussain and Bailey, 2022) and used with permission, license number 5513720396324.

72



Figure 6.8 Contours indicating magnitude of ⟨⟨RUU (∆y,∆t)⟩⟩ using observations made
during Case 1 at z = 50 m from (a) 0600 LT to 0700 LT; (b) 0800 LT to 0845 LT; (c) 0945 LT
to 10300 LT; and (d) 1100 LT to 1200 LT. Solid lines indicate where ⟨⟨RUU ⟩⟩ = 0. From
(Al-Ghussain and Bailey, 2022) and used with permission, license number 5513720396324.
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Interestingly, from 0800 LT to 0845 LT (Fig. 6.8b) spatial periodicity becomes

evident. Moreover, as the morning progresses (Fig. 6.8c, d) these positively correlated

regions are flanked by anti-correlated regions, a feature consistent with correlations

connected to VLSMs/superstructures (see Hutchins and Marusic, 2007; Monty et al.,

2007, for example).

In the correlations from 0800 LT to 0845 LT there is some evidence of time-

dependence in the correlated features, appearing as a tilt in the isocontours. This

time-dependence represents a relatively slow advection in the y direction with ∆y/∆t ≈

0.5 m s−1, or about 10% of the the corresponding value of ⟨v⟩. The time-dependence

increases as the surface layer becomes more unstable as shown in Fig. 6.8c, d. How-

ever, this time-dependence still suggests advection speeds of the structures much

slower than the mean velocity, approximately 20% and 50% for the 1100 LT to 1200 LT

and 1330 LT to 1430 LT measurements, respectively. Similar time-dependence in the

correlations was observed for the other measurement altitudes.

Similar structure and scales were observed in the temperature correlations, as

illustrated in the corresponding ⟨⟨Rθvθv(∆y,∆t)⟩⟩ fields shown in Fig. 6.9a–d. Specif-

ically, an increase in the time-dependence of the ⟨⟨Rθvθv(∆y,∆t)⟩⟩ field can be ob-

served, which increasingly tilts relative to horizontal (∆y = 0) axis as the surface layer

transitions through neutral to convective conditions. Interestingly, for the 0800 LT to

0845 LT case (Fig. 6.9b) there is less evidence of long-time-scale advection although

some small-scale correlated features appear which have ∆y/∆t on the order of 50%

of the mean velocity.

There are some interesting implications of this observation of varying advection
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velocity with time and surface layer stability. It should be noted that, due to the

measurements being conducted as a transect rather than over a spatial plane, we can-

not rule out that these measurements reflect the presence of long advected structures,

which are being bisected by the aircraft. In such a case, the time-dependence of the

advection velocity could represent a change in the angle of the structure with respect

to the transect direction (assuming it advects with the mean velocity), rather than

a change in advection velocity. Alternatively, this change in advection velocity could

reflect changes in the physical process of structure formation, with the more stable

conditions producing structures that are evolving more slowly and dependent on sur-

face features which produce them. Regardless, the result confirms for this type of flow

the that the application of Taylor’s frozen-flow hypothesis to reconstruct the spatial

structure of large-scale flow features could confound interpretation, as reviewed by

Moin (2009) and many others for canonical wall-bounded flow.

To confirm that these coherent motions play an important role in the turbulent

transport of momentum and heat (as previously reported in Gao et al., 1989; Lu

and Fitzjarrald, 1994; Drobinski et al., 2004; Feigenwinter and Vogt, 2005; Barthlott

et al., 2007, for example) we look at the the cross-correlation fields of ⟨⟨Ru∗w(∆y,∆t)⟩⟩

and ⟨⟨Rwθv(∆y,∆t)⟩⟩. Here, to all we’ve introduced a mean-flow aligned coordinate

system (x∗, y∗, z) and (u∗, v∗, w) whereby the coordinate system has been rotated

to align x∗ with the mean wind vector. Examples of these cross-correlation fields

are shown in Fig. 6.10 and reveal the same general structure as observed in the

⟨⟨RUU(∆y,∆t)⟩⟩ and ⟨⟨Rθvθv(∆y,∆t)⟩⟩ autocorrelation fields. Specifically, the time-

dependence of the isocontours, reflecting the same ∆y/∆t dependence observed in
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Figure 6.9 Contours indicating magnitude of ⟨⟨Rθvθv(∆y,∆t)⟩⟩ using observations made
during Case 1 at z = 50 m from (a) 0600 LT to 0700 LT; (b) 0800 LT to 0845 LT; (c) 0945 LT
to 1030 LT; and (d) 1100 LT to 1200 LT. Solid lines indicate where ⟨⟨Rθvθv⟩⟩=0. From (Al-
Ghussain and Bailey, 2022) and used with permission, license number 5513720396324.
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Figure 6.10 Contours indicating magnitude of (a) ⟨⟨Ru∗w(∆y,∆t)⟩⟩ and (b)
⟨⟨Rwθv(∆y,∆t)⟩⟩ measured between 0945 LT and 1030 LT using observations made at
z = 50 m during Case 1. ⟨⟨Ru∗w(∆y,∆t)⟩⟩ and ⟨⟨Rwθv(∆y,∆t) measured between 1100 LT
and 1200 LT shown in (c) and (d), respectively. From (Al-Ghussain and Bailey, 2022) and
used with permission, license number 5513720396324.
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the velocity and temperature autocorrelations.

These structures also show the expected turbulent transport behaviour of negative

momentum flux (reflected in negative ⟨⟨Ru∗w⟩⟩ at (∆y,∆t) = (0, 0)) for Fig. 6.10a,

c and positive buoyancy flux (reflected in positive ⟨⟨Rwθv⟩⟩ at (∆y,∆t) = (0, 0)) for

Fig. 6.10b, d. Notably these regions of negative ⟨⟨Ru∗w⟩⟩ and positive ⟨⟨Rwθv⟩⟩ are

consistent with same length and width scales observed in the autocorrelations.

Finally, we note that similar behaviour was observed for the results from Case 2

(not presented for the sake of brevity). However, the organization of the weakly

correlated motions was a little less clear. This reduced clarity is likely due to the

increased small-scale activity during Case 2, which required more measurement time

than available to achieve sufficient statistical convergence to resolve the underlying

coherent motions. One distinct difference noted between Case 1 and Case 2 was that

during the 0600 LT to 0700 LT flight for Case 2 the correlations showed evidence of

the same large-scale structure observed during the neutral and convective conditions

of Case 1.

6.6 Coherent Structure Associated with Sweep and Ejection Events

The previous section demonstrated statistical signatures in correlation fields consis-

tent with the existence of coherent structures at spatial scales on the order of 100 m

and temporal scales exceeding 10 minutes. This included correlation between the

vertical and horizontal velocity, which is classically organized into ejection and sweep

events (see, for example Robinson, 1991) corresponding to negative u∗′w′ events hav-

ing positive w′ (ejection) and negative w′ (sweep). Here we utilize the unique nature
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Figure 6.11 Contours of low-pass filtered u∗′w′/u2τ from observations made at z = 50 m
(a) measured between 0800 LT and 0845 LT during Case 1 and (b) measured between
1100 LT and 1200 LT during Case 1. Solid lines indicate identified sweep events, dashed
lines indicate identified ejection events. From (Al-Ghussain and Bailey, 2022) and used
with permission, license number 5513720396324.

of the UAS data to examine the structure of these events in greater detail. Specifi-

cally, we note that the use of UAS provides an opportunity to better understand the

spatial scale of these structures in the atmospheric surface layer due to their ability

to minimize the impact of advection velocity on the measurement of flow structure.

We first look at the spatio-temporal distribution of u∗′w′/u2τ . Examples are shown

in Fig. 6.11 from Case 1, specifically the distributions measured between 0800 LT

and 0845 LT and between 1100 LT and 1200 LT. Note that, to better isolate the

large-scale coherent motions, the u∗′(t) and w′(t) fields were first low-pass filtered at

1 Hz (filtering out motions smaller than approximately 20 m). The results shown in

Fig. 6.11a reflect the prominence of the negative u∗′w′ events relative to the positive

events in the more mechanically driven, near-neutral stability conditions. Later in

the morning (Fig. 6.11b), more large-scale positive u∗′w′ events were observed, but
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there is still a preponderance of negative u∗′w′ events measured over the same time

period.

A procedure was developed to identify sweep and ejection events from these spatio-

temporal fields. First, to identify individual ejection events, the low-pass-filtered

spatio-temporal regions having magnitude of u∗′w′ < −0.05 and w′ > 0 were iden-

tified. Note that the results were found to be largely insensitive to the threshold

selected and -0.05 was selected as it proved a large enough value to reject events

too short in duration to be considered ‘coherent’ while also being small enough in

magnitude to not filter out larger-scale events. Finally, individual ejection events

were isolated by identifying groups of connected measurement points meeting this

criterion. To identify individual sweep events, the same procedure was applied, but

constrained to w′ < 0 events.

The results of this identification process are shown in Fig. 6.11 using solid lines

to indicate identified sweep events and dashed lines to indicate identified ejection

events. The results show a roughly equal distribution of sweep and ejection events.

In addition, it appears that several of the larger events are composed of numer-

ous smaller-scale events, which could signal the formation of a larger-scale structure

through alignment of smaller structures, similar to the mechanisms proposed for the

formation of very-large-scale motions or superstructures in canonical wall-bounded

flow (Monty et al., 2007; Hutchins and Marusic, 2007). Alternatively, recognizing

Fig. 6.11 represents a spatio-temporal field, these multiple instances could be the

same event bisected by the aircraft at different times and may represent temporal

evolution of the structure as it advects through the measurement region.
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Figure 6.12 Contribution towards total (a) turbulence kinetic energy; (b) momentum flux;
and (c) sensible heat flux by ejection and sweep events. Black dots indicate Case 1 and
red dots indicate Case 2. From (Al-Ghussain and Bailey, 2022) and used with permission,
license number 5513720396324.

To highlight the importance of these structures to the overall turbulence intensity

and transport, we evaluated the contributions of the regions encapsulated by these

events to the k, ⟨u∗′w′⟩, and ⟨θ′vw′⟩ measured over the entire flight. This was done

by setting the portions of the filtered u′, v′, w′ and θ′v time series that fell outside the

identified sweep/ejection regions to zero, and calculating kCS, |u∗w|CS and |θvw|CS

from the time series measured during the flight. Here, the subscripted CS is used to

indicate values determined using only measurements from within an identified sweep

or ejection event. These values were then compared to the corresponding values of

k, |u∗w| and |θvw| determined from the unfiltered data and without nullifying the

portions of the time series falling outside the sweep and ejection.

The resulting ratios of kCS/k, |u∗w′|CS/|u∗w| and |θ′vw′|CS/|θ′vw′| are presented in

Fig. 6.12a, b, c, respectively. In general, the results show that the contribution from

the coherent motions increases over the course of the morning, with good agreement

between the cases. Although there is significant scatter in the kCS/k results, this

estimate suggests that the sweep and ejection motions account for as much as 10% to
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20% of the turbulence kinetic energy and 20% to 30% of the momentum and sensible

heat flux. This is comparable to what has previously been reported by Feigenwinter

and Vogt (2005) and Barthlott et al. (2007), but much lower than reported by Gao

et al. (1989), for example.

The contribution of individual coherent structures to the momentum flux was

expanded upon by examining the minimum value of u∗′w′ measured within each in-

dividual sweep and ejection event. Furthermore, we also compare these minimum

values to the y-direction (nominally streamwise) scale of each corresponding sweep

and ejection event, δy. The results of this comparison are shown in Fig. 6.13a, b for

sweep and ejection events respectively. Despite significant scatter, several observa-

tions can be made from these figures. The first is that there is a clear correlation

between the scale of the structure and the magnitude of (u∗′w′)/u2τ produced within

it. A second observation is that sweep and ejection have similar scales, although

there is more variability in the size of the ejection events. There does seem to be

qualitative evidence in Fig. 6.13a, b that, given the smaller uτ occurring earlier in the

transition process, the reduced convective activity allows larger structures to form but

with a corresponding weaker momentum flux. As the buoyant forcing increases the

structures become smaller in scale, but with a corresponding increase in momentum

flux.

Finally, to examine the changes in structure of the sweep and ejection events over

the course of the morning transition, conditional averaging was conducted. This pro-

cedure utilized the same sweep/ejection identification procedure described above but,

to minimize the influence of alignment of multiple structures influencing the averaging
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Figure 6.13 Comparison of approximate scale of observed sweep and ejection events to
estimated magnitude of momentum flux contribution. From (Al-Ghussain and Bailey, 2022)
and used with permission, license number 5513720396324.

process, a more restrictive u∗′w′ threshold of 80% the minimum measured during each

transect was employed. For each individual structure, it’s spatial, δy, and temporal,

δt, extents were determined. Each structure was then re-scaled by y/δy, t/δt and

(u′, v′, w′)/(|u∗′w′
min|)0.5 before averaging all identified structures. Here, |u∗′w′

min| is

the minimum value of the shear stress within each structure. The result being an

average structure scaled by its peak momentum flux and spatial and temporal extents.

Conditionally averaged velocity vectors corresponding to ejection events are shown

in Fig. 6.14 from Case 1, with the events measured from 0800 LT to 0845 LT shown

in (a) and from 1100 LT to 1200 LT shown in (b). Although not many events were

averaged, some interesting observations can be made. Focusing first on the averaged

structure from the earlier morning measurements (Fig. 6.14a), we see evidence of the

ejection event flanked by counter-rotating vortex structure at z = 75 m. To better

83



illustrate this we also present the corresponding isocontours of the pseudo-vorticity

ω̃ =

(
∂v

∂t
δt− ∂u

∂y
δy

)
1

(|u∗′w′|min|)0.5
(6.7)

in Fig. 6.14c. Although only an approximate estimate of the z-aligned component

of vorticity, these results do suggest the presence of a counter rotational structure

extended throughout the measurement plane. This counter-rotating structure is con-

sistent with the observations from zero-pressure-gradient isothermal boundary layers

(e.g., Adrian, 2007) of ejection events corresponding to hairpin vortex formation and

streamwise vorticity near the surface. Further corroborating the similarity of this

structure with the canonical turbulent boundary layer structure is that these ejection

events appear to be preceded by upstream sweep events events at higher elevations

as described by Robinson (1991).

The conditionally-averaged structures from the later morning/convective bound-

ary layer conditions (Fig. 6.14b) are less well-defined. However, some similarities be-

tween this structure and that of the earlier morning are evident. Most notably, in the

appearance of precedent sweeping events at z = 75 m and the indication of counter-

rotating vorticity in the corresponding pseudo-vorticity contours of Fig. 6.14d.

For the sweep events, conditionally averaged velocity vectors corresponding are

shown in Fig. 6.15a, b from Case 1, with the events measured from 0800 LT to

0845 LT shown in (a) and from 1100 LT to 1200 LT shown in (b). The corresponding

ω̃ corresponding to the results are shown in Fig. 6.15c,d. In general, conditionally-

averaged sweep structures display much less organization than the corresponding

ejection structure. One notable pattern, however, is that as the surface is approached,
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Figure 6.14 Conditionally averaged velocity vectors of ejection events from observations
(a) measured between 0800 LT and 0845 LT during Case 1 and (b) measured between
1100 LT and 1200 LT during Case 1. Contours in (a) and (b) are of w′/(|u∗′w′|min|)0.5.
Contours of ω̃ corresponding to the results shown in (a) and (b) are shown in (c) and
(d) respectively. From (Al-Ghussain and Bailey, 2022) and used with permission, license
number 5513720396324.
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Figure 6.15 Conditionally averaged velocity vectors of sweep events from observations (a)
measured between 0800 LT and 0845 LT during Case 1 and (b) measured between 1100 LT
and 1200 LT during Case 1. Contours in (a) and (b) are of w′/(|u∗′w′|min|)0.5. Contours of ω̃
corresponding to the results shown in (a) and (b) are shown in (c) and (d) respectively. From
(Al-Ghussain and Bailey, 2022) and used with permission, license number 5513720396324.
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the portion of δt and δy encompassed by the negative vertical velocity appears to

increase, even though a comparison δt, δy and (|u∗′w′|min)0.5 across the three heights

indicates that these scaling factors are approximately the same. This then suggests a

spreading of the event as it approaches the surface, reminiscent of a ‘splatting’ event.

Evidence of counter-rotation structure flanking the sweep events is also present in the

contours of ω̃, most notably in the 0800 LT to 0845 LT results shown in Fig. 6.15c.

6.7 Summary

Here we demonstrated the UAS capability of investigating the surface layer structure

during the morning transition acquired as a part of the 2017 CLOUDMAP mea-

surement campaign. Visualizations of the velocity and temperature fields reflected

the formation of turbulent thermals on the scale of hundreds of meters which be-

came stronger as the morning evolved. Moreover, the results of the spatio-temporal

correlations applied to quasi-streamwise transects show that the detected structures

have spatial extent of approximately 200-m in the streamwise direction. Addition-

ally, spatio-temporal correlations were employed to estimate the advection velocity,

which varies significantly as the morning progresses and is different than the mean

flow velocity. Such results confirm that the use of frozen Taylor hypothesis to re-

solve the spatial distribution of the flow field using the mean flow velocity would fail

in resolving the actual spatial extent of the flow field. Moreover, an approach was

presented to identify sweep and ejection events and highlight their contribution to

the overall turbulent kinetic energy, momentum, and sensible heat flux. The results

from this analysis agree with some of the findings reported in the literature that con-
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firm that coherent structures significantly contribute the aforementioned quantities

(up to 30%). Finally, conditional averaging of the spatio-temporal fields of coherent

structure indicates that the structure of ejection events observed in the atmospheric

surface layer, and structures observed in canonical turbulent boundary layers share

some characteristics.

Copyright© Loiy Al-Ghussain, 2023.
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Chapter 7 Coherent Structure Characterization using an Uncrewed

Aircraft System Equipped with a Vorticity Probe

Here, we present the development and use of a novel a five-hole-probe-based vorticity

probe equipped on a fixed-wing UAS to resolve both velocity and instantaneous lo-

calized velocity gradients of the flow field, allowing estimation of the dissipation rate

and the vorticity along the aircraft’s flight path. These tools are applied to further

investigate the ABL structure utilizing the conditional averaging technique.

7.1 Overview of Vorticity Probe

The vorticity probe, developed here, consists of four identical custom-made five-hole

probes, each capable of measuring 3D wind components. This five-hole-probe-based

vorticity probe is an extension of the 12-wire hot-wire probe concept, which measures

three components of velocity at three points on a single probe to determine the

velocity gradients at an approximated point in space. Note that a 12-wire probe

measures the three velocity components at three locations on a plane transverse to

the probe and uses Taylor’s hypothesis to get gradients in the direction along the

probe axis. To fully-resolve the axial gradients for the vorticity probe used here,

an additional fourth measurement point was introduced. This configuration allows

measuring the full velocity gradient tensor which can be used for estimating vorticity,

Reynolds stress tensor, energy budget measurement, eddy diffusivity quantification,

rotation development, and inertial subrange behavior.
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There are two distinct disadvantages to using five-hole-probes for this configu-

ration, rather than hot-wire probes. One principle disadvantage is that a five-hole

probe, due to tubing constraints, requires larger physical dimensions than a multi-

sensor hot-wire probe. This results in a significant loss of spatial resolution. In addi-

tion, a five-hole-probe does not possess the same frequency-response characteristics as

a hot-wire probe. For the probes used here, a 50 Hz response is estimated compared

to a typical hot-wire response of 40 kHz. However, for atmospheric measurements,

which have generally larger scales and slower time evolution than laboratory flows,

the reduction in spatial and temporal resolution was not as significant.

The probe spacing was selected to ensure that the probes will not interfere with

each other assuming 45◦ as the maximum angle of attack, but at the same time, the

spacing is considered small enough to count as measuring a ‘point’ in space. The

diameter of the vorticity probe (radial distance between the probe in the center and

the other multi-hole probes) was selected to be 1.778 cm as shown in Fig. 7.1. The

selected spacing is almost three times the distance suggested by Freestone (1988) and

corresponds approximately to 20η in the analyzed atmospheric flow field. This would

suggest that we would be measuring local vorticity that corresponds to scales larger

than η. It should be noted that a smaller spacing distance is favorable, as suggested

by Freestone (1988) however the fabrication process would be challenging. The tip

of each multi-hole probe is made from aluminum and has a diameter of 6.17 mm and

a length of 5.31 cm. Additionally, the total length of the vorticity probe (from the

multi-hole probe tip to the end of the carbon fiber tube) is 55 cm, and an outer radius

of 2.5 cm. Each multi-hole probe is connected to three pressure transducers (MS4515
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pressure transducers type A) using 71 cm long clear Tygon tubing with inner and

outer diameters of 1 mm and 2 mm, respectively. The top and bottom holes of the

multi-hole probe are connected to one transducer, left and right holes are connected

to a second transducer, whereas the central hole and the static pressure from the

pitot tube are connected to a third transducer. The pressure differences across each

probe are then used to estimate the calibration coefficients and the three components

of relative air velocity using an approach similar to the methodology presented in

Chapter 4. As shown in Fig. 7.1, the P2 indicates the probe in the center of the

vorticity probe, whereas P1 and P3 indicate the probes on the right and left in the

figure, respectively and P4 is used when referring to the top probe.

To determine the velocity gradients, the corrected ground-fixed wind velocity mea-

surements (using the V2 version of the correction approach described in Chapter 5)

are first determined. As the distance across the probes is small, small differences in

the velocity measured by individual probes can cause large biases in the resulting

gradients. We therefore assume that all probes should measure the same mean veloc-

ity over the entire flight and use the probe in the center (P2) as a reference to find

linear regression coefficients that correct the mean velocity components of P1, P3,

and P4 to match those measured by P2 following

uk = u0,k × (Au)k + (Bu)k (7.1)

vk = v0,k × (Av)k + (Bv)k (7.2)

wk = w0,k × (Aw)k + (Bw)k (7.3)

where (u, v, w) are the corrected velocity component of probe k with respect to the
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Figure 7.1 Overview of the developed vorticity probe. The superscripted p indicates that
these coordinates are in the probe frame of reference.

ground frame of reference, which are aligned with (x, y, z) coordinate system with the

x-axis directed towards the east, the y-axis directed towards the north, and the z-

axis directed up. (u0, v0, w0) are the original ground-fixed wind velocity measured by

probe k, (Au, Av, Aw) and (Bu, Bv, Bw) is the linear regression coefficients of (u, v, w)

for probe k. To obtain (Au, Av, Aw) and (Bu, Bv, Bw), a linear fit is applied to the

moving average of (u, v, w)k and (u, v, w)2 over the entire flight.

The coordinate system is then rotated to align with the mean wind velocity direc-

tion where (x1, x2, x3) and (u1, u2, u3) are the mean-flow-aligned coordinate system.
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Afterward, we find the instantaneous velocity gradients using,

(
∂ui
∂xf

)
jk

=

(
∂ui
∂H

)
jk

(
∂H

∂xf

)
jk

, (7.4)

where i, f = 1 corresponds to the streamwise direction, i, f = 2 corresponds to the

spanwise direction, and i, f = 3 corresponds to the vertical direction as shown in Fig.

7.1 all with respect to the mean wind flow direction, j and k are the probe numbers

as described in Section 7.1. with,

(
∂H

∂xf

)
jk

=

(
∆xf
H

)
jk

(7.5)

(
∂ui
∂H

)
jk

≈ (ui)j − (ui)k
Hjk

(7.6)

where,

Hjk =
√

(∆xf )2jk (7.7)

Here, the overline indicates a moving time average over an optimized period (pmov)

which is found by solving the optimization problem using the Nelder-Mead mini-

mization approach in MATLAB. The optimization’s objective was to minimize the

mean error over the entire flight between the mean dissipation rate estimated from

the power spectrum using Eq. 6.5 following the methodology presented in (Bailey

et al., 2019) and the mean vorticity estimated using the gradients of the velocity

fluctuations, ⟨ε(t)⟩, where ⟨⟩ brackets indicate spatial averaging over each transect

and with ε(t) = ν
∂u(t)′i
∂xf

(
∂u(t)′i
∂xf

+
∂u(t)′f
∂xi

)
.

The configuration of the vorticity probe allows the estimation of ∂ui

∂x1
from three-

probe combinations (i.e. the three combinations of P2 with P1, P3 and P4) whereas
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∂ui

∂x2
and ∂ui

∂x3
can be estimated from five probe combinations (i.e., all possible pairs

that can be formed between the individual probes excluding the horizontal gradients

between P1 and P3 and vertical gradients between P2 and P4). The repeated quan-

tities are averaged, and this averaged value is used in the analysis. It should be noted

that the gradients of the velocity fluctuations are estimated using the same procedure

presented for the velocity gradients.

7.2 Overview Calibration Setup

As aforementioned, the estimation of the all three velocity components relative to

the probe’s axis requires determination of CPyaw , CPpitch
and CPtotal

as a function of

α and β. Each probe is expected to have a slightly different response since they are

individually fabricated. Furthermore, the configuration of the vorticity probe is such

that there may be interference effects between the probes, therefore calibration maps

were constructed by pre-calibrating the vorticity probe in a known velocity field in a

controlled environment (i.e. an open-jet wind tunnel with a flow conditioning section

consisting of a series of meshes and honeycombs to laminarize the jet exit). These

calibrations consisted of varying the angular position of the probe and recording

the pressure difference measured (p3 − p2, p5 − p4 and p0 − ps) , using these pressure

difference to calculate the calibration coefficients following the methodology presented

in Chapter 4 with the adjustments made for the reduced transducer count required

for the vorticity probe of p = −0.5(|(p5 − p4)| + |(p3 − p2)|).

To conduct these calibrations, a custom-built automatic calibration setup, shown

in Fig. 7.2, was developed for both multi-hole and vorticity probe use. The calibration
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setup consists of the following:

• L-shaped rack with a sleeve to hold the probe and two supports: one with wheels

to support the L-shape rack and reduce the load on the rotary table and the

second one is used to reduce the vibration of the probe during the calibration.

• Two-stepper motors (Vexta PK245, Velmex Inc., Bloomfield, NY, U.S.A.) each

attached to a rotary table (B5990TS, Velmex Inc., Bloomfield, NY, U.S.A.)

and a controller (VXM-2, Velmex Inc., Bloomfield, NY, U.S.A.) to control the

angular position (yaw and roll angles) of the probe.

• Differential transducers board (MS4515 pressure transducers type A) connected

to a 16-bit data acquisition system (USB-6212, NI Inc, Austin, TX, U.S.A.) to

record the observations.

• A personal computer with custom-built LabVIEW code used to:

– set the wind tunnel speed using the feedback from the wind tunnel Pitot-

static tube

– perform sequential angular positioning of the probe

– record the pressure data as a function of the probe’s angular position at

3000 Hz.

The calibration setup is mounted on a table in front of the open-jet wind tunnel

as shown in Fig. 7.2, separated from the inlet by a 5 cm horizontal distance with the

probe positioned to be at the center of the wind tunnel flow area where the smallest

velocity gradients were measured. The yaw traverse range of the calibration setup

was ±40◦ whereas the roll range was ±90◦ with the resolution of both angles 0.05◦.

The vorticity probe calibrations were conducted at a wind tunnel speed of 18
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m/s to match the cruise velocity of the UAS. Note that investigations for which

calibrations were carried out at different wind tunnel speeds demonstrated that the

calibration coefficients were unaffected by the calibration velocity (over the expected

range of UAS airspeeds).

As the desired calibration maps are a function of α and β, it was necessary to

transform the calibrator’s known yaw (γ) and roll (ϕ) angles to α and β. This was

done using

α = tan−1

(
sin(ϕ) sin(γ)

cos(γ)

)
(7.8)

β = tan−1

(
cos(ϕ) sin(γ)

cos(γ)

)
. (7.9)

7.3 UKNRF Flight Campaign

To evaluate the ability of the vorticity probe to measure properties of coherent struc-

tures, a measurement campaign was performed. This campaign was conducted at

the University of Kentucky North Research Farm (UKNRF) surrounded by agricul-

tural lands planted with different crops. The farm is located at 38.119274◦ latitude,

-84.496803◦ longitude, and 241.54 m above sea level. Here, again we will use local

time (LT) when referencing the time of day, which was Eastern Standard Time (EST)

or UTC–5. The campaign occurred on August 17, 2022, starting just after sunrise

during the morning transition period at 8:30 am LT and ending at 1:15 pm LT with

a total of three flights referred to as Flight 1, Flight 2, and Flight 3. The primary

measurement systems used for the experiment consisted of three UASs aircraft, two

fixed-wing UASs for horizontal profiling, and one rotorcraft for vertical profiling.
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Figure 7.2 Multi-hole probe automated calibration setup.
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The fixed-wing UAS (BC6B and BC6E) were BLUECAT6 aircraft flown at 50 m

a.g.l, as illustrated in Fig. 7.3. The BC6 aircraft are modified Believer airframes

(MakeFlyEasy, SiChuan, China) and have a wingspan of 1.95 m, length of 1.22 m,

gross weight of 6.58 kg and payload capacity of 2.27 kg. BC6 aircraft are launched

using a custom-built bungee-powered catapult launcher (shown in Fig. 7.3c) and have

the capability to loiter at a speed of 19 m/s and a maximum flying speed of 24.7 m/s

with an average flight endurance of 1.5 hours, depending on the battery type used.

The aircraft is a twin-motor aircraft with each wing equipped with a single brushless

motor driving a 0.3048 m propeller. The aircraft is equipped with a commercial

autopilot (Pixhawk 2.1, 3DRobotics, U.S.A.) that sends telemetry information to the

groundstation using a 900 MHz radio link (RFdesign 900X-US, GA, U.S.A.). This

radio link also allows the ground controllers to update mission parameters while the

aircraft is in flight. Manual control of the aircraft is provided using a standard 2.4

GHz RC radio link which passes command information through the autopilot prior

to being delivered to the servos, allowing the aircraft to be switched between manual

control, stabilized manual control, and waypoint-following modes.

Each aircraft was equipped with a custom-made sensor referred to as a SamaMet,

described by Ladino et al. (2022). This sensor is capable of measuring pressure (p),

temperature (T ), and relative humidity (RH) at a rate of 1 Hz. The BC6 aircraft

were equipped with a VectorNav inertial measurement system with dual GNSS was

(VN-300, Dallas, TX, U.S.A.) which was used to acquire the UAS orientation as

well as the aircraft velocity in the ground-fixed frame of reference. The BC6B fixed-

wing aircraft was equipped with a 3D-printed nose to hold the vorticity probe, as
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shown in Fig. 7.1. Data from the pressure transducers is logged at 1000 Hz using

a 16-channel, 16-bit data acquisition system (USB-1608G, Measurement Computing

Corporation, Norton, MA, U.S.A.). The BC6E measured the three-components of the

relative velocity vector using a custom-made five-hole probe at 200 Hz using a 16-bit

data acquisition system (USB-1608FS-Plus, Measurement Computing Corporation,

Norton, MA, U.S.A.). Data logging and storage for the multi-hole probes, SamaMet

and VectorNav was conducted using a mini PC stick computer running custom-made

LabvView-based software.

Finally, a Foxtech Hover1 quadcopter was utilized to measure the vertical gradi-

ents of atmospheric properties. The aircraft performed vertical ascents and descents

at 1 m s−1 between 10 m and 120 m, as illustrated in Fig. 7.3 while being flown

concurrently with the fixed-wing aircraft. The aircraft was put back in the air once

the batteries were replaced. This aircraft was equipped with a Trisonica Mini 3D

sonic anemometer (Anemoment LLC, Longmont, CO, U.S.A.) mounted on a 0.6 m

mast to prevent distortion of the measured wind by the aircraft’s rotor wash. Addi-

tionally, it was equipped with SamaMet sensor and an iMet-XQ sensor for pressure,

temperature, and relative humidity measurements.

Each flight consisted of each aircraft repeatedly traversing the same 1000 m long

straight line transect at a true airspeed of 18 m s−1 (Fig. 7.3a and b). Typically

80-90 transects were made per flight in alternating directions with each transect

taking around 75 s. The vorticity probe was mounted on BC6B which was flown

for about 50 min in horizontal transects making an angle of 114o with the mean

wind direction to increase the probability of transecting coherent structures as shown
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in Fig. 7.3. BC6E was equipped with a single multi-hole probe and was flown

simultaneously to BC6B for about 115 min in horizontal transects making an angle

of 23o with the mean wind direction, as shown in Fig. 7.3. This aircraft was intended

for measuring the advection velocity of coherent structures. The advection velocity

was found by finding the spatial and temporal shifts in the peak streamwise velocity

cross-correlation, where it was applied on every two consecutive transects.

The measured quantities are presented in an (x, y, z) coordinate system with the

x-axis directed towards the east, the y-axis directed towards the north, and the z-

axis directed up, and with the origin of the coordinate system located at the aircraft

launch point (Fig. 7.3b). The wind velocity components (u, v, w) are aligned with

the (x, y, z) axes, respectively.

7.4 Mean Background Properties of the Boundary Layer

Here we estimate the atmospheric properties of the boundary layer during the vortic-

ity probe measurements campaign to investigate the stability of the ABL. To do so,

we use the data acquired by the fixed-wing UAS (BC6E) along with some information

from the Hover1. Similar to the procedures outlined in Chapter 6, spatially average

quantities were calculated from each horizontal transect (only when UAS is in the

automated flight pattern), assuming steady-state conditions for each transect, and in-

dicated by ⟨ ⟩ brackets. Figure 7.4(a) shows an increase in the horizontal components

of wind velocity, with increasing variability after 0800 LT. This increasing variability

is further reflected in the time evolution of the turbulent kinetic energy, which is

shown in Fig. 7.4(b) and coincides with the evolution in the potential temperature in
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Figure 7.3 (a) Topographic map showing terrain surrounding measurement with (b) de-
tailed satellite photograph of the area highlighted by the blue box in (a). (c) shows the
fixed-wing and rotorcraft UAS used, along with an additional illustration of the different
flight path altitudes. The red trajectories indicate the flight path of BC6B, which carried
the vorticity probe whereas the orange trajectories indicate the flight path of BC6E which
carried the standard five-hole probe.
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Figure 7.4 Evolution of flow filed background statistics with time: (a) ⟨u⟩ and ⟨v⟩; (b)
⟨k⟩; (c) ⟨θv⟩ and (d) ⟨P ⟩/⟨ε⟩.

Fig. 7.4(c). This indicates that the ABL is characterized by stable conditions before

0800 LT where after that, convective conditions start to dominate with an increase

in the turbulent intensity. Moreover, by adopting the same approach presented in

Section 6.3 including the use of the horizontal velocity gradient from the rotorcraft,

we present ⟨P ⟩/⟨ε⟩ to evaluate the relative contribution of mechanical production to

total production as presented in Fig. 7.4(d). Assuming negligible turbulence advec-

tion and negligible pressure fluctuations, it is possible to interpret Fig. 7.4(d) as the

relative share of mechanical production in the total turbulent production. It can be

seen that the share of mechanical production decreases after 0800 LT, whereas before

that, mechanical production is the dominant source of turbulence production.
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7.5 Spatial Observations of Flow Structure

As discussed in Section 2.5, the dissipation rate is an important quantity that, in

atmospheric measurements, is often used as a measure of turbulence intensity in lieu

of k. However, the estimation of the turbulent dissipation rate is usually carried out

assuming Kolmogorov’s theories can be applied in all cases, which assumes homo-

geneous and isotropic turbulence and the corresponding presence of an inertial sub-

range scales with the -5/3 slope in the energy spectrum. Additionally, frozen Taylor’s

hypothesis is often employed to transform the frequency spectrum to a wavenumber

spectrum, and the validity of this hypothesis has been questioned (Wac lawczyk et al.,

2017; Al-Ghussain and Bailey, 2022), particularly as it assumes the advection velocity

is constant for all wavenumbers. Hence, the ability to spatially resolve the dissipation

rate from the small-scale velocity gradients of the velocity fluctuations is attractive

and here we demonstrate the use of the vorticity probe presented in Section 7.1 for

measurements of ε over in the spatio-temporal domain.

To do so, we first rotate the flight trajectory on the horizontal plane to align with

the mean wind velocity direction where (x1, x2, x3) and (u1, u2, u3) are the mean-flow-

aligned coordinate system with u1 and x1 in the mean-flow direction. The gradients

of the instantaneous velocity vector components and their corresponding fluctuations

about the mean were estimated using the approach presented in Section 7.1. The

optimal time averaging window size, pmov, was found to be 0.028 s for the first two

flights and 0.108 s for the third flight, respectively. When compared to an approximate

frequency response of 50 Hz for these five-hole-probes (Witte et al., 2017), these
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window sizes are on the order of that expected for the frequency response of the

probe temporal resolution. As mentioned in Section 7.1, the configuration of the

vorticity probe allows the estimation of the velocity gradients from different probe

combinations, allowing a rough uncertainty estimate from the differences in velocity

gradient calculated between each probe combination and found to be between ±3.4

and ±4.1 m/s2 for the UKNRF campaign measurements.

Finally, ε was calculated using both Equation 2.4 and Equation 2.6 for every mea-

sured instant in time. These results were then averaged along each transect (each

horizontal pass of the aircraft in a single direction) allowing a comparison to ε esti-

mated using Equation 6.5. It should be noted that the presented data were processed

by applying a low-pass filter with a cut-off frequency of 1 Hz for data smoothing. The

results are shown in Fig. 7.5 which shows that the velocity gradients measured by

that vorticity probe produce values that are consistent with the expected values un-

der these conditions. Additionally, these results show that spacing of the individual

probes in the vorticity probe design- almost 20η- does not result in significant error

when estimating the small-scale velocity gradients.

The results in Fig. 7.5 depict the ability of the vorticity probe using the proposed

procedure to measure the mean dissipation rate with reasonable agreement compared

to the other approaches. The dissipation rate estimated using the power spectrum

approach in Fig. 7.5(b) shows the largest discrepancies between 1050 LT and 1115 LT

compared to the other approaches, which could be caused by the misfit of the iner-

tial sub-range to the -5/3 slope theory proposed by Kolmogorov (Kolmogorov, 1941;

Wang et al., 2021). This misfit could be attributed to the change in the wind direc-
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Figure 7.5 Evaluation of the average dissipation rate measured by the vorticity probe
throughout the three flights during the UKNRF campaign on August 17, 2022. (a) repre-
sents Flight 1 started at 0839 LT; (b) Flight 2 started at 1009 LT and (c) Flight 3 started
at 1140 LT.

tion during that period affecting the power spectrum that is supposed to be in the

longitudinal direction. Despite that, it is clear that the dissipation rate from the pro-

posed procedure follows the same trends as the dissipation rates estimated using the

other approaches implying the ability to use the proposed approach to measure both

the spatial and temporal extents of the dissipation rate using the vorticity probe. It

should be noted that the temporal extent of the measured dissipation rate can be

transformed to a spatial extent using the advection velocity measured by the sec-

ond UAS (BC6E), which was flying perpendicular the vorticity-probe-carrying UAS.

The mean advection velocities for Flight 1, 2, and 3 were 2.4 m/s, 2.15 m/s, and
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Figure 7.6 Spatial isocontours of dissipation rate measured by the vorticity probe during
UKNRF campaign on August 17, 2022. (a) represents Flight 1 started at 0839 LT; (b)
Flight 2 started at 1009 LT and (c) Flight 3 started at 1140 LT.

2.8 m/s, respectively. These advection velocities are smaller than the average hori-

zontal wind velocities by 80%, 42%, and 40% for the three flights, respectively. The

spatial distribution of the dissipation rate resolved by the vorticity probe during the

flight campaign is shown in Fig. 7.6.

These spatial isocontours show intense regions of the dissipation rate with in-

termittent behavior similar to what has been previously observed in the literature

(see, for example Morshed et al., 2013; Li et al., 2021). Additionally, these isocon-

tours show strong signatures on the existence of coherent structures (lump regions)

in the streamwise and spanwise directions which is also evident in other atmospheric

quantities isocontours such as the fluctuations of the virtual potential temperature
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isocontours as shown in Fig. 7.7. It can be seen in Fig. 7.7 negative regions flanked

by positive regions and vice versa which indicates that these regions correspond to

mixing events that become more intense as the day progresses with the increase in

buoyancy production. During the morning, Fig. 7.7(a), these events have horizontal

length scales in the streamwise and spanwise directions on the order of 200 m. As

the morning progresses, Fig. 7.7(b) and (c), these scales increase especially in the

streamwise direction (x1) as the morning progresses with scales up to 600 m which

is consistent with either hairpin vortices legs or low-momentum streaks that evolve

and form the legs of hairpin vortices (e.g., Moeng and Sullivan, 1994; Kim and Park,

2003; Newsom et al., 2008; Iwai et al., 2008; Alcayaga et al., 2020). Similar length

scales and similar mixing events are observed in the vorticity components; see for

example, the spatial isocontours of spanwise vorticity in Fig. 7.8. Additionally, it

can be seen in Figs. 7.6 and 7.8 that the intense dissipation regions coincide with

intense vorticity regions similar to what was previously observed by others (see, for

example Worth and Nickels, 2011).

7.6 Average Flow Structure Visualization

Conditional averaging is a technique used to identify and analyze coherent structures.

One specific application of this technique is to get a better understanding of coherent

structures’ formation and behavior (e.g. Samie et al., 2022). To do so, conditional

averaging requires the selection of events where certain criteria is met, which here will

be those associated with the occurrence of a sweep or ejection event, and then average

either the spatial, or temporal properties which surround these events to reveal the
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Figure 7.7 Spatial isocontours of virtual potential temperature fluctuations measured
during UKNRF campaign on August 17, 2022. (a) represents Flight 1, which started at
0839 LT; (b) Flight 2 which started at 1009 LT; and (c) Flight 3 which started at 1140 LT.

average behavior corresponding to such events, that may not be apparent in the full

dataset.

Hence, the first step in the conditional averaging analysis is to define the criteria

that will be used to select the regions of the data that will be averaged. Here, the

criteria will be based on the momentum flux (u′1u
′
3) and we define a threshold of 80%

of the minimum u′1u
′
3 measured during each transect and assume instances where the

measured value is below this threshold is an instance where the UAS has flown through

a sweep or ejection. Such a local minimum is a well-recognized signature of hairpin

vortices, as discussed in Carper and Porte-Agel (2004). Specifically, the local minima

that meets the criteria is the condition which will be averaged on. Then, we identify
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Figure 7.8 Spatial isocontours of spanwise vorticity component measured by the vorticity
probe during UKNRF campaign on August 17, 2022. (a) represents Flight 1 started at
0839 LT; (b) Flight 2 started at 1009 LT and (c) Flight 3 started at 1140 LT.

the location of each event (locstr) along each transect and use it to create a matrix of

the spanwise extent of the flow field parameters surrounding locstr for each structure.

We then re-scale the shifted spanwise spatial extent (x2−locstr) by the spanwise width

of the coherent structure (wd), where the re-scaled spatial extent is represented by δy.

In contrast, atmospheric quantities are re-scaled by norm =
|u′

1u
′
3|max

⟨|u′
1u

′
3|⟩

before averaging

all identified structures where the re-scaled quantities are denoted by ∗. Finally, we

sort the identified structures using sweep and ejection events to better understand

and characterize the coherent structures.

First, we look at the sorted momentum flux isocontours that correspond to sweep

and ejection events to ensure the ability of the conditional averaging to identify
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and sort these structures and to evaluate any associated patterns associated with

these structures. Figure 7.9 shows the isocontours and the average flow structure

of the momentum flux during the UKNRF flight campaign. It can be seen that

the conditioning was able to isolate the events that correspond to the minimum

momentum flux and, later, in obtaining the average flow structure. Figure 7.9 shows

that each detected structure corresponds to an increase in the local momentum flux

during both sweep and ejection events. This is further confirmed by the same trends in

the velocity fluctuation fields as well as the heat flux. Additionally, the conditionally-

averaged streamwise and vertical velocity fluctuations follow the expected trends

for sweep and ejection events as shown in Fig. 7.10. As ejection events play an

important role in transporting low-momentum fluid away from the surface by positive

vertical velocity, whereas sweeps transport high-momentum fluid toward the surface

by negative vertical velocity, concentrated regions of high and low velocities and are

implicit to such events (for example, Hussain, 1983, 1986).

As the heat flux is closely coupled to the momentum flux, it should present strong

signatures on the presence of coherent structures in these results, where such sig-

natures usually involve a localized ramp in the temperature and hence in the heat

flux profiles. Looking at the sorted heat flux isocontours in Fig. 7.11, we notice a

peak/valley in the heat flux surrounded by valley/peak in both sweep and ejection

events during the three flights, which are consistent with mixing events and similar to

what was observed by others (for example, Krusche and De Oliveira, 2004; Barthlott

et al., 2007) and have been related to coherent structures. Additionally, the flow

structure of the heat flux during the first flight has a counter profile compared with
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Figure 7.9 Momentum flux sorted by sweep and ejection events during UKNRF campaign
on August 17, 2022. (a) Isocontours of Flight 1 which started at 0839 LT; (b) Isocontours
of Flight 2 which started at 1009 LT; (c) Isocontours of Flight 3 which started at 1140 LT
and (d) mean profile of the conditionally averaged momentum flux during the three flights.
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Figure 7.10 Average structure of the streamwise (in a&b) and vertical velocity fluctuations
(in c&d) sorted by sweep (denoted by sw) and ejection (denoted by ej) events during
UKNRF campaign on August 17, 2022.

the two later flights. During the first flight, the earth’s surface is cold, and hence

during ejection events, colder air is ejected toward the atmosphere, which is replaced

by warmer air during sweep events. Whereas, as the morning progresses the earth’s

surface heats up and the ejected air during ejection events becomes warmer than the

air far from the surface which would be then replaced by cold air by sweep events.

The mixing events observed in the heat flux are also evident in the vorticity

fluctuation fields, see for example, the streamwise vorticity in Fig. 7.12, with intense

vorticity regions at the location of the coherent structure flanked by counter-rotating

vorticity fluctuation regions. This could be a signature on the legs of the hairpin

vortices similar to what was observed by (Carper and Porte-Agel, 2004). Moreover,

notice that the vorticity fluctuation flips sign after the first flight, this could be

related to the increase in the buoyancy production as the morning progresses which is
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Figure 7.11 Heat flux sorted by sweep and ejection events during UKNRF campaign on
August 17, 2022. (a) Isocontours of Flight 1, which started at 0839 LT; (b) Isocontours of
Flight 2, which started at 1009 LT; (c) Isocontours of Flight 3, which started at 1140 LT
and (d) mean profile of the conditionally averaged heat flux during the three flights.
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also evident in the other vorticity fluctuation components, especially during ejection

events. This is similar to what was observed in the heat flux, Fig. 7.9. Finally,

the characterization of the average flow structure using conditional averaging tends

to perform better (clearer trends can be extracted) under neutral conditions in the

absence of buoyancy production.

Copyright© Loiy Al-Ghussain, 2023.
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Figure 7.12 Streamwise vorticity fluctuations sorted by sweep and ejection events during
UKNRF campaign on August 17, 2022. (a) Isocontours of Flight 1, which started at
0839 LT; (b) Isocontours of Flight 2, which started at 1009 LT; (c) Isocontours of Flight
3, which started at 1140 LT and (d) mean profile of the conditionally averaged streamwise
vorticity fluctuations during the three flights.
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Chapter 8 Conclusions and Future Work

Stationary (in-situ) measuring devices are commonly used to infer turbulence struc-

ture. However, this usually necessitates inferring the wind’s spatial distribution using

Taylor’s frozen-flow hypothesis, which is poorly realized at large scales, particularly

in non-stationary flows subject to the diurnal stability cycle. Multiple synchronous

measuring systems at different sites are usually required to solve this limitation. On

the other hand, uncrewed aircraft systems (UASs) are becoming more common in

atmospheric research. UASs can travel through the flow on time scales quicker than

coherent structures, resulting in improved spatial resolution of the turbulence struc-

ture along the flight path. Furthermore, UASs can obtain measurements with high

spatial resolution while simultaneously sampling temporally because of their lower

cruising speed compared to crewed aircraft. This study presents two approaches to

studying the ABL structure during the morning transition.

The first approach employed three fixed-wing UASs each equipped with a single

multi-hole probe for horizontal profiling with a fourth rotorcraft for vertical profil-

ing to investigate the structure of the surface layer during the morning transition

acquired as a part of the 2017 CLOUDMAP measurement campaign near Stillwater,

Oklahoma, U.S.A. The second approach demonstrates the ability of a multi-hole-

probe-based vorticity probe on fixed-wind UAS to characterize the ABL structure

where we present an approach to estimate the local velocity gradients and employ

them in the estimation of the dissipation rate and vorticity fields. Additionally, a
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second fixed-wing UAS flying across the first UAS was used to estimate the advec-

tion velocity. Measurements were conducted with these aircraft during the morning

transition during a limited field deployment campaign at the University of Kentucky

North Research farm (UKNRF).

In the first approach, the analysis of single- and multi-point statistics conducted

using fixed-wing and rotorcraft UASs flying simultaneously at different altitudes and

flight paths demonstrated the potential for UAS to resolve coherent structures within

the atmospheric surface layer. Generally, similar evolution was observed in the single-

point statistics over the two cases measured, although decreased stability was present

during Case 2, which resulted in significantly more influence of mechanical production

for that case. The increased mechanical production corresponded to a reduction in

temperature gradients and increased turbulence kinetic energy. Visualizations of the

velocity and temperature fields connected these changes to a clear increase in the vari-

ability in both the vertical and horizontal fields. These visualizations also reflected

the formation of turbulent thermals on the scale of hundreds of metres which became

stronger as the morning evolved. Visualizations of the horizontal plane also appeared

to indicate the presence of larger-scale motion. Application of spatio-temporal cor-

relations to quasi-streamwise transects through the surface layer indicated that the

structures have streamwise extent of approximately 200-m long, which grew with dis-

tance from the surface but reduced in streamwise scale over the course of the morning.

Importantly, these spatio-temporal correlations provided a mean to measure the aver-

age advection velocity of the coherent structures. The results indicated the advection

velocity was significantly lower than the mean velocity and only 20% to 50% of the
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mean velocity. This ratio was time-dependent and increased with the increase in con-

vective activity. One explanation for the presence of such low advection velocity is

that the shear-driven structures may form locally (i.e., are ‘attached’ to the surface)

potentially formed by local topography. This process is decoupled from the surface

as the buoyant forcing increases.

By taking kinetic energy from the mean flow and transferring it to smaller scales

in the form of more isotropic movements, coherent structures can operate as an inter-

mediary in the inertial cascade process. Here, by isolating ejection and sweep events,

we found that these structures contribute approximately 20% to 30% of overall tur-

bulence kinetic energy, momentum, and sensible heat flux, with an increase observed

during the course of the boundary-layer transition. This result is at the lower end of

published estimates which have a broad range of suggested values ranging between

30% to 70%. It should be noted that these UAS measurements are only capable of

resolving motions smaller than the transect length (approximately 1 km) and time-

dependent fluctuations in the measured turbulence kinetic energy from each transect

suggests that larger-scale motions (with time scales on the order of 30 minutes) were

present. Thus, this low estimate of contributions could be due to the comparatively

short transect length preventing filtering out the contribution of scales of motion

larger than half the transect length.

Additionally, the spatio-temporal organization of the coherent motions was educed

by employing a conditional-averaging process. Although the limited number of events

captured resulted in weak statistical convergence, there was evidence of similarities

between the structure of ejection events observed in the atmospheric surface layer, and
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structures observed in canonical zero-pressure-gradient isothermal turbulent bound-

ary layers. This organization weakened with increased buoyant forcing, but similar-

ities did persist. Less organization was observed in the sweeping events, although

there was evidence of splatting as the event reached the surface.

On the other hand, the results from the second approach highlight the ability of

the vorticity probe to resolve the dissipation rate field during the UKNRF campaign

despite the relatively large spatial separation in the probe design. The mean dissipa-

tion rate over the three flights estimated using the gradients of velocity fluctuations

extracted from the vorticity probe measurements showed good agreement with the

dissipation rates approximated using a combination of Kolmogorov theory and Tay-

lor’s frozen hypothesis. Moreover, the dissipation rate fields revealed the existence

of intermittent and intense regions that are consistent with other observations in

the literature and were related to coherent structures. Moreover, the flow fields of

the potential temperature fluctuations have signatures on coherent structures with

length scales in streamwise and spanwise directions on the order of 200 m for the early

morning flight (Flight 1). As the morning progresses, the streamwise length scales

increase up to 600 m where such scales could correspond either to low-momentum

streaks or hairpin vortex legs. These streaks are known to evolve and form the legs

of hairpin vortices which also could be what the UAS are detecting since the average

flow fields of the heat flux and the vorticity fluctuation components show some com-

mon characteristics of hairpin vortices’ legs. In the heat flux flow field, this is evident

by negative/positive regions surrounded by positive/negative regions as a result of

mixing events. Whereas, in the vorticity field, this is evident by intense vorticity
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regions surrounded by two intense regions with counter vorticity direction. To con-

clude, we have demonstrated the ability of UASs to investigate the structure of the

ABL through either a single multi-hole or by employing the vorticity probe.

8.1 Future Work

The current vorticity probe measurement system relies on a board of 12 pressure

transducers that measure differential pressure. We believe that increasing the number

of transducers to 20 and measuring the pressure of each whole instead of differential

pressure will improve accuracy. It will also be highly beneficial to increase the re-

solved frequencies of the five-hole-probes to capture more of the inertial subrange. It

was noted that when comparing the power spectrum obtained from a probe connected

to 3 pressure transducers and another probe connected to 5 pressure transducers the

frequency response improved, but it is unclear why. One possible explanation is that

the current tubing of the vorticity probe is long, which increases the damping effects

and reduces the ability of the probe to resolve higher frequencies hence reducing the

length of these tubes would increase the ability of the probe to resolve higher fre-

quencies. This could be accomplished by placing the transducers near the probes and

connecting them to the conditional circuit, i.e., instead of long tubes, use long wires.

Additionally, the use of several UASs, each equipped with a single multi-hole probe,

simultaneously flying in a controlled formation along with another UAS equipped

with a vorticity probe, could be carried out for measurements of large-scale velocity

gradients. Finally, this vorticity probe could be used for Lagrangian coherent struc-

ture identification, a method shown to be effective in identifying coherent structures

120



in turbulent flows, particularly in the identification of transport barriers. Preliminary

attempts at identifying these structures were unsuccessful, but we believe by refining

the probe and its analysis, it should be possible to identify these structures from the

UAS measurements.

Copyright© Loiy Al-Ghussain, 2023.
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Jiménez, J. (2011). Cascades in wall bounded turbulence. Annu. Rev. Fluid Mech.,
44:27–45.
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Träumner, K., Damian, T., Stawiarski, C., and Wieser, A. (2015). Turbulent struc-
tures and coherence in the atmospheric surface layer. Boundary-Layer Meteorol,
154(1):1–25.

Treaster, A. L. and Yocum, A. M. (1978). The calibration and application of five-hole
probes. Technical report, DTIC Document.

Tsinober Eliezer; Dracos, T., A. K. (1992). Experimental investigation of the field of
velocity gradients in turbulent flows. Journal of Fluid Mechanics, 242(-1):169–192.

Tuononen, M., O’Connor, E. J., Sinclair, V. A., and Vakkari, V. (2017). Low-level
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Vasiljević, N., Harris, M., Tegtmeier Pedersen, A., Rolighed Thorsen, G., Pitter, M.,
Harris, J., Bajpai, K., and Courtney, M. (2020). Wind sensing with drone-mounted
wind lidars: proof of concept. Atmospheric Measurement Techniques, 13(2):521–
536.
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