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ABSTRACT OF DISSERTATION

Reinventing Integrated Photonic Devices and Circuits for High Performance
Communication and Computing Applications

The long-standing technological pillars for computing systems evolution, namely
Moore’s law and Von Neumann architecture, are breaking down under the pressure of
meeting the capacity and energy efficiency demands of computing and communication
architectures that are designed to process modern data-centric applications related to
Artificial Intelligence (Al), Big Data, and Internet-of-Things (IoT). In response, both
industry and academia have turned to 'more-than-Moore’ technologies for realizing
hardware architectures for communication and computing. Fortunately, Silicon Pho-
tonics (SiPh) has emerged as one highly promising ‘more-than-Moore’ technology.
Recent progress has enabled SiPh-based interconnects to outperform traditional elec-
trical interconnects, offering advantages like high bandwidth density, near-light speed
data transfer, distance-independent bitrate, and low energy consumption. Further-
more, SiPh-based electro-optic (E-O) computing circuits have exhibited up to two
orders of magnitude improvements in performance and energy efficiency compared
to their electronic counterparts. Thus, SiPh stands out as a compelling solution
for creating high-performance and energy-efficient hardware for communication and
computing applications.

Despite their advantages, SiPh-based interconnects face various design challenges
that hamper their reliability, scalability, performance, and energy efficiency. These
include limited optical power budget (OPB), high static power dissipation, crosstalk
noise, fabrication and on-chip temperature variations, and limited spectral bandwidth
for multiplexing. Similarly, SiPh-based E-O computing circuits also face several chal-
lenges. Firstly, the E-O circuits for simple logic functions lack the all-electrical in-
put handling, raising hardware area and complexity. Secondly, the E-O arithmetic
circuits occupy vast areas (at least 100x) while hardly achieving more than 60%
hardware utilization, versus CMOS implementations, leading to high idle times, and
non-amortizable area and static power overheads. Thirdly, the high area overhead of
E-O circuits hinders them from achieving high spatial parallelism on-chip. This is be-
cause the high area overhead limits the count of E-O circuits that can be implemented
on a reticle-size limited chip.



My research offers significant contributions to address the aforementioned chal-
lenges. For SiPh-based interconnects, my contributions focus on enhancing OPB by
mitigating crosstalk noise, addressing the optical non-linearity-related issues through
the development of Silicon-on-Sapphire-based photonic interconnects, exploring multi-
level signaling, and evaluating various device-level design pathways. This enables the
design of high throughput (>1Tbps) and energy-efficient (<1pJ/bit) SiPh intercon-
nects. In the context of SiPh-based E-O circuits, my contributions include the design
of a microring-based polymorphic E-O logic gate, a hybrid time-amplitude analog
optical modulator, and an indium tin oxide-based silicon nitride microring modula-
tor and a weight bank for neural network computations. These designs significantly
reduce the area overhead of current E-O computing circuits while enhancing the
energy-efficiency, and hardware utilization.

KEYWORDS: Photonic Devices, Photonic Links, On-Chip Communication, Pho-
tonic Computing, Optical Power Budget, Aggregate Data rate

Author’s signature:  Venkata Sai Praneeth Karempudi

Date: December 19, 2023




Reinventing Integrated Photonic Devices and Circuits for High Performance
Communication and Computing Applications

By
Venkata Sai Praneeth Karempudi

Director of Dissertation: Dr. Ishan G Thakkar

Director of Graduate Studies: Dr. Daniel Lau

Date: December 19, 2023




Dedicated to my Parents and Teachers

Om Asato Maa Sad-Gamaya
Tamaso Maa Jyotir-Gamaya
Mrtyor-Maa Amrtam Gamaya
Om Shaantih Shaantih Shaantih

Derived From: Brihadaranyaka Upanishad (Discourse 8)



ACKNOWLEDGMENTS

I express my deepest gratitude to my advisor, Dr. Ishan Thakkar, whose unwa-
vering encouragement, steadfast support, and invaluable guidance have been pivotal
throughout the entirety of my PhD journey. His insightful advice has significantly
enriched my research experience, and I am beyond grateful for the mentorship that
has shaped this academic endeavor.

I extend my gratitude to my esteemed committee members, Dr. Todd Hastings,
Dr. Janet Lumpp, and Dr. Douglas Strachan, for their invaluable support and
guidance.

I also express my sincere appreciation to my colleagues in the Unconventional
Computing Architectures and Technologies (UCAT') lab—Chao-Hsuan Huang, Sairam
Sri Vatsavai, Oluwaseun Alo, Samrat Patel, Bobby Bose, and David Pippen for their
help and support.

I also extend my heartfelt gratitude to my parents for their unwavering encour-
agement and boundless love that have played a profound role in shaping me into the
person I am today.

Lastly, I extend heartfelt gratitude to my exceptional friends Sai Praneeth Reddy
Navari, Amit Degada, Bhamiti Sharma, Shravani Prakhya, Deepak Kumar, Srinivasa
Rao, Prakash Dhungana, Ankan Bhattacharya, Rajdeep Nath, and Ashutosh Tim-
ilsina. Their unwavering help and support have been instrumental in navigating the

challenges and joys of my PhD journey.

il



TABLE OF CONTENTS

[Acknowledgments|. . . . . . . . ... iii
Listof Tables . . . . . . o o o o vii
[List of Figures| . . . . . . . . . ... ix
[Chapter 1 Introduction|. . . . . . . . ... ... ... .. ... ... . ... 1
L1 Overviewl. . . . . . . . . . e e e e e 1
(1.2 On-Chip Communication With Silicon Photonics| . . . . . ... . .. 2
(1.3 Computing With Silicon Photonics| . . . . . . .. ... ... ... .. 14
(L4 Contributionsl . . . . . .. ... 18
[Chapter 2 Mitigating Inter-Channel Crosstalk Non-Uniformity in Microring [
| Filter Arrays of Wavelength-Multiplexed Photonic NoCs| . . . . . 20
2.1 Introduction and Motivationl . . . . . . . ... . ... .o 20
2.2 Proposed Method| . . . . . . .. ... ... ... 23
2.3 Summary| . . .. ... 24
[Chapter 3 Redesigning Photonic Interconnects with Silicon-on-Sapphire De- |
| vice Platform for Ultra-Low-Energy On-Chip Communication| 25
BI TIntroductionl . . . . . . . . . . .. 25
3.2 Motivationl . . . . . . . .. 26
[3.3 Modelling of SOS-based Devices . . . . . .. ... .. ... ... ... 27
[3.4  Link-Level Modelling and Analysis] . . . .. ... ... ... ..... 32
[3.5  System-Level Evaluation| . . . . . . ... ... ... 0 0. 36
3.6 Related Workl . . . . . ... ... ..o 38
[3.7 Overheads and Challenges| . . . . . ... ... ... ... ... .... 39
[3.8 Summary| . . ... 39
(Chapter 4 Photonic Networks-on-Chip Employing Multilevel Signaling: A Cross- |
| Layer Comparative Study| . . . . . . . . ... ... ... ..... 40
MI TIntroductionl . . . . . . . . . ... 40
[4.2  Background: Various Designs of OOK and 4-PAM Modulators from [
[ Prior Workl . . . . . ... 42
[4.3  Systematic Analysis of Photonic Links with Various Modulator Imple- |
[ mentations . . . . . . ... 47
[4.4  Design Tradeofts For Photonic Links| . . . . . .. ... ... ... .. 54
[4.5 System-Level Evaluation| . . . . . ... ... ... ... ........ 72
[4.6  Summary| . . . ... 82

v



[Chapter 5  An Analysis ot Various Design Pathways Towards Multi-Terabit

| Photonic On-Interposer Interconnects| . . . . . . . .. ... .. .. 83
b1 Introductionl . . . . . . . ..o 83
b.2  Preliminaries . . . . . . . . ... 85
[5.3 Identitying the Key Design Pathways Towards Multi-Terabit [

| On-SiPh-Interposer Links| . . . . ... ... ... ... ... .. ... 90
Hh.4  lTink-level evaluationl . . . . . . .. .. ..o Lo 97
5.5 System-Level Evaluation| . . . . . . ... ... ... ... ... .. 104
.6 Key Results| . . . . . ... . 114
[b.7  Summary| . . ... 116

[Chapter 6 A Polymorphic Electro-Optic Logic Gate for High-Speed Reconfig- [

| urable Computing Circuits| . . . . . . . . .. ... ... ... ... 118
6.1 Introductionl . . . . . . . . .. 118
[6.2 MRR-Based Polymorphic Electro-Optic Logic Gate (MRR-PEOLG)|. 120
(6.3  Transient Analysis| . . . . .. . ... L 125
[6.4 Performance Analysis|. . . . . . ... ... ... ... ... 127
[6.5 Comparison with E-O Circuits from Prior Workl . . . . . . . . . . .. 129
6.6 Summary| . . ... . 130

[Chapter 7 A Hybrid Time-Amplitude Analog Photonic GEMM Accelerator| . 131
(.1 Introductionl . . . . . . . . . .. 131
(7.2 Background . . . ... .. ... 134
[7.3 A Hybrid Time-Amplitude Analog Optical Modulator (TAOM)| 138
[7.4  Analysis of TAOM-Enabled Parallel Multiplier Circuit| . . . . . . .. 148
[7.5 A Hybrid Time-Amplitude Analog Optical Accelerator| . . . . . . .. 154
[7.6 Summary| . . . ... . 161

[Chapter 8 Indium Tin Oxide Based Silicon Nitride Microring Modulators for |

| High Pertormance Photonic Integrated Circuits| . . . . . . . . .. 163
8.1 Introductionl . . . . . . . . .. 163
8.2 Related Work and Motivationl . . . . . . . .. .. ... ... ... .. 164
[8.3  Design ot Our SiN-on-510, Modulators| . . . . . ... ... ... ... 165
(8.4 Summary| . . ... 174

[Chapter 9 A Low-Dissipation and Scalable GEMM Accelerator with Silicon |

[ Nitride Photonies . . . . . . . . . ..o 175
9.1 Introductionl . . . . . . . . ... 175
9.2  Preliminaries . . . . ... .. . . ... 176
9.3 SiINPhAR Architecturel . . . . . . . . .. ... oo 178
9.4 Bvaluation and Discussionl . . . . . . . .. ..o 0oL 182
9.5 Summary| . ... ..o 188

[Chapter 10 Conclusions and Future Workl . . . . . .. . ... ... ... ... 189
[10.1 Conclusions| . . . . . . . . . . . 189



vi



LIST OF TABLES

[[.1 Typical values of various losses in a photonic link [100, 154 . . . . . .. 13

[3.1  Various types of losses and optical parameters for SOS and SOI devices.| 29
[3.2  Considered Q-factor, FSR, and MAOP values tor our analyzed SOSPh |
[ and SOIPh links| . . . . . . . . 33
(3.3 N, and bitrate for different variants of CLOS PNoC.| . . . . .. ... .. 35

4.1 Number of instances, dynamic energy-per-bit (EPB), and static power val- |
| ues for various hardware components required for implementing a DWDM |
| photonic link with N, channels using various signaling methods and mod- [

ulator types. PS is packet size in bits| . . . ... ... 0000 50
4.2 Sample values of per-instance EPB for modulator driver (E*°?), serializa-

tion + deserialization (E°“7¢%)  trans-impedance op-amps (E//~974M)

and per-MR static power for MR tuning control circuit (P*“) and micro-

heater (PHICOter) | 52
[4.3  Definitions of various link design parameters and notations from Egs. 4.1] [
I 7 0 5 57
4.3 Dehnitions of various link design parameters and notations from Eqs. 4.1] |

-|.150 (Continued)| . . . . . ..o 58
4.4 Typical values (if any) of various link design parameters and notations |
| from Eqs. U IHA.IDL . . . . o oo 59

4.5  Optimal N,, bitrate (BR), aggregated datarate (N, x BR), power bud-
get (P7;), PPap 4+ 10log(N,), detector sensitivity (S), and optical laser
power (= PPyp + S) values for different datarate-BER balanced variants

| CLOS ond SWIFT ks S oo i Tl e |

| pendson BR. . . . ... 65

4.6 Optimal N,, bitrate (BR), aggregated datarate (N, x BR), power budget
(P75), PPag + 10log(N,), detector sensitivity (S), and optical laser power
(= PPy + S) values for different BER-optimal variants of CLOS and

| SWIFET links. S varies across different links because S depends on BaR.. 71

[4.7  Parameters for modeling the 3D organizations of our evaluated PNoCs.| . 75

(.1 Device-layer, circuit-layer, and system-layer features that influence the |
| performance and energy efliciency of inter-chiplet on-SiPhl interconnects.| 87
[>.2  Various design pathways, their target device parameters with correspond- [
[ ing projected values, and the likelihood of achieving the projected param- |
eter values either in the short term (within 5 years) or long term (>5 |

years i| ..................................... 90

[>.3  Design Parameters for our considered SiPh fabrication processes| . . . . . 97
[>.4  Inter-chiplet variants derived from 45nm SOI CMOS, 32nm SOI CMOS [
| and Deposited poly-Si platforms.| . . . . ... ... ... ... ... .. 104

vil



[5.5

Insertion loss evaluated for various design pathways implemented on the

45nm SOI CMOS platform. This evaluation encompasses intra-chiplet and

inter-chiplet networks within NUPLet that employ SWMR and MWMR

crossbar topologies, respectively| . . . . . . . ... ..o

6.1

Power consumed in the microheaters, programmed detuning, and required

resonance shifting, used to program our MRR-PEOLG for implementing

different logic tunctions.| . . . . . . . ... ..o

6.2

125

Performance comparison of E-O circuits. A=Area, E=Energy, L=Latency| 130

7.1

Definitions and values of various parameters used in Eqgs. [1}}2| and |3 (from

, 1263, ) to perform the scalability analysis|. . . . . ... ... ...

156

72

Hardware description of various optical and electrical components utilized

in AMW and MAW TPCs, and TAOM-TC| . . .. ... ... ... ...

[7.3

Power consumption ot various hardware components utilized in AMW and

| MAW TPCs, and TAOM-TC| . . . . . . . ... ... ... ... .....

74

Convolutional parameters corresponding to various benchmarks utilized

in the performance analysis of our TAOM-TC.|. . . . . ... ... .. ..

[7.5

Definition of various convolutional parameters corresponding to different

benchmarks utilized in the performance analysis of our TAOM-TC. . . .

3.1

Free-carrier concentration (N), real index (Re(n;70)), and imaginary index

(Im(n;70)) for the ITO accumulation layer in our modulator. The real and

imaginary effective index (Re(n.rs), Im(n.s7)), operating voltage (V), and

induced resonance shift (A),) for our modulator (ITO-SiN-ITO stack) | .

169

3.2

Free-carrier concentration (N), real index (Re(n;r0)), and imaginary index

(Im(n;70)) for the ITO accumulation layer in our modulator. The real and

imaginary effective index (Re(n.ss), Im(n.7¢)), operating voltage (V), and

induced resonance shift (A),) for our modulator (ITO-Si05-1TO stack) |

169

8.3

Modulation bandwidth (MB) (optical (O) and Electrical (E)), modula-

tion efficiency (ME), FSR and energy efficiency (EE) corresponding to

various SIN based MRR modulators (modulator type (MT)) from prior

works obtained from simulations (*) and experiments, compared with our

simulated SiN-on-SiO, (ITO-SiO,-ITO stack) MRR modulator] . . . . .

0.1

Definition and values ot various parameters used in Eq. |1, Eq. [2, and Eq.

[3 (from [8]) for the scalability analysis.| . . . . . ... .. ... ... ...

9.2

TPC size (N) and TPC Count (#) at 4-bit precision across various data

| rates for various accelerator architectures) . . . . . ... ... ... ...

186

[0.3 Accelerator Peripherals and TPC Parameters [269]| . . . . . . . ... .. 186

viil



LIST OF FIGURES

1.1 (a) Intel Xeon Phi — 72 core processor [165], (b) ARM ThunderX2 — 54

core processor [160]] . . . . . ... ... 2
1.2 Physical-layer layout of (a) CLOS PNoC [116], (b) SwiftNoC [56] and (c) |

LumiNoC [T4I]|. . . . . . . . . . 3
(1.3 An on-chip photonic link.| . . . . . ... ... ..o 0. 5
(1.4 Illustration of the total internal reflection of light in the longitudinal cross- |
| section of a silicon-photonic waveguide.| . . . . . . . .. ... .. ... .. 5
1.5 (a) A tunable MRM, (b) MRR with an integrated micro heater and (c)

Shift in resonance of the MRR due to heating (right side of the MRR

passband) and carrier tuning (left side of the MRR passband)| . . . . . . 6
1.6 A tunable MRR as (a) an OOK modulator, (b) Switch and (¢) Wavelength |
Cfilter] . . . . o o 7
(1.7 MRR filter at the receiver side to detect its resonance wavelength| . . . . 7
1.8 Illustration of (a) Inter-channel crosstalk and (b) Intra-channel crosstalk |

(reproduced from [IS])| . . . . . . . ... ... 8
1.9 (a) Inter-modulation crosstalk and (b) Spectral view of spectral distortion |
L and inter-channel crosstalk at the detector sidel . . . . . ... ... ... 9
(1.10 Illustration of drift in resonance passband of an MRR due to PV.| . . . . 10
1.11 Wafer-level variation patterns (left) and corresponding histograms (right)

of (a) Resonance wavelength, (b) Quality factor and (c¢) Extinction ratio
[ of MRRs] . . . . . . o 11
(.12 [llustration of FSR ofan MRRJ . . . . . .. .. oo o000 12
[1.13 Various types of signal losses in a silicon photonic Iinkf . . . . . ... .. 13
1.14 (a) Intel Stratix FPGA [I08], (b) Xilinx Vertex FPGA [278], and (c) Cere- |

bra’s Wafer Scale Engine (WSE) [46]] . . . . . . ... ... ... ... .. 15
1.15 (a) An add-drop MR-based E-O AND logic gate [225], (b) a PCM-enabled

MR-based E-O XNOR gate [297], (c) an MR-based E-O XOR/XNOR

logic gate , and (d) an MR-based polymorphic E-O logic gate [286]

demonstrated in the literaturel . . . . . . . ... ... 000 16
2.1 An array of MRR filters at the receiver end of a silicon photonic DWDM |
| link. The heights of the crosstalk arrows are proportional to the corre- [
| sponding power penalty values.| . . . . . .. ... ..o 20
[2.2  Crosstalk penalty distribution across the MRR filter array for two different |
| cases. The values are obtained for 50GHz spacing and MRR quality tactor |
[ of 8000 . . . .. 21
[2.3  Optical laser power per channel, for the baseline and reshuffled cases, |
| evaluated for 50GHz spacing, MR quality tactor ot 8000, and total link [
| power budget of 100mW.|. . . . .. ... .o oo 21

1X



2.4

(a) Uniform distribution of crosstalk penalty and non-uniform distribution

of quality factors, across the MR filters, and (b) total link-level optical

laser power for three different cases.|. . . . . . . . ... ... .. ... .. 22

3.1

(a) Distribution of optical power budget (OPB), and (b) Best Achievable

aggregate data rate (£DWDM channels (N,) x channel bitrate) vs energy-

per-bit (EPB), for our analyzed photonic links based on SOIPh platforms

from prior works and our target (preferred) photonic platform| . . . . . . 28

3.2

(a),(b) Depiction of the cross-sectional dimensions of and the coupling gap

size (g) between a waveguide and an MR; and MR coupling coefficient (k)

as a function of gap size (g) and MR radius (R) for (¢) SOSPh platform

and (d) SOIPh platform. . . . . . .. ... ... ... ... .. ...... 29

3.3

Quality factor (Q-factor) based on coupling gap size (g) and MR radius |

(R) for (a) SOSPh platform, and (b) SOIPh platform/. . . . . ... ... 30

3.4

MR tumng energy versus magnitude of wavelength tuning (A),,) for |

[ SOSPh and SOIPh MRsl. . . ... ... ... ... ... .. ... ... 32

3.5

Aggregate datarate and total energy-per-bit (EPB) values for (a) SOSPh

links, and (b) SOIPh links, for different Q-factor, FSR and MAOP value

combinations from Table[3.2] The optical losses, laser efficiency, and other [

device parameters for this analysis are taken from [12] and [16]| . . . . . 34

3.6

Distribution of optical power budget (OPB) for different SOIPh and SOSPh |

link designs from Table|3.3| . . .. .. ... ... ... ... ... ... 36

B7

(a) Average energy-per-bit (EPB), and (b) packet latency comparisons for |

| it . TCLOS PNoC PARSEC hondl = AT ] |

are normalized to the baseline CLOS-SOT PNoC results] . . . . .. . .. 37

M1

[lustration of (a) an MR-based on-off keying (OOK) modulator, and (b) |

the modulator’s resonance passbands and optical transmission levels.| . . 43

4.2

4-PAM-SS modulator designs. (a) Design from [248] with two parallel

OOK MR modulators and multi-mode interference (MMI) based asym-

metric power splitter-combiner from [221]. (b) Design from [I11] with two

4.3

[lustration of an electrical DAC (EDAC) enabled MR-based 4-PAM mod-

ulator from [m_lnset [llustration of resonance passbands and optical

4.4 Optlcal DAC (ODAC) enabled MR based 4- PAM signaling modulator |
from [I67].]. . . . . . . . 47
4.5 Schematics of (a) a receiver module for an OOK modulation-based link

, , (b) a receiver module for a 4-PAM modulation-based link [248]

252], (c) a serialization module [I74], and (d) a deserialization module

[174]. N is the number of DWDM signals in the link. B is number of bits

per symbol; B=1 for OOK signaling, and B=2 for 4-PAM signaling . . . 49




4.6 Schematic illustration of (a) an OOK modulation-based optical link, and
(b) a 4-PAM modulation-based optical link, with total four wavelengths
(A to Ag). Note that having equal number of optical signals results in
‘ 2x datarate for the 4-PAM [ink. In other words, equal datarate can be

| achieved for 4-PAM links by using 2x less optical signals.|. . . . . . . .. 51
1.7 Schematics of (a) 8-ary 3-stage CLOS PNoC architecture [116] and (b) |
SWIFT PNoC architecture [56]] . . . . . ... ... ... ... ... ... 73

4.8 Packet latency plotted across PARSEC benchmark applications for (a)
datarate-BER balanced variants, and (b) BER-optimal variants of CLOS
L PNoC. All results are normalized to the baseline CLOS OOKJ . . . . .. 76
4.9  Packet latency plotted across PARSEC benchmark applications for (a)
datarate-BER balanced variants, and (b) BER-optimal variants of SWIFT
L PNoC. All results are normalized to the baseline SWIFT OOKJI . . . . . 7
4.10 Average total power dissipation for different (a) datarate-BER balanced,
| and (b) BER-optimal variants of CLOS PNoC. The error bars represent
[ the minimum and maximum values of power dissipation across 12 PAR- |
[ SEC benchmarks) . . . . . . ... . 78
4.11 Average total power dissipation for different (a) datarate-BER balanced,
and (b) BER-optimal variants of SWIFT PNoC. The error bars repre-
sent the minimum and maximum values of power dissipation across 12
[ PARSEC benchmarks) . . . . .. . ... ..o 79
4.12 Energy-per-bit (EPB) analysis for (a) the datarate-BER balanced variants,
and (b) the BER-optimal variants of the CLOS PNoC. Column heights
| represent EPB averaged across 100 PV maps and normalized to the CLOS- |
[ OOK vartant) . . . . . . . . o 80
4.13 Energy-per-bit (EPB) analysis for (a) the datarate-BER balanced vari-
ants, and (b) the BER-optimal variants of the SWIFT PNoC. Column
| heights represent EPB averaged across 100 PV maps and normalized to |
[ the SWIFT-OOK variant] . . . . . . .. ... ... ... ... .. .... 81

[5.1 Inter-Chiplet Silicon Photonic MRR-based DWDM Link., . . . . . . . .. 86
5.2 (1) Schematic of an on-SiPhl inter-chiplet link, (2), a summary of the
optical power budget, and (3) evolution of the optical power budget. The
Taser source is assumed to be a multi-wavelength comb source, and MAOP |
| per waveguide and MAOP per wavelength are typically forced once the [
[ light from the laser source is coupled in the link through the coupler. |. . 87
6.3 Tlustration of FSR of an MRR. . . . . . . . ... ... ... ... ... 94
[p.4 Aggregate bandwidth and energy per bit (EPB) values for different waveg-
[ uide lengths ranging from 1 cm to 10 cm obtained from the analysis per-
formed on (a) Vanilla, (b) Minimized Loss, (¢) Wide FSR, (d) Increased
MAOP, (e) Minimzed loss + Wide FSR, (f) Minimzed loss 4 Increased
MAOP, (g) Wide FSR + Increased MAOP, and (h) Minimized Loss +
[ Increased MAOP 4+ Wide FSR on-5iPh variants derived from 45nm SOI |
| CMOS [236], 32nm SOI CMOS [236] and deposited poly-Si [12] platforms| 99

X1



[5.5 (a) Breakdown of wall-plug laser power and thermal power, and (b) the

[ number of wavelength channels supported by different single-waveguide

[ links of 2 cm length corresponding to various design pathways and fabri-

| cation platforms|. . . . . . . ... o 102
[>.6 Chiplet based Design of NUPLet| . . . . . ... ... ... ... ... .. 105
[5.7  GPU based multi-chiplet module (MCM).| . . . .. ... ... .. .... 105
[5.8  Performance comparison of on-5iPhl link variants as implemented on NU- |
[ PLet architecture. These variants are based on the 45nm SOl CMOS, |
[ 32nm SOI CMOS, and deposited poly-si photonic platforms. . . . . . . . 109
(5.9  Energy comparison of on-SiPhl link variants as implemented on NUPLet [
[ architecture. These variants are based on the 45nm SOI CMOS, 32nm |
[ SOI CMOS, and deposited poly-si photonic platforms.| . . . . . ... .. 110

[5.10 Energy-delay product comparison ot on-SiPhl link variants as implemented

[ on NUPLet architecture. These variants are based on the 45nm SOI |

| CMOS, 32nm SOI CMOS, and deposited poly-si photonic platforms.|
[>.11 Impact of aggregate bandwidth on training time| . . . . . . . . . . .. ..

[6.1  Structure and cross-section of our MRR based polymorphic E-O logic gate

(MRR-PEOLG)] . -+ .+« o oo

6.2 (a) Step-1 to Step-4, and (b) Step-5 of the procedure used for modeling our

MRR-PEOLG. The schematic simulation setup in ANSYS/Lumerical’s

INTERCONNECT tool for (c¢) frequency-domain and (d) time-domain

| transient analysis of our MRR-PEOLG.| . . ... ... ... ... .. ..

[6.3  The transmission spectra obtained at the drop port of our MRR-PEOLG

| for logic-gate functions (a) AND, (b) OR, and (¢) XOR, and at the

[ through port of our MRR-PEOLG for complementary logic-gate tunctions

(d) NAND, (e) NOR, and (f) XNOR.|. . . . .. .. ... ... ... ...

6.4 (a),(b) The electrical pulse signals of 10 Gb/s bit-rate provided as input to

‘ the PN junctions of our MRR-PEOLG. The corresponding output pulse

[ patterns obtained at the drop port of our MRR-PEOLG tor logic-gate

functions (c) AND, (e) OR, and (g) XOR , and at the through port of

our MRR-PEOLG for complementary logic-gate functions (d) NAND, (f)

NOR, and (h) XNOR. The optical input power is 5 dBm in all cases.

126

6.5 Colormap plots for logic functions (a) AND, (c) OR, (e) XOR (obtained at

the drop port of our MRR-PEOLG), and complementary logic functions

(b) NAND, (d) NOR, (f) XNOR (obtained at the through port of our

MRR-PEOLG) that depict the maximum achievable bit-rate for given

input optical power and SOMA. These color maps are evaluated for drop-

port FWHM of 1.2 nm. We also report the maximum achievable bit-

NOR, and XNOR functions, evaluated for different values of FWHM, 0

|
|
| rate corresponding to (g) AND, OR, and XOR functions, and (h) NAND,
|
|

dBm input optical power, and -5 dBm SOMA.. . . ... ... ... ...

128

7.1 Ilustration of common MRR based analog optical TPC organizations. (a)

AMW TPC and (b) MAW TPCJ . . . . ... ... .. ... .. ... ..

x1i



[7.2 Mapping of the input and weight matrices onto the AMW and MAW TPCs.[137

7.3 (a) Device-level schematic of our microring modulator (MRM) based hy-

brid time-amplitude analog optical modulator (TAOM) integrated with a

balanced photo charge accumulator (BPCA) and (b) analog representa-

tion of signals (optical and electrical) at different stages of our integrated

| TAOMABPCA unit| . . . . . oo 00000

138

[7.4  Circuit-level schematic of our integrated TAOM-BPCA unit which con-

| sists of two cascaded TAOMs, connected to our BPCA circuit. The inset

| showcases analog representations of signals (both optical and electrical)

| at various stages of our circuit.| . . . . ... ..o

[7.5 Schematic of the MRM ot the TAOM, assembled in the INTERCONNECT

solver of ANSYS/Lumerical suite [I55].). . . . . . .. .. ... ... ...

7.6 (a) Frequency domain and (b) time-domain simulation setup of our TAOM

in the INTERCONNECT solver of the ANSYS/Lumerical suite [155])] . .

[7.7 Transmission spectra obtained at the drop port of a 3-bit TAOM for dif-

[ ferent amplitudes.|. . . . . . .. .. oL

[7.8 Colormap plots that depict the (a) accuracy and (b) precision of our

[ TAOM for difterent values of input optical pulse amplitude, bit resolu-

| tion, and pulse widths for a unity input value| . . . . . . .. ... .

7.9 (a) WDM-based MRMs and (b) aggregate transmission spectra of the

WDM-based MRMs when using a coarse channel spacing (left) and a

dense channel spacing (right).| . . . . . . . . ... ... 0L

150

7.10 (a) Cascaded TAOMs that enable WDM, and (b) its time-domain (tran-

sient) simulation setup in the INTERCONNECT solver of ANSYS /Lumerical

suite [I55]]. . . . . . 151
[7.11 IM crosstalk induced deviation in the multiplication results of each TAOM [
[ 1n a 2-channel parallel multiplier circuit, depicted for various channel spac- |
| ings. (1.6nm, 1.2nm and 0.7nm)|. . . . . . .. ... 153
[7.12 Architecture of the hybrid Time-Amplitude Analog Optical Modulator |

based Tensor Core (TAOM-TC).| . . . . .. ... ... ... ... .... 155
[7.13 Supported TPC size N(=M) for bit-precision = 1,2,3,4-bits at data rates |

(DRs)=1,5,10 GS/s, for TAOM-TC, MAW TPC and AMW TPC] . . . . 157
7.14 Power consumption of the AMW, MAW and TAOM-TC architectures for |

a bit precision of 4-bits and a data rate of 5 GS/S] . . . ... .. .. .. 159
[7.15 Runtimes of state-of-the-art GPUs, AMW, MAW and TAOM-TC accel- [
L____erator architectures estimated for four different benchmarks| . . . . . . . 161
8.1 (a) Top view, (b) Cross-sectional view (along AA’) of our SiN-on-SiO, |
[ MRR modulator with TTO-SiN-ITO stack as active upper cladding] . . . 166
8.2 (a) Top view, (b) Cross-sectional view (along AA’) of our SiN-on-SiO, |
| MRR modulator with ['TO-510,-1T'O stack as active upper cladding.| 166
[8.3  Transmission spectra of our modulator with I'TO-SiIN-ITO stack.. . . . . 168
[8.4  Transmission spectra of our modulator with I'TO-510,-1TO stack| . . . . 168
8.5 Optical eye diagrams for (a) 30 Gb/s and (b) 55 Gb/s OOK inputs to our |

SiN-on-SiO, (ITO-SiN-ITO stack) modulator] . . . . . . ... . ... .. 168

xiii



[8.6  Cross-sectional electric-field profiles of the fundamental TE mode evalu-

ated at the coupling section (along BB’in Fig. [8.2(a)) ((a)-(c)), across

the rim (along AA” in Fig. [8.2) ((d)-(f)), and at the through port of our

SiN-on-SiO, (ITO-SiO,-ITO stack) MRR modulator ((g)-(i)), for three

different _free-carrier concentrations of 170 (Table [8.2) namely 1x10"

cm* (for (a),(d),(g)), 9x10" cm™ (for (b),(e),(f)), and 17x10" cm ™

(for (c),(f),(i)), using the variational FDTD (varFDTD) solver [I55]]. . . 170
8.7 Optical eye diagrams for (a) 30 Gb/s and (b) 55 Gb/s OOK inputs to our |

SiN-on-SiO, (ITO-SiO,-ITO stack) modulator]. . . . . . ... .. .. .. 170
8.8 Modulation bandwidth, modulation efficiency and FSR (shown as the size

of the bubbles and red data labels) of various Si, LN (LiNbO3) and SiN

MRR modulators from prior work, compared with our SiN-on-SiOs (ITO-

SiN-ITO Stack) MRR modulator.| . . . . ... ... .. ... ... .... 172
[9.1 Illustration of the MWA organization of an SOl-based TPC. . . . . . .. 177
9.2 Schematic of a TPC of our SINPhAR GEMM Accelerator) . . . . . . .. 179
[9.3 Transmission spectra measured at the through port of our SiN-on-510, |
| MRM weighting element for various transmission amplitudes. These dif- [
| ferent transmission amplitudes at Ay signify the weighting of the input [
[ optical amplitude symbol.| . . . . . . ... ..o oo 181
9.4 Supported TPC size N(=M) for bit precision = {1,2,3,4 }-bits at data rates |

(DRs)={1,5,10} GS/s, for SO-MWA TPC and SiNPhAR TPC] . . . . . 183
[9.5  System-level implementation of SINPhAR accelerator. DPU=TPC.| . . . 185

9.6 (a) Normalized FPS (log scale) (b) Normalized FPS/W (log scale) for

| SINPhAR versus SOIPhAR accelerators with input batch size=1. Results

| of FPS and FPS/W are normalized w.r.t. SOIPhAR ResNet50 at 10 GS/s.|187

[10.1 Schematics of how the cascaded arrays of our MRR-PEOLG can be recon-

figured to implement (a) a SIMD or (b) an MIMD E-O processing unit.

The reconfiguration between SIMD/MIMD can be achieved by program-

Xiv

ming the individual MRR-PEOLGs for specific logic/arithmetic functions.| 194



Chapter 1 Introduction

1.1 Overview

In recent decades, the computing landscape has been shaped by Moore’s law and
Von Neumann architectures, with a focus on addressing computational demands
through increased core integration. Von Neumann architectures necessitate the ex-
change of data between memory and processor cores, facilitated by electrical in-
terconnects. However, the escalating performance requirements of contemporary
data-centric applications (e.g., artificial intelligence, machine learning, big data, and
internet-of-things (IoT)), including demands for higher throughput, lower latency, and
enhanced energy efficiency, have rendered conventional electrical interconnects inade-
quate. These issues stem from challenges such as limited bandwidth, increased power
consumption, and growing complexity in ensuring reliable communication. Moreover,
as the pursuit of higher performance continues, the need for increased computational
power also intensifies. Historically, the evolution of Moore’s law enabled us to ad-
dress escalating computing demands by integrating more cores onto a single chip.
To efficiently connect numerous processing cores in a scalable manner and facilitate
global on-chip communication to meet performance expectations, electrical networks-
on-chip (ENoCs) were introduced. ENoCs are structured and scalable communication
architectures that apply methods of computer networking to on-chip communication
and bring notable improvements over traditional bus and crossbar communication
architectures. However, in recent years, Moore’s law has been facing fatal chal-
lenges as nanofabrication technology is experiencing physical limitations due to the
exceedingly small size of transistors. Additionally, with the technology scaling, the
spacing between adjacent electrical interconnects keeps shrinking which leads to an
increase in the amount of coupling capacitance between the interconnects resulting in
crosstalk noise that will further deteriorate the reliability of ENoCs. This challenge
is poised to intensify as the demand for larger die sizes, more cores, and additional
subsystems continues to surge. This has prompted both industry and academia to
explore new 'more-than-Moore’ technologies that can address the mounting demands
of on-chip communication and computing. Therefore, this chapter delves into how
silicon photonic interconnects and silicon photonic-based E-O computing circuits can
replace their electronic counterparts, highlighting their unique advantages. Addition-
ally, this chapter discusses various design challenges associated with silicon photonic
interconnects and silicon photonic-based E-O circuits, and outlines variety of solu-
tions proposed to overcome these challenges. The ultimate goal is to pave the way
for scalable solutions that enhance both communication and computing capabilities
in the era of advanced data-centric applications.



1.2 On-Chip Communication With Silicon Photonics

Background and Motivation

The evolution of mainstream computing systems has moved from the multicore to
the manycore era. Manycore processors are specialist multi-core processors designed
for a high degree of parallel processing, containing a large number of independent
processor cores ranging from few tens to thousands of cores provided on a single
chip, packaged with up to hundreds of gigabytes of memory at high bandwidth [102]
64]. Manycore processors are used extensively in embedded and high-performance
computing applications. Examples include Intel Xeon Phi (up to 72 cores) [165],
ARM ThunderX2 (54 cores) [160], Qualcomm Centriq 2400 (48 cores) and GPUs
(100s of cores) [51].
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Figure 1.1: (a) Intel Xeon Phi — 72 core processor [165], (b) ARM ThunderX2 — 54 core
processor [160].



Fig. [[.Trepresent Intel Xeon Phi and ARM ThunderX2 manycore processors that
are used for high-performance computing applications. These manycore chips employ
many processing elements that are grouped in multiple compute clusters. These com-
pute clusters communicate with each other and with one or more on-chip memory
controllers via an electrical network-on-chip (ENoC). The memory controllers connect
with the employed memory modules via electrical core-to-memory interfaces. Effi-
cient designs of interconnection fabrics (e.g., NoCs and core-to-memory interfaces)
are essential to satisfy the bandwidth and latency constraints of advanced computing
systems that utilize these manycore processors. It is therefore becoming evident that
focus on interconnection architecture (e.g., NoCs and core-to-memory interfaces) de-
sign, customization, and exploration can provide huge performance gains in manycore
processors and in advanced computing systems that utilize them [248].

To meet the growing demands of modern data-centric applications related to ma-
chine learning, artificial intelligence, big data and internet-of-things (I0T), number of
cores in manycore processors keep increasing. This increase in core count in manycore
systems demands for higher bandwidth and energy-efficient interconnection networks.
Contrarily, traditional electrical connects ([165], 51], [160]) experience high power dis-
sipation and reduction in performance with increase in number of cores. Electrical
interconnects are also prone to crosstalk and electromagnetic interference with tech-
nology scaling, which will further dwindle the performance and reliability of electrical
interconnects. This motivates the need for a new interconnect technology that can
be leveraged to realize high bandwidth and energy-efficient interconnects for future
manycore systems.

Silicon Photonic Interconnects

Recent developments in CMOS-photonics integration [239] have enabled an exciting
solution for on-chip interconnects in the form of photonic networks-on-chip (PNoCs).
Fig. [I.2] shows the physical-layer layout of several PNoC architectures namely CLOS
PNoC [116], SwiftNoC [56] and LumiNoC [141].
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Figure 1.2: Physical-layer layout of (a) CLOS PNoC [116], (b) SwiftNoC [56] and (c)
LumiNoC [141]
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Typically, a PNoC comprises of multiple photonic links. Each photonic link in
PNoC consists of one or more photonic waveguides spanning the PNoC chip de-
pending on the variant of physical-layer architecture. For example, if we consider



SwiftNoC in Fig. (b)7 every single waveguide photonic link in this PNoC connects
multiple gateway interfaces (GIs) with one another. Each GI connects to multiple
parallelly laid-out photonic links, interfaces a group of four processing cores which is
known as cluster with the links. Out of all the GIs that are connected to a single
link, some Gls can write photonic data into the link and other can read photonic
data from the link, to enable multiple-write-multiple-read (MWMR) type of crossbar
configuration in the PNoC [I88]. An off-chip laser source generates multiple wave-
lengths of light which is coupled into the PNoC via a power waveguide and a power
splitter. This input multiple-wavelengths of optical power traverses individual links
to all individual GIs on the chip. Each GI receives multiple wavelengths of input light
as DWDM carriers for data signals, to enable communication with one or more other
GIs. Gls enable inter-cluster communication by converting the received data packet
from the source processing core into parallel electrical data signals, which are then
modulated onto DWDM carriers converting them into parallel photonic data signals.
These DWDM data signals traverse a single waveguide photonic link to a receiver GI.
The receiver GI converts the incoming photonic data signals to electrical data signals
and consequently, the electrical data packet which is then passed onto the destination
core. Detailed discussion on structure of a photonic link, several building blocks of a
photonic link and how electrical to optical (E/O) conversion at the transmitter side
and optical to electrical conversion (O/E) at the receiver side is done in the next
subsection.

Photonic Links

A photonic link (Fig. comprises of one or more photonic silicon-on-insulator
(SOI) waveguides with dense wavelength division multiplexing (DWDM) of multiple
wavelengths into each waveguide. In a DWDM-enabled SOI waveguide, SOI micror-
ing resonator modulators (MRMSs), which are arrayed along the waveguide at the
source end, modulate input electric signals onto parallel photonic channels. The pho-
tonic channels travel through the waveguide and reach the destination end, where
an array of SOI microring resonators (MRRs) drop the parallel photonic signals onto
the adjacent photodetectors to recover the electric data signals. At the transmitter
side of the photonic link, each MRM employs a serialization module and a driver
circuit that can produce a sequence of signal bias voltages corresponding to the input
sequence of electrical bits. The converted optical data packets are transmitted over
different wavelength channels at a higher bit rate compared to the electrical data
packets. Therefore, Serialization modules are used to enable the conversion between
the data rates and they are implemented using parallel-in serial-out electronic buffers.
Similarly, at the receiver side of the photonic link, each detector MRRemploys a de-
serialization module (implemented using serial-in parallel out electronic buffers) and
a trans-impedance amplifier (TIA) which amplifies the output signals from the pho-
todetector to digital voltage levels.

Photonic interconnects are less susceptible to crosstalk [161] and have lower dy-
namic power dissipation compared to electrical interconnects. These advantages of
silicon photonic interconnects make them a very promising alternative to overcome
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the bottlenecks of electrical interconnects. Several photonic devices such as waveg-
uides, MRRs and photodetectors are discussed in the upcoming subsections. All
of these devices have been successfully fabricated and demonstrated at chip level

([279, 109, 52]) and several PNoC architectures ([I89, 188, 260, 116, 56, 141]) have

been designed using these devices.

Photonic Waveguide: There are several transmission mediums available which
can be used to carry photons between transmitter and receiver in an on-chip photonic
interconnect. The most predominantly used transmission medium in an on-chip pho-
tonic interconnect is a silicon-on-insulator (SOI) waveguide with high refractive index
silicon (Si) core (ng = 3.5) and low refractive index silicon-di-oxide (SiO3) cladding
(Dsi0, = 1.5) [I77]. There are four different configurations of SOI waveguides namely
channel, ridge, slot and photonic-crystal waveguides. Channel and ridge waveguides
are the most common and rely on total internal reflection (Fig. [1.4) which con-
centrates the light in the high index of refraction material [I77]. These waveguide
configurations provide single-mode propagation. Waveguides fabricated on SOI plat-
form have advantages such as lower losses and compact footprint which requires lower
drive voltage for high frequency operations.
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Figure 1.4: Illustration of the total internal reflection of light in the longitudinal cross-
section of a silicon-photonic waveguide.

Microring Resonators: Microring resonators (MRRs) are wavelength division
multiplexing (WDM) compatible devices that are compact and energy efficient and
are designed to resonate when presented with specific individual wavelengths and
remain quiescent at all other times [I77]. Every individual MRR is capable of mod-



ulating a single wavelength. Therefore, a transmitter with a multi-bit, parallel data
path can be constructed using multiple MRRs and a WDM-capable light source. The
particular wavelength that a MRR resonates to is dependent upon MRR radius (R)
and effective refractive index (n.ss). The dependence of MRR’s resonance wavelength
on R and n.ys is given by the following equation:

L x Neff

Ares = (1.1)

Where A, is the resonance wavelength of the MRR, L is the round trip length
of the MRR given by 2x7 xR, n.ss is the effective refractive index of the MRR and
m is an integer. By changing R and n.s, the resonance wavelength of MRR can be
altered. n.s; can be changed in two ways. Injection or removal of carriers from Si
core of an MRR changes the n.s; of an MRR due to electro-optic effect [7]. Carrier
tuning of an MRM is shown in Fig. [L.5((a). Heating of MRRs also alters its n.ss
due to thermo-optic effect [I76]. An MRR with an integrated heater is shown in Fig.
1.5(b). Spectral shift in the passband of an MRR due to localized heating and carrier
tuning is shown in Fig. [1.5(c).
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Figure 1.5: (a) A tunable MRM, (b) MRR with an integrated micro heater and (c) Shift
in resonance of the MRR due to heating (right side of the MRR passband) and carrier
tuning (left side of the MRR passband)

Carrier injection/removal is the most predominantly used to switch MRs between
active (MRR’s wavelength in resonance with wavelength from data waveguide) and
passive modes (MRR’s wavelength not in resonance with wavelength from data waveg-
uide) since it is faster and consumes less power compared to heating method. In order
to implement this method, MRs require a series of driver circuits which regulate car-
rier injection/removal rates into MRs by altering voltage to control their resonance
wavelength shifts. A tunable MRR can be used for various applications as shown in
Fig. . A tunable MRR can be used as a modulator for data communication (e.g.,
OOK modulator). In addition, a tunable MRR can also be used as a switch to route
wavelengths from one waveguide to the other. It can also be used a wavelength filter
on the receiver side of a photonic link to filter a wavelength and route it towards a
photodetector.

Photodetectors: MRRs at the transmitter side extract the individual wave-
lengths from the waveguide and direct the extracted wavelengths to photodetectors,
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which convert photonic power into an electrical signal (Fig. [1.7)). The output volt-
ages from photodetectors are amplified to digital voltage levels using transimpedance
amplifiers (TIA) [248]. As the signals amplified by TIAs are ultimately stored and
processed on the chip, their amplitudes should match the supply voltage of logic cir-
cuits. To enable amplification of signals to supply voltage, the TIAs are typically
operated at 20% higher supply voltage than supply voltage of logic circuits [24§].
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Figure 1.7: MRR filter at the receiver side to detect its resonance wavelength

Design Challenges of Silicon Photonic Interconnects

Design challenges of silicon photonic interconnects are organized into the following
three categories: reliability challenges, challenges due to limited optical power budget,
and challenges due to high static power dissipation. Each of these categories of
challenges is described below.



Reliability Challenges

Reliability challenges in photonic interconnects include challenges due to the adverse
effects of crosstalk noise, fabrication-process and on-chip temperature variations and
limited free spectral range (FSR) of MRRs. Each of these challenges is elaborated
below.

Crosstalk Noise: Crosstalk noise in photonic interconnects can be classified into
two categories namely inter-channel crosstalk and intra-channel crosstalk. For inter-
channel crosstalk, the signal power of same wavelength channel gets affected by the
noise power from one or more neighboring wavelength channels (Fig. [1.8(a)) whereas
for intra-channel crosstalk, the signal power of a particular wavelength channel is
affected by the noise power of same wavelength channel (Fig. [1.8(b)) [250].

P - —— — (‘l‘osf(nlk i (‘ro.\‘fhllk
(= i
| |
| |

. | |
1 Y, 9 e
ﬂ :. ﬂ I I ﬂ Crosstalk n
'
A el e e == o A H| o0l
[N " Yo N e e = = -

Dioy (Trosstall; Y —— e e = = \ A
e N Vaaug 3 |
| |
| |

Input | I Theu /Cmssmlk
) I — ]

—_— s - = = == ==

(b)

Figure 1.8: Illustration of (a) Inter-channel crosstalk and (b) Intra-channel crosstalk
(reproduced from [I8§])

The strength of inter-channel crosstalk depends on several aspects namely quality
factor of the MRRs, data rate and channel gap between the resonant wavelength of
an MRR and its adjacent wavelengths. High crosstalk in photonic links degrade the
optical signal-to-noise-ratio (OSNR) and the target bit-error rate (BER). In order to
compensate for the effects of inter-channel crosstalk and to ensure that target BER
remains unharmed, extra optical power is added to each wavelength channel at the
transmitter side and the receiver side which is known as power penalty [124]. At the
transmitter side, due to carrier depletion or injection of the p-n junction of MRMs,
the ring spectra switches between two resonance frequencies f1 and fO as shown in
Fig. [1.9(a). The difference between the resonances fl and f0 is given by Af. If Af



is too large, then the shifted spectrum captures some of power of the neighboring
channel that passes by the MRM resulting in inter-modulation crosstalk.
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Figure 1.9: (a) Inter-modulation crosstalk and (b) Spectral view of spectral distortion
and inter-channel crosstalk at the detector side

At the receive side of photonic link, power penalty is the sum of spectral distortion
penalty, inter-channel crosstalk penalty and ring drop intrinsic loss (IL) [19]. For low
values of FSR, the channel spacing between the adjacent wavelengths is low. Due to
low channel spacing, each MRR at the receiver side drops its corresponding resonance
wavelength channel and also collects some residual power from neighboring channels
as shown in Fig. [1.9(b). This residual power is referred to as inter-channel crosstalk.
In addition, MRRs with low quality factor have a wide resonant pass band which
overlaps with signal spectra of neighboring channels resulting in crosstalk effect as
shown in Fig. [1.9[(b). MRR filters with high quality factor have narrow pass band
spectrum which results in spectral distortion effect (Fig. [1.9(b)).

Process and Thermal Variations : Fabrication process variations (PV) are
randomly occurring variations in the critical dimensions of photonic devices, such as
width and thickness, when they are fabricated [217]. The PV-induced variations in
width and thickness of MRRs cause drift in resonance wavelength of the MRRs .
Fig. [L.I0 illustrates the drift in resonance wavelength of an MRR due to PV. If the



resonance passband of an MRR drifts towards left end of the spectrum (i.e., decrease
in wavelength), it is known as blue shift whereas if the resonance passband drifts
towards the right end of the spectrum (i.e., increase in wavelength), it is knowns
as red shift. This shift in resonance wavelengths of MRRs increase the crosstalk
noise power and decrease the signal power, deteriorating the OSNR and BER in a
waveguide. In order to counter the PV-induced resonance shifts, localized trimming
[176] or thermal tuning [7] has been introduced. To counteract the PV-induced shift in
MRRs resonance wavelength, localized trimming mechanism introduces free carriers
to reduce the refractive index of the MRR. However, the extra free carriers increase the
absorption loss in the MRR due to free carrier absorption (FCA) [32]. This increase
in absorption loss reduces the quality factor of MRRs and increases the insertion loss
and crosstalk noise. We model the PV induced variations in resonance wavelength,
quality factor and extinction ratio of MRRs at wafer level using the spatial variation
models from [268]. Fig. illustrates the wafer level variation pattern in resonance
wavelength, quality factor and extinction ratio of MRRs and their corresponding
histograms. The original quality factor, extinction ratio and resonance wavelength of
MRs is 6500, 10dB and 1550 nm respectively. But due to PV, quality factor varies
between 2000 and 12000 which can be illustrated from the colormap scale shown in
Fig. [.1T}(b). Similarly, extinction ratio of MRRs vary between 4 dB and 18 dB (fig.
[1.11)(c)) whereas resonance wavelength of MRRs vary between 1540 nm and 1560 nm

(Fig. [L1T[a).

A,
i—»

S Amplitude =

Figure 1.10: Illustration of drift in resonance passband of an MRR due to PV.

MRRs are highly susceptible to thermal variations (TV). With change in increase
or decrease in temperature, the effective index of MRRs change. This change in
effective index results in change in resonant wavelengths of MRRs [7]. Therefore, TV
affect the reliability of the photonic link and also leads to the squandering of available
bandwidth.

Limited Free Spectral Range (FSR) : MRR, which is considered as the
workhorse of a photonic interconnect, is a looped waveguide in which the resonance
occurs when the optical path length of the MRR is exactly a whole number of wave-
lengths. Therefore, MRRs support multiple resonances and the spacing between these
resonances is free spectral range (FSR) (Fig. [1.12). Low values of FSR means for
a given number of wavelength channels that are multiplexed in a waveguide, the
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spacing between the adjacent channels is low, which in turn results in inter-channel
crosstalk noise [18] worsening the optical signal-to-noise-ratio (OSNR) and bit-error
rate (BER) in a waveguide.
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Figure 1.12: Illustration of FSR of an MRR.

Challenges Due To High Static Power Dissipation

Power dissipation challenges in photonic interconnects can be classified into two cat-
egories namely losses challenge and tuning power dissipation challenge. Each of these
challenges are discussed below.

High Optical Power Due to High Optical Signal Losses : Photonic signals
in photonic interconnects experience different types of losses (Fig. [1.13)) namely prop-
agation loss, bending loss, splitter and coupling loss and through loss. Typical values
of various signal losses in a photonic link are provided in Table[I.I} Photonic signals
propagating inside the waveguide experience propagation and bending losses. Prop-
agation loss is the sum of absorption loss and scattering loss. Non-linear effects in Si
such as TPA induce strong free carrier absorption (FCA) effect in silicon [147], signif-
icantly increasing the absorption losses in waveguides. Si waveguides are also prone
to high scattering losses due to sidewall roughness of the waveguides since the refrac-
tive index contrast between Si core and SiO, cladding is high. In addition to these
losses, splitters and couplers in photonic interconnects incur splitter and coupling
loss whereas modulator and detector incur through losses. In order to ensure that
detectors on the receiver end of photonic interconnect receive sufficient signal power,
photonic signals demand high laser power. Therefore, high losses result in high laser
power dissipation which indemnifies the energy benefits of photonic interconnects.

Tuning Power Dissipation Challenge : Trimming and tuning techniques are
implemented in order to counteract PV and TV in MRRs. But if the number of
MRRs or the degree of DWDM is high to support higher bandwidths, tuning power
dissipation increases which in turn increases the overall power dissipation.

12



________ -
I

:OO Active MRs

I
:@© Inactive MRs

Through Loss of Active
Modulator MRs
Sender Node e.g., 0.05dB - 0.1dB

P

Multi-A -'l’&un‘n t1 t— Waveguide

laser source
Propagation Loss

Coupling Loss

Intermediate Nodes

Through Loss of Inactive ¢ 44 11
Modulator MRs T2 Waveguide

e.g., 0.05dB - 0.1dB Bending Loss

Destination Node

- E\‘
Remaining Signal

Power is Detected

Figure 1.13: Various types of signal losses in a silicon photonic link

Table 1.1: Typical values of various losses in a photonic link [T00, [154]

Parameter Value
Waveguide Propagation Loss 1 dB/cm [154]
Waveguide Bending Loss | 0.005 dB/900 [100]
Splitter Loss 0.5 dB [100]
Coupling Loss 2 dB [100]

Challenges Due To Limited Optical Power Budget

In order to optimize the design of a photonic link, optical power budget (OPB) per
wavelength (\) and OPB per waveguide (WG) are the most critical design constraints
and number of DWDM wavelengths (N,) is the most important design parameter.
OPB per X\ determines the apex of signal losses and power penalties that can be
allowed per A channel propagating in the link and is calculated in dB as the difference
between maximum allowable optical power (MAOP) per A and detector sensitivity
(S) (Eq. [L.2). MAOP per X determines the ceiling of OPB per A whereas S is the
minimum amount of signal power that can be detected at the receiver side. Similarly,
OPB per waveguide determines the maximum amount of allowable signal losses and
power penalties in a photonic link. It is expressed as difference between MAOP per
WG and S in which MAOP per waveguide determines the maximum signal power
that can be fed into a waveguide (Eq. . In order to design a photonic link for a
given value of N, OPB per A and OPB per WG should satisfy conditions given in
Eq. and Eq. PLos* provided in Egs. and [1.5| accounts for total amount of
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losses and power penalties in a photonic link.

OPB(Per \)(dB) = M AOP(Per \)(dBm) — S(dBm) (1.2)
OPB(Per W@)(dB) = MAOP(Per WG)(dBm) — S(dBm) (1.3)
OPB(Per \)(dB) > Pj5® (1.4)

OPB(Per WG)(dB) > Pl5% + 10log,, (Ny) (1.5)

As we can illustrate from Eq. [[.2}]1.5] in order to design photonic links that can
accommodate higher number of wavelengths, the amount of losses and power penal-
ties per wavelength /waveguide should be low and MAOP per wavelength /waveguide
should be high. However, Due to TPA induced effects in Si, MAOP in SOI photonic
links is restricted to no more than 20dBm (MAOP per wavelength channel less than
6 dBm [I47]). Also, TPA induces strong free carrier absorption (FCA) in silicon, in-
creasing the absorption losses in Si waveguides. In addition, as discussed in previous
subsections, SOI photonic links also experience high propagation losses and crosstalk
penalties. Due to restrictions on MAOP per wavelength /waveguide and high losses
and penalties in the link, OPB per waveguide does not accommodate higher number
of wavelengths restricting the scalability of photonic links.

1.3 Computing With Silicon Photonics

Background and Motivation

Moore’s Law has been a guiding force in propelling the evolution of computing hard-
ware since its inception. Over the past few decades, transistors have undergone a
remarkable reduction in size, leading to the integration of billions of them on a single
chip. This unprecedented level of transistor integration has paved the way for the
design of sophisticated computational architectures, including Field Programmable
Gate Arrays (FPGAs) and Graphical Processing Units (GPUs). For instance, In-
tel’s FPGA, illustrated in Fig. [1.14f(a), boasts an impressive ~10.2 million logic cells
[T08], while Xilinx Vertex, featured in Fig. (b), incorporates approximately ~9
million logic cells [278]. Moreover, the trajectory of Moore’s Law has facilitated the
creation of specialized hardware architectures for Artificial Intelligence (Al) accelera-
tion. These architectures are designed to tackle the surging computational demands
and inference times of Deep Neural Networks (DNNs). A prime example is the Cere-
bra’s WSE architecture [46], showcased in Fig. [1.14](c), which stands as the world’s
largest computer chip. With a staggering ~2.6 trillion transistors, it not only holds
this distinction but also reigns as the world’s fastest Al accelerator chip.

But unfortunately, in recent years, Moore’s law has faced fatal challenges as the
nanofabrication technology is experiencing physical limitations due to the exceed-
ingly small size of transistors. This has forced researchers in industry and academia
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Figure 1.14: (a) Intel Stratix FPGA [108], (b) Xilinx Vertex FPGA [278], and (c) Cere-
bra’s Wafer Scale Engine (WSE) [46]

to develop new more-than-Moore technologies that can replace Moore’s Law and con-
tinue to provide persistently faster and efficient computing hardware for the future
generations. Fortunately, silicon photonics (SiP) enabled electro-optic (E-O) circuit
integration has been identified as one such promising technology. The E-O circuits
built using the SiP technology are generally CMOS compatible and provide sev-
eral advantages over their purely electrical counterparts. These advantages include
sub-picosecond speeds, low power consumption and distance-independent bit-rate.
Several prototypes of SiP-based E-O circuits for computing have been demonstrated
in prior works [200, 222], 282] 81, 112], 285l 288]. A more in-depth discussion of the
inception of silicon photonic-based E-O computing circuits and an elucidation of the
associated design challenges are presented in the forthcoming subsections.
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Silicon Photonic-Based Electro-Optic Computing Circuits

In recent years, there has been a remarkable surge in interest in Electro-Optic (E-O)
computing systems, seamlessly integrating the advantages of both photonics and elec-
tronics. The allure of these hybrid systems lies in their ability to harness the precision
of electronics alongside the speed of light [95]. E-O logic gates and circuits, in particu-
lar, offer additional benefits, operating with minimal latency due to their light-speed
operation and achieving distance-independent, high bit rates [123][286], surpassing
their electrical counterparts. Numerous prototypes of E-O logic gates/circuits have
been reported in the literature, showcasing the versatility of this approach. The SiP-
based E-O circuits for computing, which have been demonstrated in prior works (e.g.,
[297, 2206], 225], 200, 287, [123], 280]) are typically used to implement the following four
types of logical and arithmetic functions:
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Figure 1.15: (a) An add-drop MR-based E-O AND logic gate [225], (b) a PCM-enabled
MR-based E-O XNOR gate [297], (c¢) an MR-based E-O XOR/XNOR logic gate [291], and
(d) an MR-based polymorphic E-O logic gate [286] demonstrated in the literature.

Basic Logic Gate Functions

A microring resonator (MRR) integrated with a phase change memory (PCM) device
forms the basis of an XNOR gate, as depicted in Fig. b), and is employed in
[297] to accelerate binary neural networks. Similarly, in both [226] and [225], an add-
drop MR-based AND gate (Fig. [L.15]a)) is utilized to enable partial multiplications
of two binary operands, contributing to the acceleration of deep neural networks.
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Combinational Logic Functions

Directed logic-based MRR-enabled reconfigurable E-O circuits are showcased in [200]
and [287]. These circuits serve as a direct optical alternative to FPGAs.

Two-Operand Arithmetic Functions

High-speed Electro-Optic (E-O) circuits designed for partial sum accumulation and
two-operand addition have been successfully demonstrated in prior work [123], 286].

These designs feature diverse configurations to support custom precision [123] and
full-precision polymorphic operation [286] (Fig. [1.15(d)).

Multi-Operand Linear Arithmetic Functions

Various analog and digital Electro-Optic (E-O) circuits and architectures, utilizing
MRRs and/or Mach-Zehnder Interferometers (MZIs), have been successfully demon-
strated for performing operations such as Multiply-Accumulate (MAC) and General
Matrix-Matrix Multiplication (GEMM) in the context of deep learning workloads.
Prior works [297) 226, (152, 26] showcase the effectiveness of these E-O circuits and
accelerator architectures in executing logical and arithmetic functions, meeting the
demands of ultra-fast, highly parallel general-purpose computing, and accelerated
deep learning applications. While MZIs introduce a significant area overhead, ren-
dering MZI-enabled silicon photonic-GEMM accelerator architectures impractical for
accelerating large-scale neural networks [244] 53], MRR-enabled accelerators exhibit
disruptive performance and energy efficiencies. The compact footprint, low dynamic
power consumption, and the ability of MRRs to support a large fan-in of optical
signals through dense-wavelength-division multiplexing (DWDM) contribute to the
exceptional performance of state-of-the-art MRR-enabled silicon photonic-GEMM
accelerators, as showcased in literature |26, 263, 244].

Design Challenges of Silicon Photonic-Based Electro-Optic Computing
Circuits

Despite their superiority over electronic counterparts, silicon photonic-based Electro-
Optic (E-O) computing systems face three significant shortcomings, each of which is
discussed below:

Lack of All-Electrical Application of Input Operands

The E-O circuits designed for simple logic-gate functions demonstrated in the lit-
erature [297], 226] often handle the two input operands differently. Typically, one
operand is applied optically, while the other is applied electrically. To achieve this,
one of the operands needs to be modulated onto the incoming optical wavelengths,
requiring an additional optical modulator device per gate function, particularly when
utilizing laser sources that provide unmodulated optical power. This necessity of
providing one operand optically through an additional modulator device introduces
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an increase in hardware area overhead and complicates operand handling within the
E-O circuits.

High Idle Time

The E-O circuits for arithmetic functions demonstrated in the literature [226], 297]
occupy up to 100x more area compared to CMOS implementations. Furthermore,
these E-O circuits for arithmetic functions struggle to achieve hardware utilization
exceeding 60% [226]. This limitation arises from their typical integration within larger
processing units, where they occupy only a fraction of the entire end-to-end datapath
[26, 297, 152]. Such low hardware utilization often results in extended idle times,
leading to elevated, non-amortizable area, and static power overheads.

Unsuitable to Implement Highly-Parallel Processing Architectures

The substantial area overhead of Electro-Optic (E-O) circuits renders them less
suitable for the implementation of highly-parallel architectures, including Single-
Instruction-Multiple-Data (SIMD), Multiple-Instruction-Multiple-Data (MIMD), and
Systolic Array (SA) based processing architectures. This limitation arises because ar-
chitectures such as SIMD, MIMD, and SA typically incorporate thousands of stream-
ing processing units, each requiring multiple instances of basic logical and arithmetic
functions. Implementing these functions with E-O circuits, which have an area foot-
print up to 100 times larger, significantly restricts the number of processing units that
can be integrated onto a single chip. This constraint becomes particularly pertinent
as the chip’s area is typically limited by the reticle size (<900 mm? [172]).

1.4 Contributions

Sections 1.2 and 1.3 have delineated various design challenges associated with silicon
photonic interconnects and silicon photonic-based E-O computing circuits. In this
report, we put forth several solutions to address these challenges and make strides to-
ward designing high-throughput, energy-efficient, and reliable photonic interconnects
for future manycore computing systems, as well as scalable, reconfigurable, high-
throughput, and energy-efficient E-O circuits for computing. The structure/outline
of this report, highlighting our contributions, is organized as follows:

In Chapter 2, we introduce a novel design for an MRR filter array with a non-
uniform quality factor distribution across individual MRR filters. This design aims
to minimize crosstalk non-uniformity and achieve a uniform distribution of crosstalk
penalty across channels. Uniformizing the crosstalk performance reduces overall laser
power consumption in the photonic link.

In Chapter 3, we introduce a novel silicon-on-sapphire (SOS) based photonic inter-
connects, offering a potential solution to eliminate optical non-linearity-induced power
constraints seen in conventional Silicon-On-Insulator (SOI) platforms. This innova-
tion aims to overcome the scalability barriers and realize high-bandwidth, energy-
efficient photonic interconnects for the future. We provide new compact models for
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SOS devices and outline design principles for SOS-based photonic interconnects. Our
chapter includes a link-level analysis assessing aggregate data rate and energy-per-bit
for SOS-based photonic interconnects. Additionally, we conduct a system-level anal-
ysis on the CLOS PNoC [116], evaluating overall latency and energy-per-bit in the
architecture.

In Chapter 4, we present a comparative study and a search heuristic-based method
for designing DWDM-based on-chip photonic interconnects using various types of
MR-based 4-PAM modulators. We conduct a comparison between different types of
4-PAM modulators and conventional OOK modulators at both link-level and system-
level, considering aspects such as hardware overheads, performance, energy efficiency,
and reliability. Employing a search heuristic-based method, we optimize the designs of
DWDM-based photonic links using OOK and 4-PAM modulation methods. Addition-
ally, we analyze how these optimized photonic interconnects impact the performance
and energy efficiency of CLOS PNoC [116] and SWIFT PNoC architectures [56].

In Chapter 5, we explore various design pathways aimed at advancing on-silicon
photonic interposer inter-chiplet interconnects to achieve multi-Terabits per second
(Th/s) aggregate bandwidth. Through an extensive link-level and system-level analy-
sis, we investigate these design pathways both in isolation and in various combinations
to assess their potential impact and effectiveness.

In Chapter 6, we present a novel design of a MRR-based polymorphic E-O logic
gate (MRR-PEOLG) that can be dynamically programmed to implement different
logic functions at different times. The objective of this design is to enhance the com-
pactness and polymorphism of E-O circuits, ultimately improving operand handling
and facilitating the amortization of area and static power overheads.

In Chapter 7, we present novel design of a hybrid Time-Amplitude Analog Optical
Modulator (TAOM) and a balanced photo-charge accumulator (BPCA). A TAOM
employs a single microring to perform a multiplication whereas a BPCA can perform a
large number of spatio-temporal accumulations in situ. We arrange Multiple TAOMs
and BPCAs in 2D to forge a tensor core and perform an extensive device-level, circuit-
level, and system-level analyses to assess its advantages in comparison to prior works.

In Chapter 8, we present novel design of Indium Tin Oxide (ITO)-Based SiN-
on-Si0s MRMs that can be utilized to design high-performance photonic integrated
circuits for the future.

In Chapter 9, we present a novel Silicon Nitride (SiN)-Based Photonic GEMM
Accelerator called SINPhAR that employs SiN-based active and passive devices to im-
plement analog GEMM functions. Through a cross-layer evaluation, we investigate its
advantages over traditional Silicon-on-Insulator (SOI)-Based photonic GEMM accel-
erators, focusing on achievable spatial parallelism, throughput, and energy efficiency.

Chapter 10 concludes this report. We recap all our contributions and provide
directions for future research.

Copyright© Venkata Sai Praneeth Karempudi, 2023.
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Chapter 2 Mitigating Inter-Channel Crosstalk Non-Uniformity in
Microring Filter Arrays of Wavelength-Multiplexed Photonic NoCs

Photonic networks-on-chip (PNoCs) employ photonic links with dense-wavelength-
division-multiplexing (DWDM) of channels for parallel signal traversal, along with
arrayed microring resonator (MR) filters for parallel signal reception, to enable high-
bandwidth on-chip data transfers. Unfortunately, DWDM induces non-uniform inter-
channel crosstalk in an MRR filter array, which degrades the communication relia-
bility in the link. Overcoming this reliability degradation requires non-uniformly
distributed signal power across the utilized data-channels in the link. This increases
the total laser power consumption of the link, compared to the ideal case where the
crosstalk distribution in the MRR filter array is uniform. This chapter presents a
novel design of MRR filter array with minimized crosstalk non-uniformity, which can
achieve total optical laser power savings of up to 34% of the link power budget.

Crosstalk Crosstalk ,_ Crosstalk Crosstalk
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Figure 2.1: An array of MRR filters at the receiver end of a silicon photonic DWDM link.
The heights of the crosstalk arrows are proportional to the corresponding power penalty
values.

2.1 Introduction and Motivation

To overcome the performance bottlenecks of on-chip communication with ENoCs,
recent advances in CMOS-photonics integration [239] have enabled an exciting solu-
tion in the form of photonic NoCs (PNoCs). Several PNoC architectures have been
proposed to date (e.g., [I88, 189, 141]). These architectures employ on-chip pho-
tonic links, each of which connects two or more clusters of processing cores. Each
photonic link comprises one or more photonic waveguides with dense wavelength di-
vision multiplexing (DWDM) of multiple wavelength channels into each waveguide.
In a DWDM-enabled waveguide, microring resonator (MR) modulators, which are
typically arrayed along the waveguide at the source end, modulate input electrical
data signals onto parallel photonic channels. The resultant photonic signals travel
through the waveguide and reach the destination end, where an array of MR filters
drop the parallel photonic signals onto the adjacent photodetectors to recover the
electrical data signals. Thus, DWDM enables high bandwidth parallel data transfers
in PNoCs.
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Figure 2.2: Crosstalk penalty distribution across the MRR filter array for two different
cases. The values are obtained for 50GHz spacing and MRR quality factor of 8000.
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Figure 2.3: Optical laser power per channel, for the baseline and reshuffled cases, evaluated
for 50GHz spacing, MR quality factor of 8000, and total link power budget of 100mW.

Unfortunately, DWDM links of PNoCs may suffer from spectral degradation of
photonic channels and inter-channel crosstalk [58], which is treated as an optical
power penalty in our model. The power penalty is the extra optical power required
to compensate for the effects of signal degradation on bit-error-ratio (BER) [18]. As
discussed in [I§], due to the non-ideal transmission characteristics of DWDM photonic
links and MR filter arrays, the photonic channels at the receiver end of a photonic link
face non-uniform magnitudes of crosstalk and related power penalties. For example,
Fig. [2.1] illustrates the MR filter array of an example single waveguide DWDM link

21



with 16 photonic channels (Aj-A1g). From the figure, every MR filter in the array
drops varying amount of power from the neighboring channels on its drop port as
crosstalk. The first and last MR filters (A\1-A16) have crosstalk channels on only one
side of the DWDM spectrum. Therefore, they see the least crosstalk power at their
drop ports. Moreover, as the photonic signals travel along the waveguide, they are
progressively dropped by the MR filters, contributing progressively varying amount
of crosstalk at the drop ports of MR filters. As a result, the MR filter array sees
a non-uniform distribution of crosstalk power penalties across the photonic channels
(Fig. [2.2] Baseline — red curve). For example, from Fig. (red curve), MR #16
(A16) faces the minimum crosstalk penalty of 2.1dB, whereas MR #7 (A7) faces the
maximum crosstalk penalty of 6.3dB, yielding the variance in penalty across the array
to be 4.2dB.
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Figure 2.4: (a) Uniform distribution of crosstalk penalty and non-uniform distribution of
quality factors, across the MR filters, and (b) total link-level optical laser power for three
different cases.

Overcoming these non-uniformly distributed crosstalk penalties, which is imper-
ative to achieve uniform BER across all the channels, requires non-uniformly dis-
tributed laser power across the channels (Baseline results in Fig. — red bars).
This in turn results in total 34.36mW of laser power overprovisioning (patterned red
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bars in Fig. for all channels in the link, compared to the ideal case (solid red
bars in Fig. where the distribution of crosstalk penalty and laser power across
all the channels is uniform. Therefore, to minimize the total laser power overprovi-
sioning in the link, the crosstalk penalty distribution in the MR filter array should
be uniformized.

As examined in [18], reshuffling the assignments of the individual MR filters to
the utilized photonic channels (so that MR #1 is not assigned to A; channel, and so
forth) can flatten the crosstalk penalty distribution and reduce the total laser power
overprovisioning in the link. The blue curve in Fig. shows crosstalk penalty dis-
tribution across the MR filter array for the best pattern out of all possible reshuffled
filter-channel assignments. This pattern yields minimum crosstalk penalty of 2.2dB
for MR #12 (channel \jg) and maximum crosstalk penalty of 6.3dB for MR #2
(channel \Ajp), resulting in total laser power overprovisioning of 32.3mW for the link
(Fig. — blue bars) that is 4mW less than the baseline case. This improvement in
crosstalk penalty distribution and resultant reduction in the total laser power over-
provisioning is negligible. As a result, the non-uniformity in the crosstalk penalty
distribution across the MR filter array still exists. To overcome this problem, we pro-
pose a novel design of MR filter array with a non-uniform quality-factor distribution
across the individual MR filters, as discussed next.

2.2 Proposed Method

In our proposed method, to achieve a uniform distribution of crosstalk penalty across
the channels, each individual MR filter in the array is designed with a different
quality factor (Fig. [2.4(a); yellow curve — right vertical axis). As a result, our
designed MR filter array achieves a flat /uniform distribution of power penalty across
the channels, as shown in Fig. [2.4(a) (green curve — left vertical axis). With the
uniformized crosstalk penalty distribution across the channels, the total laser power
over provisioning reduces to 76 4W, which in turn reduces the total link power to 51
mW (Fig. 2.4(b) — green bar). Compared to the reshuffled design of MR filter array
from [18], the total laser power over provisioning in the link for our design reduces by
32 mW. Moreover, the total link power for our design also reduces by 34 mW, which is
34% of the total link power budget of 100mW. This is because a higher quality factor
for an MR filter in our designed array reduces the crosstalk power at its drop port,
as the crosstalk power is inversely related to the MR quality-factor [I8]. Therefore,
carefully choosing the quality-factor of each MR filter in our designed array based on
an exhaustive search plays a vital role in uniformizing the crosstalk penalty across
the channels.

We propose to define the quality-factor of each MR filter in our filter array at
the design time. For that we adopt the MR design from [250], where every MR has
an embedded PN-junction at its drop-port. From [250], the carrier concentration
in the drop-port PN-junction can be dynamically altered to modulate the drop-port
coupling coefficient, and consequently, the loaded quality factor of an MR.
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2.3 Summary

This chapter presents a novel idea of using a non-uniform quality factor distribution
across an array of MR filters in a photonic link, to uniformize their crosstalk per-
formance, and hence, decrease the total laser power consumption in the link. Our
analysis shows that DWDM photonic links that utilize our designed MR filter array
can achieve total optical laser power savings of up to 34 mW.

Copyright© Venkata Sai Praneeth Karempudi, 2023.
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Chapter 3 Redesigning Photonic Interconnects with Silicon-on-Sapphire
Device Platform for Ultra-Low-Energy On-Chip Communication

3.1 Introduction

With rapidly increasing demand for data-centric high-performance computing, fu-
ture manycore processors will require exceedingly high communication bandwidth
from the on-chip interconnection networks. However, traditional electrical networks-
on-chip (ENoCs) already consume extravagantly large amount of chip area and total
system power, which makes the energy-efficient scaling of their bandwidth improba-
ble. This motivates the need for a new interconnect technology that can be leveraged
to realize extremely high-throughput (>1 terabits/s) and energy-efficient (< 1 pJ/bit)
interconnects for future manycore computing architectures.

Recent advancements in CMOS-photonics integration [240] have enabled an excit-
ing solution in the form of photonic NoCs (PNoCs). Several PNoC architectures have
been proposed thus far (e.g., [I89] 188, 141]). PNoC architectures typically employ
on-chip photonic links, each of which connects two or more clusters of processing
cores. Each photonic link comprises of one or more photonic silicon-on-insulator
(SOI) waveguides with dense wavelength division multiplexing (DWDM) of multiple
wavelengths into each waveguide. In a DWDM-enabled SOI waveguide, SOI micror-
ing resonator (MR) modulators, which are arrayed along the waveguide at the source
end, modulate input electric signals onto parallel photonic channels. The photonic
channels travel through the waveguide and reach the destination end, where an array
of SOI MRs drop the parallel photonic signals onto the adjacent photodetectors to
recover the electric data signals. Thus, DWDM that utilizes SOI photonic devices
enables high-bandwidth parallel data transfer in PNoCs.

A critical parameter for designing a high-throughput SOI based photonic (SOIPh)
link is its optical power budget (OPB), which determines the upper limit of the allow-
able signal losses and power penalties in the link for the given aggregated data rate
(#DWDM channels (N,) x channel bitrate) of the link. The OPB of a SOIPh link
is the difference between the photodetector noise floor (i.e., receiver sensitivity which
has a dependency on bit-rate [20]) and the maximum allowable optical power (MAOP)
in the link. The MAOP in a SOIPh link is determined by the optical non-linear effects
of silicon in the constituent SOIPh waveguides and MR modulators. The primary
non-linear effect in silicon at the operating wavelengths of the SOIPh platform (i.e.,
1.3pum-1.6pum) is two-photon absorption (TPA) [147], which has been shown to in-
duce strong free carrier absorption (FCA) and free-carrier dispersion (FCD) effects in
silicon [149], significantly increasing the absorption losses in SOIPh waveguides [100]
and causing self-heating and irreparable resonance shifts in SOIPh MR modulators
[147]. As recently demonstrated in [20], these TPA induced effects limit the MAOP
in SOIPh links below 20dBm, which in turn restricts the achievable link data rate
below 900 Gb/s and energy-efficiency above ~2 pJ/bit, even for the most optimistic
SOIPh device parameters from [I57]. Therefore, to achieve > 1 terabits/s aggregated
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data rate and sub-pJ/bit energy-efficiency for SOIPh links, which is a very important
step towards realizing the exascale computing systems of the future [224], the TPA
effect in silicon must be alleviated to increase the MAOP in SOIPh links.

In this chapter, we present silicon-on-sapphire (SOS) based photonic platform as
a potential solution that can mitigate the TPA related shortcomings of the SOIPh
platform. The fact that underpins our rationale is that SOS-based photonic (SOSPh)
waveguides and MRs have been shown to exhibit low absorption losses and no TPA
for the operating wavelengths in the mid-infrared region near 4pm [I57][105]. The
SOSPh platform has these advantages near 4um wavelength region, compared to the
SOIPh platform, because near 4um wavelength sapphire has lower material losses
than SiO [233] and silicon bandgap is smaller than the total energy of two absorbed
photons [190]. Although several prior works have demonstrated the usefulness of
SOSPh devices for optical signal processing (e.g., [149, 234 144, 54], 216]), no prior
work has yet explored SOSPh devices for realizing on-chip interconnects. Therefore,
in this chapter, using our detailed modeling at the device- and link-level as well as
extensive system-level analysis, we show for the first time that SOSPh interconnects
can pave the way for realizing extreme-throughput (> 1 terabits/s) and ultra-low-
energy (< 1 pJ/bit) on-chip data communication. The key contributions of this
chapter are summarized below:

1. We characterize different types of losses and optical properties of SOSPh waveg-
uides and MRs to derive compact design models;

2. We use our developed compact models to derive a new set of guidelines for
designing SOSPh links and PNoC architectures;

3. We utilize our developed guidelines to optimize the designs of SOSPh links,
and then compare their aggregated data rate and energy-per-bit values to the
optimized designs of SOIPh links;

4. We evaluate the impact of optimized designs of SOSPh and SOIPh links on
the performance and energy-efficiency of a well-known Clos PNoC architecture
[116];

3.2 Motivation

To demonstrate the limitations of the SOIPh device platforms in general, we used
different SOIPh platforms from [236], [190, 290] 44] to perform a design analysis for
on-chip links following the more realistic design guidelines given in [20]. Results of
our analysis are given in Fig. . Fig. (a) depicts how the OPB in various SOIPh
links (corresponding to the SOIPh platforms from [236], [190, 290] 44]) is utilized
depending on the losses present in the links, whereas Fig. (b) shows the best
achievable aggregate data rate (i.e., #DWDM channels N, x channel bitrate) and
energy-per-bit (EPB) values for the links. We also show our projected results for our
target (preferred) photonic platform. In Fig. [3.1a), the MAOP for the OPB values
of all SOIPh links is considered to be 20dBm. Moreover, the EPB values in Fig.
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3.1{(b) present total EPB values that include contributions from the link laser power,
thermal tuning power, modulator driver power, and receiver power, as outlined in
the guidelines from [27]. From Fig. [3.1](a), different SOIPh links experience different
amounts of total optical power loss (including crosstalk and signal degradation related
power penalties [19]). This total power loss whittles down the OPB of all SOIPh
links, leaving only a smaller portion of the OPB available to support aggregated
data rate. For example, among all considered SOIPh platforms, the SOIPh platform
named “zero-change” from [236] has the largest OPB of 51.5dB, which corresponds
to -31.5dBm detector sensitivity and the TPA-limited MAOP of 20dBm [100]. From
this 51.5dB OPB, 21.15dB portion is whittled down due to optical losses, which
leaves 30.35dB of the OPB available for supporting the highest data rate in Fig.
B.I(b) of 636 Gb/s. This larger value of aggregate data rate better prorates the
EPB contributions from laser power, thermal tuning, modulator power, and receiver
power to yield the lowest total EPB value in Fig. B.1|(b) of 2.1pJ//bit for the SOIPh
platform “zero-change”.

Clearly, higher aggregate data rate and lower EPB can be achieved for the “zero-
change” platform, if the MAOP for it can be increased from 20dBm and/or total
optical loss can be decreased, so that a larger portion of its OPB can be rendered
available to support larger aggregate date rate (i.e., larger N and/or higher channel
bitrate). Therefore, we envision a target platform (Fig. that can increase the
MOAP to 22dBm and reduce the total optical loss to 11.9dB, to yield a higher OPB
that can support aggregate data rate of up to 1600 Gb/s and EPB of 1 terabits/s)
and ultra-low-energy (<1pJ/bit ) photonic interconnects can be realized using our
proposed SOSPh device links.

3.3 Modelling of SOS-based Devices

It is established from prior works (e.g., [20][249]) that the performance and energy-
efficiency of photonic interconnects depend on the optical characteristics of the con-
stituent waveguides and MR devices. Crucial optical characteristics for photonic
interconnects include optical losses in waveguides and spectral footprints (e.g., Q-
factor, free-spectral range (FSR)) of MR devices. In this section, we derive compact
models for the optical characteristics of SOSPh waveguides and active/passive MR
devices, and compare these models with the compact models for SOIPh devices from
prior work. As SOSPh devices have been shown to exhibit low absorption losses and
no TPA for wavelengths near 4um region [I57][105], we model the SOSPh devices to
be operating at wavelengths near 4 m.

Modelling of SOS-based Passive Devices
Modelling of SOS-based Passive Waveguides

We use Fourier and finite difference time domain (FDTD) analysis methods using a
commercial grade tool from Lumerical [I55], to model the dimensions and losses in
SOS passive waveguides. From our analysis, the cross-sectional dimensions of an SOS
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Figure 3.1: (a) Distribution of optical power budget (OPB), and (b) Best Achievable
aggregate data rate (#DWDM channels (N)) x channel bitrate) vs energy-per-bit (EPB),
for our analyzed photonic links based on SOIPh platforms from prior works and our target
(preferred) photonic platform
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Table 3.1: Various types of losses and optical parameters for SOS and SOI devices.

Type of Loss SOS SOI
Waveguide
Scattering Loss (dB/cm) 0.9374 14
Waveguide
Absorption Loss (dB/cm) 10-8 0.1
Waveguide A )

Sidewall Roughness (o) (nm) [7]
Core-cladding
Refractive-Index Contrast (An)
MRR
Bending Loss (dB/rad)

1.67 2.06

0.004 | 0.0073

channel waveguide (Fig. [3.2(a)) that can support the single-mode operation near 4m
wavelength with at least 80% optical confinement were found to be 1200nm x970nm,
which are significantly larger than the dimensions (450nmx220nm) of a typical SOI
channel waveguide operating near 1.5um. We evaluate the scattering loss and absorp-
tion loss of SOS and SOI channel waveguides using the models and methods from
[111] and [I57]. Our evaluated loss values are given in Table [3.1] Both silicon and
sapphire exhibit lower material loss near 4um region [233], which results in lower
absorption loss for SOS waveguides. On the other hand, from [I50], the scattering
loss in a waveguide depends on the core-cladding refractive-index contrast (An) and
the ratio (0/)) of waveguide sidewall roughness (o) to the operating wavelength ().
With negligible differences in An and ¢ between SOI and SOS waveguides (Table,
longer operating wavelengths results in lower scattering losses for SOS waveguides.
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Figure 3.3: Quality factor (Q-factor) based on coupling gap size (g) and MR radius (R)
for (a) SOSPh platform, and (b) SOIPh platform.

Modelling of SOS-based Passive Microring Resonators

In this subsection, we present our compact models that relate an MR’s Q-factor
with its radius (R) and coupling gap size (g) (i.e., gap size between the rectilinear
waveguide and MR) (Fig. [3.2(a)). From [27], the Q-factor of an MR depends on
the total round-trip loss in the MR’s waveguide, which is the sum of scattering loss,
absorption loss and bending loss (Table. To derive the bending loss values (Table
[3.1), we used the Eigenmode-solver based methods described in [213].

As a first step towards deriving our intended compact models, we analyzed cou-
pling coefficient (k) of an MR as a function of R and g. As g increases, the power
coupled into the MR from the rectilinear waveguide decreases, which in turn decreases

k. For SOS and SOI MRs,  can be calculated using Eq. [209]:

L eff,even T leff,o
k:gn@w Doff ”ﬁ“) (3.1)

AI'QS 2

Where L is the MR circumference given as L = 2 x © x (MR radius (R)), Ayes
is the MR’s resonance wavelength, n.¢fcven is even-mode effective index and neyy oaq
is the odd-mode effective index. We used FDTD simulations to extract neff epen and
Neffodd values.

Fig. [3.2 gives  values for SOSPh and SOIPh MRs as a function of g and R. From
the figure, for R = 10pum and g = 50nm, x = 0.987 for the SOSPh MR, whereas
= 0.92 for the SOIPh MR. Thus, SOSPh MRs achieve larger values of x at lower
gap sizes. Also, for R = 15um, as g increases from 50nm to 150nm, x for SOSPh
MRs decreases from 0.988 to 0.4825, whereas for SOIPh MRs x decreases from 0.92
to 0.39. Thus, for SOSPh MRs k decreases less rapidly with increase in g compared
to SOIPh MRs.

This type of intricate behavior of k results into an elaborate relation of MR Q-
factor with R and g. To characterize this relation, we plugged our obtained s values

from Table 3.1]in Eq. [41]:

_ mngLy/ra
Q= Noo(1—ra) (3.2)
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Where n, is group index of silicon, r is cross coupling coefficient (r = /1 — x2),
a is round-trip loss coefficient, with other symbols defined with Eq. To obtain
total loss for a round trip length of an MR along its circumference L is calculated
based on the loss values from Table 3.1l Our obtained Q-factor values for SOSPh
and SOIPh MRs are shown in Fig. [3.3(a) and [3.3|(b).

From Fig. [3.3] for given R and g values, Q-factor values for SOS MRs are lower
compared to SOI MRs. This is because, r is lower for SOS MRs compared to SOI
MRs (e.g., for R = 10pum and g = 50nm, r = 0.67 for SOS MRs, where it is 0.87 for
SOI MRs), which together with longer operating wavelengths for SOS MRs (i.e., Aes
= 4pm) results in lower Q-factor values for SOS MRs.

Modelling of SOS-based Active Microring Resonators

Active tuning of MRs’ resonance wavelengths is required not only for realizing active
devices such as modulators and switches [58], but also for counteracting the fab-
rication process and thermal variations induced unwanted resonant shifts [275]. A
common method of achieving active resonance tuning in MRs is to change the free-
carrier concentration in MR cores [275], which in turn changes the MR core’s (which
is made of silicon in both SOSPh and SOIPh platforms) refractive index (An) and
absorption loss coefficient (Ac«) due to the free-carrier dispersion (FCD) and free-
carrier absorption (FCA) effects in silicon [232]. We model the relation of An and
A« with the change in free-carrier concentration using the following equations [174]:
FCD-FCA Equations for SOS (operating wavelength of ~4;m):

Aa = (745 x 1072ANI 4543 x 107 PAN)

3.3

An = — (7.25 x 1072 AN 49.99 x 107 P AN, (3:3)
FCD-FCA Equations for SOI (operating wavelength of ~1.55um):

Aa = (3.0 x 107"PAN, + 2.0 x 107 '*AN,) (3.4)

An = — (6.2 x 1072AN, + 6.0 x 107 ANP®)

Where AN, is free-electron concentration and ANy, is free-hole concentration. For
given AN, = 10cm =3 and AN, = 10'® em ™2, A« and absolute An values are higher
for SOS MRs (i.e., Aa = 4.21, —An— = 13.1x1072 compared to SOI MRs (i.e.,
Aa = 2.3, —An— = 1.56x1073), which means that active tuning of SOS MRs can
be achieved with greater energy-efficiency. To evaluate the energy-efficiency of active
tuning, we model the dynamic energy-per-bit for tuning (Etuning) of SOS/SOI MRs
with the following equation [275]:

B ~ VongqJ

tuning — Z)\rnfr

Where V is the tuning voltage across the MR core required to effect the desired
change in free-carrier concentration inside the MR core, n, is group index of silicon,
q is charge of an electron, J is the bulk volume of the MR core in which the change
in free-carrier concentration occur, A,.; is MR resonance wavelength, I" is the mode

Al (3.5)
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Figure 3.4: MR tuning energy versus magnitude of wavelength tuning (AM\,,) for SOSPh
and SOIPh MRs.

confinement factor (typically I' = 0.8), ny is the ratio of An for silicon to the electron-
hole pair density that can be evaluated using the formula give in [275] (e.g., ny =
2.3x107%%cm™? for SOS and n; = 2.13x107?'em™® for SOI [275]) and A\, is the
magnitude of wavelength tuning.

Fig. shows Eyuning as a function of A),,. From the figure, Eyyping for SOS MRs
is lower than that for SOI MRs for the entire range of A),,, which corroborates our
earlier observation that the active tuning of SOS MRs can achieve greater energy-
efficiency.

Using the device-level compact models derived in this section, we develop new
physical-layer design guidelines for SOIPh and SOSPh on-chip links, as described
in the next section. Using these guidelines, we evaluate the achievable aggregated
datarate and energy-per-bit values for SOIPh and SOSPh on-chip links.

3.4 Link-Level Modelling and Analysis

From [20], the achievable aggregated data rate and energy-per-bit (EPB) values for
photonic links not only depend on the OPB of the links and optical characteristics of
the constituent devices, but also on several physical-layer design parameters such as
the number of DWDM wavelengths (N,), free-spectral range (FSR), and OPB. For
designing a photonic link, N, is the most important design parameter and OPB is
the most critical design constraint. For a link, to find the best value of N that can
optimally utilize its OPB, the condition given in Eq. should be satisfied.

OPB(dB) > P2 1+ 10log,, (Ny) (3.6)

loss

OPB(dB) = MAOP — detector sensitivity (3.7)
PdB

foss 10 Eq. accounts for total losses in the link including the signal trunca-
tion penalty and modulator /detector crosstalk penalty [I8]. From [252], the crosstalk
and signal truncation penalties depend on MR Q-factor, channel bit-rate, and inter-
channel spacing (which relates to FSR and N, [252]). Moreover, the detector sensi-
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Table 3.2: Considered Q-factor, FSR, and MAOP values for our analyzed SOSPh and
SOIPh links.

Considered Q-factor, FSR, and MAOP Values
Q-factor=6000, FSR=80nm, MAOP=22dBm
SOSPh | Q-factor=7000, FSR=60nm, MAOP=22dBm
Links | Q-factor=8000, FSR=48nm, MAOP=22dBm
Q-factor=9000, FSR=40nm, MAOP=22dBm
Q-factor=6000, FSR=20nm, MAOP=20dBm
SOIPh | Q-factor=7000, FSR=15nm, MAOP=20dBm
Links | Q-factor=8000, FSR=13nm, MAOP=20dBm
Q-factor=9000, FSR=11nm, MAOP=20dBm

tivity in Eq. also depends on channel bit-rate [20]. Therefore, for given values
of MR Q-factor, FSR, and MAOP (Eq. , only a unique combination of N, and
bit-rate can optimally utilize the available OPB while satisfying the condition in Eq.
3.6 This unique optimal combination of N and bit-rate determines the best achiev-
able aggregate data rate (i.e., Ny x bit-rate) and energy-per-bit (EPB) for the link
[20].

To evaluate the impacts of SOS and SOI devices on the data rate and EPB of
links, we use the guidelines given in [20] to design SOIPh and SOSPh on-chip links
for four different combinations of MR Q-factor, FSR, and MAOP shown in Table 3.2
For SOIPh links, we choose the TPA limited MAOP value of 20dBm. In contrast,
due to the absence of TPA in SOSPh links, it is intuitive to consider a very high value
of MAOP. However, we consider a conservative MAOP value of 22dBm for SOSPh
links. Our rationale for being conservative is that a not-too-high value of MAOP
is more likely to require a reasonable amount of per-wavelength optical power. In
contrast, a very high value of MAOP (e.g., >25dBm) can require per-wavelength
optical power of greater than 5dBm, which might be very difficult to extract from
the state-of-the-art comb laser sources. Moreover, in Table [3.2] we choose the MR
Q-factor values in the range from 6000-9000, as it is shown in [18] that this range of
Q-factor values can yield minimal values of signal truncation and crosstalk penalties.
For these Q-factor values in Table [3.2] we use the device-level compact models from
Section 3.3 to reckon the corresponding values of MR radius R, which we use in Eq.
to reckon the corresponding FSR values.

)\265
FSR= - o, (3.8)

We use the values from Table to design SOSPh and SOIPh links for a well-
known PNoC architecture: a 256-core 8-ary 3- stage CLOS PNoC [I16]. We consider
the worst-case link of CLOS PNoC that has the length of 4.5cm for 22nm technology
node. Then, for each value combination in Table|3.2] we sweep the bitrate in the range
from 1Gb/s to 40 Gb/s, and use the exhaustive search based heuristic from [100] to
find the optimal N, for each considered bit-rate value. Then, for each considered
bit-rate value, we evaluate aggregate data rate (N, x bit-rate) and total EPB (laser
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Figure 3.5: Aggregate datarate and total energy-per-bit (EPB) values for (a) SOSPh links,
and (b) SOIPh links, for different Q-factor, FSR and MAOP value combinations from Table

[B:2l The optical losses, laser efficiency, and other device parameters for this analysis are
taken from [12] and [16].
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Table 3.3: N, and bitrate for different variants of CLOS PNoC.

Extracted Link N Bit-Rate Q-Factor FSR | Power Per-\
Designs A (Gb/s) (nm) (dBm)
CLOS-SOI 41 17 6000 18 1.31
CLOS-SOS-1 | 64 25 6000 80 -8.08
CLOS-SOS-IT | 44 25 9000 40 -4.83
CLOS-SOS-IIT | 48 22 9000 40 -3.16

+ thermal tuning + modulator driver + receiver) values using EPB models from [19].
These evaluated data rate and EPB values are plotted in Fig. [3.5

Fig. B.5(a) (Fig. B.5|(b)) shows the aggregate data rate and EPB values for four
different SOSPh (SOIPh) links that correspond to the four combinations of Q-factor,
FSR, and MAOP values from Table 3.2 From the figures, the peak aggregate data
rate values for four SOSPh links are 1600 Gb/s, 1350 Gb/s, 1200 Gb/s and 1100
Gb/s, and their corresponding EPB values are 1.15 pJ/bit, 1.14 pJ/bit, 1.13 pJ/bit
and 1.12 pJ/bit, respectively. On the other hand, the peak aggregate data rate
values for SOIPh links are 697 Gb/s, 630 Gb/s, 612 Gb/s and 590 Gb/s, and their
corresponding EPB values are 2.09 pJ/bit, 2.22 pJ/bit, 2.23 pJ/bit and 2.28 pJ /bit,
respectively. Clearly, SOSPh links achieve higher aggregate data rate and lower EPB
values compared to SOIPh links.

To understand the reason behind this outcome, we extract total four link designs
from Fig. B.5(a) and [3.5(b), and list the relevant parameter values for these link
designs in Table [3.21 We also present, in Fig. [3.6] how the OPB is utilized for
the specific SOSPh and SOIPh link designs from Table 3.2l From Fig. [3.6] it is
evident that lower losses and higher MAOP for CLOS-SOS-I, CLOS-SOS-II, and
CLOS-SOS-III link designs yield greater aggregate data rate and lower EPB values
for them, compared to the CLOS-SOI link design. However, note that CLOS-SOS-I,
CLOS-SOS-II, and CLOS-SOS-III link designs still do not achieve sub-pJ EPB values
as desired. Nevertheless, as the per-wavelength (per-A) power requirements for the
SOSPh link designs from Table are far lower than their saturation point (i.e.,
5dBm), these SOSPh link designs still have potential to achieve better ( <1 pJ/bit)
EPB values by simply allowing greater than 22dBm MAOP per link. Thus, from
these results, we can conclude that our proposed SOSPh device platform can pave
the way for realizing ultra-low-energy on-chip interconnects of the future.

Excellent link-level results for SOSPh platform cannot guarantee good perfor-
mance at the system-level, especially for the real world traffic scenarios of on-chip
communication. Therefore, to establish a clear winner between the SOIPh and SOSPh
platforms, we present benchmark-driven system-level analysis in the next section.
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Figure 3.6: Distribution of optical power budget (OPB) for different SOIPh and SOSPh
link designs from Table

3.5 System-Level Evaluation

Evaluation Setup

We have done our evaluation on a 256-core system implementing 8-ary 3-stage CLOS
topology PNoC [116]. The system has 8 clusters (C1-C8) with 32 cores in each clus-
ter, a group of four cores are connected to a concentrator inside a cluster. There
are 8 concentrators in each cluster, and an electrical router connected to them to
realize inter-concentrator communication. Point-to-point photonic links are used for
inter-cluster communication; a total of 56 single-waveguide links are used to connect
all 8 clusters of the CLOS PNoC. Depending on the physical location of source and
destination, the point-to point photonic links use forward or backward propagating
wavelengths. Two laser sources are used to enable forward and backward communi-
cation in PNoC. The CLOS PNoC uses 1x2, 1x7, and 1x4 splitters to power the 56
waveguides.

We performed benchmark-driven simulation-based analysis to evaluate the impact
of SOSPh and SOIPh links from Table [3.3| on the performance and energy-efficiency
of CLOS PNoC architecture. We used N and bit-rate values from Table|3.3|to model
four variants of CLOS PNoC using a cycle-accurate NoC simulator. We evaluated
performance for a 256-core single-chip architecture at a 22nm CMOS node. We kept
the number of WGs and basic floor plan of the architectures constant across all the
variants. We used real-world traffic from applications in the PARSEC benchmark
suite [36]. GEMS5 full system simulation [3§] of parallelized PARSEC applications
was used to generate traces that were fed into our cycle-accurate NoC simulator. In
GEMS5 simulations, we set a “warmup” period of 100 million instructions and then
captured traces for the subsequent 1 billion instructions. In our benchmark driven
simulations, we evaluated average packet latency, and energy-per-bit (EPB) values
for different variants of CLOS PNoC.
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Figure 3.7: (a) Average energy-per-bit (EPB), and (b) packet latency comparisons for
different variants of CLOS PNoC across PARSEC benchmarks. All results are normalized
to the baseline CLOS-SOI PNoC results.
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Evaluation Results

Fig. (a) represents a comparison of average packet latency values for the CLOS-
SOI, CLOS-SOS-I, CLOS-SOS-IT and CLOS-SOS-IIT PNoCs. As evident, compared
to CLOS-SOI PNoC, SOS based PNOCs CLOS-SOS-I, CLOS-SOS-IT and CLOS-
SOS-III, respectively, have 45%, 26% and 26% lower average packet latency on av-
erage. From Table 3.3, CLOS-SOS variants have higher N, than CLOS-SOI PNoC,
which increases the number of concurrent bits transferred over the network for the
CLOS-SOS variants, reducing their average packet latency values. As CLOS-SOS-I
has the highest N,, it has the least average packet latency. In addition to higher
N,, SOS variants also have better bit-rate, which increases the rate at which the
bits are transferred, eventually contributing to the reduced latency. We can observe
that CLOS-SOS-II and CLOS-SOS-III achieve same average latency, this is because
CLOS-SOS-IT has higher bit-rate which is compensated by CLOS-SOS-III’s higher
N)\.

As evident from Fig. 3.7(b), CLOS-SOS-I, CLOS-SOS-II and CLOS-SOS-III have
29%, 37% and 36% lower EPB compared CLOS-SOI on average. As the average
latency for the SOS variants is less than CLOS-SOI, energy dissipated is also less.
The EPB of CLOS-SOS-I is greater than CLOS-SOS-II and CLOS-SOS-II, as greater
N, leads to increase in the number of MR modulators and MR detectors in CLOS-
SOS-I, which in turn increases the total energy consumption.

3.6 Related Work

Significant research work (e.g., [19} 147, [100] [149]) is available in the literature that
focuses on characterizing the two-photon absorption (TPA) and other types of optical
non-linear effects in silicon waveguides and resonators. For example, [I8] and [147]
describe how TPA induced FCD and FCA effects in silicon limit the MAOP in SOIPh
links, restricting the scalability of their aggregate data rate and energy-efficiency.
However, no prior work has yet explored a solution to the TPA-induced scalability
shortcomings of SOIPh interconnects. We for the first time presented SOS-based
device platform as a potential solution to the TPA-related scalability issues in on-
chip photonic interconnects.

Several SOS-based photonic devices have already been prototyped to be oper-
ated near 4pm wavelength. These prototypes include on-chip quantum cascade laser
sources (e.g., [54]), photonic waveguides and MRs (e.g., [234], [149] [105]), grating cou-
plers (e.g., [144]). Information obtained from all these prototype works, when com-
bined with the knowledge base from this chapter, can catalyze cross-layer research in
the area of SOSPh interconnects design, which can enable the widespread adoption
of SOSPh platform for realizing extreme-scale on-chip and off-chip communication
architectures.
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3.7 Overheads and Challenges

To compare the footprint area of SOS and SOI variants of CLOS PNoC architecture
from Table , SOIPh MR has footprint area of 78um?, whereas the footprint areas
for SOS-1, SOS-II and SOS-IIT MRs are 177um? , 707um? and 708um? respectively.
The footprint area of a lcm long rectilinear SOIPh waveguide is 4500um?, whereas

the footprint area of lem long rectilinear SOSPh waveguide is 9700um?. In terms

of CLOS PNoC architecture, the total footprint area for SOI-based CLOS PNoC
architecture is 0.4mm?, whereas the footprint area for SOS-I, SOS-II, and SOS-III
based CLOS PNoC architectures are 3.1mm?, 2.3mm? and 2.4mm?, respectively. This
comparison clearly shows that SOS links/PNoCs have higher footprint area compared
to SOI links/PNoCs.

Note that the traditional fiber optics systems for inter-cluster, inter-data center,
and long-haul networks still running on O, L and C optical bands. In contrast, SOSPh
platform operates with wavelengths between 2.5um-4um. Therefore, additional spe-
cialized equipment and support are needed to introduce SOSPh interconnects in this
established hierarchy, which is likely to incur extra cost. Nevertheless, it is worth
bearing this extra cost, especially considering the energy and performance benefits of
SOSPh platform shown here.

3.8 Summary

Conventional SOI-based photonic interconnects have limited bandwidth-energy scal-
ability due to the optical non-linear effects in silicon, especially the two-photon-
absorption (TPA) effect. In this chapter, we presented silicon-on-sapphire (SOS) de-
vice platform as a solution to the scalability limitations of SOI-based interconnects.
We developed new compact models for SOS devices, utilizing which we formulated
new guidelines for designing SOS links and PNoCs. Our link-level analysis showed
that SOS links can achieve aggregate data rate of >1Tb/s, which is significantly
better than SOI links. Our system-level analysis with CLOS PNoC architecture
showed that PNoCs that are designed using SOS devices and links can achieve up
to 45% lower latency and 37% lower EPB compared to the PNoCs implemented us-
ing the conventional SOI devices and links. These promising results prove that SOS
based PNoCs can achieve high-bandwidth data transfers with low latency and greater
energy-efficiency, compared to the traditional SOI-based PNoCs.

Copyright© Venkata Sai Praneeth Karempudi, 2023.
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Chapter 4 Photonic Networks-on-Chip Employing Multilevel Signaling:
A Cross-Layer Comparative Study

4.1 Introduction

As the core count in contemporary manycore processing chips increases, the con-
ventional on-chip communication fabrics, i.e., electrical networks-on-chip (ENoCs),
experience higher power dissipation and degraded performance. As a potential solu-
tion to these shortcomings, ENoCs have been projected to be replaced by emerging
photonic net-work-on-chip (PNoC) fabrics. This is because the recent advancements
in silicon photonics have enabled PNoCs to offer several advantages over ENoCs, such
as higher bandwidth density, distance-independent datarate, and smaller bandwidth-
dependent energy.

Typical PNoC architectures (e.g., [121, 21, 296) 192], 56, B0]) and processor-to-
DRAM photonic interconnects (e.g., [253] 254]) utilize several photonic devices such
as multi-wavelength lasers, waveguides, splitters and couplers, along with micror-
ing resonators (MRs) as modulators, detectors and switches. A broadband laser
source generates light of multiple wavelengths (As), with each wavelength () serving
as a data signal carrier. Simultaneous traversal of multiple optical signals across a
single photonic waveguide is possible using dense wavelength-division multiplexing
(DWDM), which enables parallel data transfers across the photonic waveguide. For
instance, a DWDM of 16As in the photonic waveguide can transfer 16 data bits in
parallel. At the source node, multiple MRs modulate multiple electronic data signals
on the utilized multiplexed As (data-modulation phase). In almost all PNoC architec-
tures in literature, modulator MRs utilize on-off keying (OOK) modulation, wherein
the high and low intensities of As in the waveguide are used to represent, respec-
tively, logic ‘1’ and ‘0’. Similarly, at the destination node, multiple MRs equipped
with photodetectors are used to filter and detect A-modulated data signals from the
waveguide (data-detection phase) and convert them back to proportional electrical
signals. In general, using a large number of multiplexed As enables high-throughput
parallel data transfers in PNoCs, hence boosting the bandwidth in such networks.

Leveraging a large number of multiplexed As, and thus the resultant high through-
put, has been pivotal in PNoC architectures for efficiently amortizing their high non-
data-dependent power consumption that includes the laser power and MR tuning
power. However, a number of challenges related to area [56], cost [78], reliability
[250], and energy-efficiency [251][193] still need to be overcome for efficient imple-
mentation of PNoCs that utilize a large number of multiplexed As (typically 32 or
more multiplexed As per waveguide [38],[252]). First, generating a large number of
multiplexed As requires a comb laser source, the ineffectiveness, complexity, and cost
of which increase with the number of generated As [4§]. Second, utilizing a larger
number of multiplexed As to achieve higher-throughput data transfers in a PNoC
results in higher area and power overheads. A large number of multiplexed As require
larger network flit size as well as more electrical and photonic hardware such as mod-
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ulator and detector MRs and their drivers. A larger network flit size can also result
in larger sized electronic buffers in the network gateway interfaces, which can result
in significantly higher area and power overheads. Similarly, larger number of MRs
and drivers also incur greater photonic area and MR tuning power overheads. Last,
the use of a larger number of multiplexed As can decrease the viable gap between
two successive optical signals, which in turn will increase the inter-channel crosstalk
noise in PNoCs, increasing the bit-error rate (BER) of communication [58][57]. As
a result of the combined impact of these factors, the use of larger number of multi-
plexed As in PNoCs leads to trade-offs among the achievable throughput, BER, and
energy-efficiency.

To mitigate the adverse impacts of these tradeoffs, multi-level optical signaling has
been introduced in prior works. For example, in [120] and [121], Kao et al. proposed
a multilevel optical signaling format four-pulse amplitude modulation (4-PAM) to
achieve higher-throughput and energy-efficient data communication in PNoCs. The
4-PAM optical signaling format doubles the datarate by compressing two bits in one
symbol carried out by four levels of optical intensity. In the literature, three different
MR-based designs of optical 4-PAM modulators have been proposed. In [77] and [218],
two cascaded on-off keying (OOK) modulators are utilized to superimpose two OOK
optical signals of the same A with 2:1 power ratio to create a 4-PAM A-signal. But
this signal superposition based 4-PAM method (referred to as 4-PAM-SS henceforth)
incurs substantially high power, photonic area, and reliability overheads at the link-
level. Roshan-Zamir et al. in [208] demonstrated a single-MR 4-PAM modulator
that takes an electrical 4-PAM signal, generated using a segmented pulsed-cascode
amplifier based electrical DAC (EDAC), as input and then converts it into an optical
4-PAM signal. But this EDAC-based conversion method (referred to as 4-PAM-
EDAC henceforth) can incur significant power consumption and area overheads due
to the required EDACs. In contrast, Moazeni et al. [167] utilized an optical DAC
(ODAC) modulator (referred to as 4-PAM-ODAC henceforth) that directly converts
two input electrical OOK signals into a 4-PAM optical signal, thereby eliminating
the use of EDAC and its overheads. Thus, it is well established how various MR-
based modulators can be utilized to generate 4-PAM optical signals. But what is
still unknown is how different 4-PAM modulators can be utilized to design DWDM-
based photonic links and PNoC architectures. Moreover, the impacts of various
4-PAM modulators on the overall energy, reliability, and performance behavior of the
designed links and PNoC architectures also remain unexplored.

In this chapter, we present a comparative study and a heuristic-based search
method for designing DWDM-based on-chip photonic links using different types
of MR-based 4-PAM modulators, such as 4-PAM-SS, 4-PAM-EDAC, and 4-PAM-
ODAC. We analyze how different types of MR-based 4-PAM modulators compare
with the traditional OOK modulators at the photonic link-level and PNoC architecture-
level while considering hardware overhead, performance, energy-efficiency, and relia-
bility, and especially in the presence of inter-channel crosstalk. Our analysis shows
that designing the constituent photonic links of PNoCs is subject to inherent trade-
offs among the achievable performance (aggregated datarate), energy consumption,
and reliability, irrespective of the utilized modulation method and modulator type.
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Optimizing these design tradeoffs often involves finding the right balance between the
photonic link’s aggregated datarate and energy-reliability behavior. We find that dif-
ferent modulation methods and modulator types are differently positioned to achieve
this balance: i.e., which modulation method and modulator type achieves better bal-
ance really depends on the underlying PNoC architecture. Our novel contributions
in this chapter are as follows:

1. We present an overview of how different MR-based 4-PAM modulators generate
4-PAM optical signals, and then compare their operation with a conventional
MR-based OOK modulator;

2. We present how the hardware implementation overheads for different 4-PAM
modulation methods compare with one another, and with the conventional
OOK modulation method;

3. We provide a systematic analysis of various design factors that affect the pho-
tonic link-level design tradeoffs for both OOK- and 4-PAM-based links;

4. We utilize a heuristic-based search method to optimize the designs of DWDM-
based photonic links with OOK, 4-PAM-SS, 4-PAM-EDAC, and 4-PAM-ODAC
modulation methods, to achieve the desired balance between the aggregated
datarate and energy-efficiency while achieving the BER. of 1079 or lower;

5. We analyze how the optimized OOK and various 4-PAM photonic links affect
the performance and energy-efficiency of two well-known PNoC architectures:

CLOS PNoC [116] and SWIFT PNoC [506];

4.2 Background: Various Designs of OOK and 4-PAM Modulators from
Prior Work

In this section, we present an overview of different MR-based OOK and 4-PAM mod-
ulator designs from prior work. In general, an MR-based modulator employs some
mechanism to modulate the optical signal transmission at its through port (see Fig.
4.1(a)). In OOK modulators, the through-port optical transmission is modulated
between two distinct levels, whereas for 4-PAM modulators it is modulated between
four distinct levels. An MR-based modulator is fundamentally a wavelength-selective
resonator whose employed modulation mechanism generally alters its resonant wave-
length (\,) with respect to a utilized carrier (i.e., input) A\. This in turn alters the
modulator’s through-port optical transmission at the carrier A\. Most of the MR-
based OOK and 4-PAM modulators (shown in Fig. to Fig. from prior work,
e.g., [120], [208], [167], [78], [74], [33], utilize voltage biasing induced free-carrier in-
jection/depletion, and the resultant free-carrier dispersion (FCD) mechanism [257],
to modulate their through-port optical transmissions. However, different modular de-
signs differ in their physical implementations, as a result, their area-energy-reliability
footprints also differ. The following subsections present the operational details of
different MR-based OOK and 4-PAM modulator designs and their physical imple-
mentations.
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Figure 4.1: Illustration of (a) an MR-based on-off keying (OOK) modulator, and (b) the
modulator’s resonance passbands and optical transmission levels.
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MR-Based On-Off keying (OOK) Modulator

Fig. [4.1fa) illustrates a typical MR-based OOK modulator [33], which employs a
serialization module and a driver circuit that can produce a sequence of signal bias
voltages corresponding to the input sequence of electrical bits (i.e., ‘1’s and ‘0’s).
The modulator MR’s resonance is switched in and out of alignment with signal- A,
by applying the sequence of signal-bias voltages to the MR. Before the MR modulator
is driven by the signal bias voltages, each signal bias voltage in the sequence might
be offset with a corresponding non-zero tuning-bias voltage to compensate for the
resonant shift in the MR [I83] that can occur because of the variations in the width
and thickness of the MR during a conventional non-ideal fabrication process [45].
Such fabrication process related variations are referred to as process variations (PV)
henceforth. Such resonant shift in the MR can also occur due to thermal variations
(TV). For example, Fig. [4.1[(b) illustrates how shifts in the resonance passband of an
example OOK MR modulator can modulate its through-port optical transmission.
In Fig. [£.1]b), V7 is the tuning bias voltage that depends on the magnitude of the
PV-induced MR resonance misalignment, whereas V; and V, are input signal-bias
voltages corresponding to logic ‘1’ and logic ‘0" bits, respectively. Thus, from the
figure, for the OOK MR modulator, the net-bias voltages of Vi + V1 and Vi + VO
yield, respectively, ‘on’ (L;) and ‘off” (Lg) levels of through-port optical transmission.
As a result, an OOK MR modulator takes a sequence of bias voltages corresponding
to data bits as input and generates an on-off keying (OOK) modulated optical signal
as output.

MR-Enabled Signal Superposition Based 4-PAM Modulator (4-PAM-SS
Modulator)

Fig. [1.9((a) illustrates a signal superposition based 4-PAM modulator design (referred
to as 4-PAM-SS) for use in PNoCs, which was first proposed in [120]. From the
figure, in a 4-PAM-SS modulator, two OOK MR modulators that are connected in
parallel to two different waveguides generate two OOK-modulated optical signals of
same \ but of different intensities in the ratio 2:1. These two OOK-modulated optical
signals are superposed using a combiner to generate a 4-PAM modulated A signal. As
evident from Fig. [£.2[(a), the need of an asymmetric power splitter and combiner can
complicate the implementation of this design. This issue can be mitigated by using
a different 4-PAM-SS design from [78] as shown in Fig. [£.2b), which employs two
cascaded OOK MR modulators coupled to a single waveguide to eliminate the need
for a power splitter and combiner. Both these 4-PAM-SS modulator designs (Figs.
[.2(a) and[£.2(b)) in general require the two OOK-modulated optical signals to be in
phase, which may not be possible to achieve under PV and TV, potentially causing
some reliability issues that will be discussed in Section 4.3. We utilize the 4-PAM-SS
modulator design from [77] (Fig. [£.2(b)) for our analysis presented henceforth.
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Figure 4.3: Illustration of an electrical DAC (EDAC) enabled MR-based 4-PAM modu-
lator from [208]. Inset: Illustration of resonance passbands and optical transmission levels
for an EDAC-enabled MR-based 4-PAM modulator.

4.2.3 Electrical DAC (EDAC) Enabled MR-Based 4-PAM Modulator (4-
PAM-EDAC Modulator)

In [208], an MR-based 4-PAM modulator is presented that utilizes an electrical DAC
(EDAC) to convert two electrical OOK signals into an electrical 4-PAM signal, as
shown in Fig. [4.3] This electrical 4-PAM signal is used by the driver circuit that
drives an MR modulator to generate a proportional optical 4-PAM signal. The driver
circuit generates four different bias voltages corresponding to the four distinct two-bit
patterns (i.e., ‘00’, ‘01’, ‘10’, ‘11’) in the input electrical 4-PAM signal. These four
voltages can induce four different optical transmission levels at the through port of
the MR modulator, corresponding to four different magnitudes of resonance passband
shift in the MR, as shown in Fig. [1.3] (see the inset). To achieve these transmission
levels Lj1, Lyo, Lo1, Loo (shown in the inset of Fig. , the signal bias voltages Vo,
Vo1, Vio, Vi1 of the modulator have to be decided upon appropriately. This can be
done efficiently using the pulsed-cascode, a digital-to-analog converter (DAC), based
output driver circuit reported in [208]. This circuit from [208] has a provision for
sweeping the modulator bias voltages (Vig, V1) to determine the target transmission
levels (Ljg, Loi) such that they are equidistant from Lj; and Ly, which allows for
the in-situ corrections of any degree of aberrations in the transmission levels that can
arise due to the fabrication process variation induced changes in the Q-factor and
extinction ratio of the modulators. But this EDAC based 4-PAM signaling method
incurs substantial area and energy overheads related to the required EDAC circuits
[208], which can offset the general benefits of 4-PAM signaling.

Optical DAC (ODAC) Enabled MR-Based 4-PAM Modulator (4-PAM-
ODAC Modulator)

To reduce the area and energy overheads of EDAC enabled MR modulators, an optical
DAC (ODAC) enabled MR-based 4-PAM modulator was proposed in [167]. This
modulator design consists of a spoked MR that functions like an ODAC to directly
convert two input electrical OOK signals into a 4-PAM optical signal. A spoked MR is
realized by segmenting its embedded P-N junction into multiple anodes and cathodes
(e.g., 32 anodes and 32 cathodes in [167], and 15 anodes and 15 cathodes in the MR
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[167].

modulator shown in Fig. . All cathode segments are connected together via a
spoked-ring shape metal contact in the center of the MR, while each anode segment
has its own contact pin using which each anode segment can be driven independently
or in some combination of other anode segments. For instance, in Fig. [4.4] a total
of 10 out of 15 anode segments are connected and driven by electrical OOK signal
1, and the remaining 5 anode segments are driven by electrical OOK signal 2. This
arrangement of the MR modulator’s anode connections corresponds to four distinct
spectral positions of the MR’s resonance passband, which in turn corresponds to four
distinct levels of optical transmission at the MR’s through port. Thus, this spoked-
MR-based modulator design functions like an ODAC to reduce the typical two-stage
electro-optic OOK-to-4PAM conversion process to a single-stage process. Compared
to the other MR-based 4-PAM modulators, this ODAC-enabled spoked-MR based 4-
PAM modulator exhibits low area overhead and dynamic energy consumption [167].

In summary, different MR-based OOK and 4-PAM modulator designs function
differently at the device level. Due to these functional differences, it can be intuitive
inferred that different modulator designs would have different energy-performance be-
havior and implementation overheads at the link- and system-level. In the next sec-
tion, we systematically analyze the physical-layer design overheads and static power
consumption for various photonic link implementations that are based on different
modulator designs and signaling methods discussed here.

4.3 Systematic Analysis of Photonic Links with Various Modulator Im-
plementations

Recent advancements in CMOS-photonics integration (e.g., as demonstrated in ([146],
145, 256, [198]) have enabled an exciting solution in the form of photonic network-on-
chip (PNoC) architectures. Several PNoC architectures have been proposed till date
([30, 28, [173]) that employ either fully optical interconnects or hybrid optical-electrical
interconnects. In this section, we identify the physical-layer hardware components of
PNoCs and their building blocks (i.e., photonic links), whose implementation over-
heads are highly affected by the choice of signaling method and modulator design.
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Typically, a PNoC comprises of multiple photonic links. A photonic link com-
prises of one or more photonic waveguides, which move data packets between sender
and receiver nodes in the optical domain over multiple DWDM wavelength chan-
nels. However, all data packet transfers outside of the PNoC in a manycore processor
chip, e.g., between the processing cores and the PNoC, still occur in the electrical
domain. Therefore, in a photonic link, it is important to enable electrical-to-optical
(E/O) conversion of incoming data packets, which is typically achieved using a bank
of MR-based modulators at the sender node. Similarly, to enable optical-to-electrical
(O/E) conversion of outgoing data packets from a link, a bank of MR-based filters
and photodetectors are employed at the receiver node. Both OOK and 4-PAM optical
signaling based links require E/O conversion at the sender nodes and O/E conversion
at the receiver nodes. The O/E converted signals at the output of photodetectors
generally follow the format of the input optical signals, i.e., an OOK (4-PAM) modu-
lated optical signal is converted into an OOK (4-PAM) modulated electrical signal by
the photodetector. The same photodetector can be used to convert both OOK and
4PAM modulated optical signals to electrical signals. These photodetector output
signals are generally reshaped by trans-impedance receiver modules to make them
digitally processable.

Figs. [4.5(a) and [4.5(b) show the schematics of example trans-impedance receiver
modules for OOK and 4-PAM signals, respectively. From the figures, the example
4-PAM receiver module employs three trans-impedance op-amps to generate two bit-
streams, compared to the example OOK receiver that employs one trans-impedance
op-amp to generate one bit-stream. The E/O and O/E conversion of signals in
DWDM photonic links also utilize serialization and deserialization modules. At the
E/O conversion unit of a DWDM photonic link, the converted optical data packets
are transferred over different channels (i.e., each wavelength is an optical channel) at a
higher bitrate than the bitrate of the incoming electrical data packets. To enable this
conversion between bitrates, a serialization module is utilized before each MR-based
modulator at the source node, and a deserialization module is used after each MR-
based detector at the receiver node. Serialization modules can be implemented using
parallel-in serial-out electronic buffers, whereas deserialization modules can be im-
plemented using serial-in parallel-out electronic buffers; as shown in Figs. [4.5(c) and
ﬂ(d), respectively. From Fig. and compared to OOK signaling, for a link with
N, wavelengths, using 4-PAM signaling (i.e., B = 2 in Fig. requires 2X narrower
electronic buffers in each (de)serialization module of the link. This is because using
4-PAM signaling in the link requires 2x number of (de)serialization modules com-
pared to OOK signaling. As a result, for 4-PAM signaling, each incoming/outgoing
data packet is striped across 2x number of electronic buffers (corresponding to 2x
number of (de)serialization modules), allowing each buffer to be 2x narrower.

In summary, for a DWDM link, the overhead (e.g., area, power consumption)
of implementing (de)serialization, and E/O and O/E conversion ultimately depends
on the choice of signaling method and modulator design. This is because such a
choice directly controls the required number of (de)serialization modules, number of
MR-based modulators and filters, and the required type and count of photodetectors
and receiver modules. Table gives the number of required modules/instances of
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(a) OOK Receiver Circuit (b) 4-PAM Receiver Circuit (c) Serialization Module (d) Deserialization Module
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Figure 4.5: Schematics of (a) a receiver module for an OOK modulation-based link [248],
252], (b) a receiver module for a 4-PAM modulation-based link [248| 252], (c) a serialization
module [I74], and (d) a deserialization module [174]. N is the number of DWDM signals
in the link. B is number of bits per symbol; B=1 for OOK signaling, and B=2 for 4-PAM
signaling

several hardware components (e.g., MR modulators, MR filters, photodetectors) for
implementing DWDM photonic links with various signaling methods, such as OOK, 4-
PAM-SS, 4-PAM-EDAC, and 4-PAM-ODAC. Table 2 gives example values (extracted
from prior work) for dynamic energy consumption of several hardware components.
The energy consumption value for a TIA based receiver front-end (ETI-OPAMP) can
change with the change in the technology node. But we do not expect ET/-0PAMP
to affect the results provided in Tables and .2, because ETI-OPAMP does not
affect any of the link configuration parameters such as Ny, PPyg, S, or BR. Never-
theless, we point the reader to [199] for more detailed analysis of how the dynamic
energy consumption of a TIA circuit changes for different design parameters of the
circuit. Nevertheless, note that the study presented in this chapter is independent of
the parameter values provided in Table and can be applied considering other pa-
rameter values. Moreover, we adopt the common research approach from prior works
([100] 28, 141, 173]) and select the energy consumption values for various devices
from different references (Tables and to undertake the link and system-level
evaluations presented in this chapter. We discuss the information provided in Table
in the upcoming subsections.

Photonic Links based on OOK Modulation

Fig. |4.6[a) shows a schematic of an OOK signaling based DWDM link with four
optical channels (N, = 4). From the figure, the link utilizes four instances of MR
modulators, modulator drivers, MR filters, photodetectors, receiver modules, seri-
alization modules, and deserialization modules each. Therefore, one can generalize
that for a DWDM OOK link with N, channels, it would require N instances of each
of the various hardware components as mentioned in Table Moreover, the link
uses one trans-impedance op-amp per receiver module (Fig. [4.5(a)), requiring Ny
trans-impedance op-amps corresponding to N receiver modules (Table . Lastly,
having a total of N (de)serialization modules per link leads to each buffer being of
size (Packet Size/N,) bits wide (Figs. [4.5|c) and [£.4[d)), as B=1 for OOK links in
Figs. [.5](c) and [4.5(d). Moreover, the link has total energy-per-bit (EPB) and static
power consumption values associated with various hardware components (see Table
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Table 4.1: Number of instances, dynamic energy-per-bit (EPB), and static power values
for various hardware components required for implementing a DWDM photonic link with
N channels using various signaling methods and modulator types. PS is packet size in bits.

Signaling Method/Modulator Type

Parameter 4-PAM
OOK SS [ EDAC__ | ODAC
#instances of various hardware components
# MR modulators N, 2x Ny ‘ N, ‘ N,
# MR filters N, N,
# Photodetectors N, N,
# Receiver
modules N N
# Serialization
modules Nx 2x N
# Deserialization
modules N 2Ny
# Buffer width in
(de)-serialization modules (Fig. PS/N PS/(2xN)
# Modulator
drivers N)\ 2><N/\ N,\ 2><N)\
# Total trans-impedance N, N,
op-amps
# Total comparator N, 3% N,
op-amps

Energy-per-bit (EPB) and static power values (45nm SOI-CMOS)
Total modulator
driver EPB (pJ/bit)
Total serialization + deserialization

E;Mnd,OOK % N)\ E]Wod,()()K % QN)\ EArIr)d‘EDAC % N,\ E]W()d,()DAC x QN)\

EPB (pJ/bit) ESerPes 5 Ny ESerDes 5 2 x Ny

Total (E;né’azrs;f?&fgf'amps ECO-OPAMP o N ECO-0PAMP o 3\

TOta(l);_r:gSI;in]gi:Cgamc ETI-OPAMP » N, EIT-OPAMP o N,
Power of MR tl(];li}l\l]% control circuit PTC % 9N, PTC » 3N, PTC » 2N, S
Nicrahontr pover TP R [P E—

. From Table , a typical OOK modulator driver consumes EPB of EMod.00K —
0.13 pJ/bit [290], a typical serialization and deserialization module consumes EPB of
ESerPes — (0.5 pJ/bit [167], and a typical trans-impedance op-amp consumes EPB of
ETI-OPAMP — (.21 pJ/bit [290]. As a result, an OOK link with N, channels consumes
modulator driver EPB of (EMod,0O0K x N,) pJ/bit, serialization + deserialization
EPB of (ESerDes x Ny) pJ/bit, and trans-impedance op-amps EPB of (ET{-0FPAMP
x Ny) pJ/bit, as the link has N, counts of modulator drivers, serialization modules,
deserialization modules, and trans-impedance op-amps each. Further, from Table [4.2]
the tuning control circuit and the integrated microheater of an MR consume PTC =
385uW [218] and Ppheater = 8004W /nm power, respectively. Therefore, the OOK
link consumes (PTC x 2 x N,) uW power for the MR tuning control circuits and
(Ppheater x 2 x Ny) pW/nm power in the MR-integrated microheaters, as the link
has 2 x N, MRs (N, modulators + N, filters).
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Figure 4.6: Schematic illustration of (a) an OOK modulation-based optical link, and (b)
a 4-PAM modulation-based optical link, with total four wavelengths (A; to A4). Note that
having equal number of optical signals results in 2x datarate for the 4-PAM link. In other
words, equal datarate can be achieved for 4-PAM links by using 2x less optical signals.
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Table 4.2: Sample values of per-instance EPB for modulator driver (EM Od), serialization

+ deserialization (ES¢"P¢), trans-impedance op-amps (ETT-OPAMP) and per-MR static
power for MR tuning control circuit (PT) and microheater (Prheater),

Signaling
Method
Parameter O0OK ED Aé—PAth AC
WI/DIO T (g i) | (pd i)
EMod 0.13 [275] | 3.04 [18] | 0.04 [22]

foerDes 0.5 pJ/bit [24§]
ECo-orAMP 0.21 pJ/bit [275]
pri-orAMP 0.24 pJ/bit [183]

pTc 385uW [20]

Pprheater 800pW /nm [147]

DWDM Links using 4-PAM Signaling and Various 4-PAM Modulators

Fig. [4.6]b) shows a schematic of a 4-PAM signaling based DWDM link with four op-
tical channels (N, = 4). It is evident from the figure that, compared to an OOK link,
a 4-PAM link with N, = 4 requires 2x more serialization and deserialization mod-
ules. Moreover, a 4-PAM receiver requires 3x more trans-impedance op-amps (Fig.
. Therefore, it can be generalized that contrary to an OOK link, a 4-PAM link
with N, channels requires 2xN, serialization modules, 2xN, deserialization mod-
ules, 3x N, trans-impedance op-amps based receiver modules (Table . Moreover,
a 4-PAM link requires (Packet Size/(2xN,)) bits of buffer width at their E/O and
O/E interfaces (Table [£.1)), as the number of bits per symbol B=2 for a 4-PAM link
in Figs. [£.5(c) and [4.5(d). On the other hand, like an OOK link, the 4-PAM link
also requires N, counts of MR filters, photodetectors, and receiver modules each.
Corresponding to these hardware component counts, a 4-PAM link with N, channels
consumes a total serialization and deserialization EPB of (E®“"P¢ x 2 x Ny) pJ/bit
and total trans-impedance op-amps EPB of (ET/-OPAMP » 3 % N,) pJ/bit (Table
4.1). In addition, the counts and overheads of other hardware components for a 4-
PAM link , such as MR modulators and modulator drivers, depend on the specific
4-PAM modulator type, as discussed next.

4-PAM EDAC Modulator Based Links

A 4-PAM-EDAC modulator-based link with N, channels requires a total of Ny MR
modulators, which makes the total MRs per link to be 2xN, (N, filters and N
modulators). Moreover, the link requires N, electrical DAC (EDAC) based modulator
drivers (one EDAC per modulator as shown in Fig. , each of which consumes
EMod,EDAC = 3.04 pJ/bit EPB [208]. Therefore, a 4-PAM-EDAC link with N
channels consumes modulator driver EPB of (EMo&EPAC — 3 04 x N,) pJ/bit, power
for MR tuning control circuits of (PT¢ x 2 x N,) uW, and MR microheater power
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of (Prheater x 2 % Ny) gW/nm (Table [4.1)).

4-PAM ODAC Modulator Based Links

A 4-PAM-ODAC modulator-based link with Ny channels requires a total of N, spoked
MR modulators (Fig. [4.4), which makes the total number of MRs per link to be
2xN, (N, filters and N, modulators). However, unlike a 4-PAM-EDAC link, a 4-
PAM-ODAC link requires 2xN, modulator drivers (2 drivers per modulator; Fig.
4.4), each of which consumes EMo:0PAC = (.04 pJ/bit EPB [167]. Therefore, a 4-
PAM-ODAC link with N, channels consumes modulator driver EPB of (EMod0PAC
= 0.04 x 2 x Ny) pJ/bit, power for MR tuning control circuits of (P7¢ x 2 x N,)
pW, and MR microheater power of (P#eater x 2 x Ny) pW/nm (Table [4.1)).

4-PAM-SS Modulator Based Links

A 4-PAM-SS modulator-based link with N channels requires 2xN, MR modulators
(2 modulators per channel; Fig. , which makes the total number of MRs per link
to be 3xN, (N, filters + 2xN, modulators). Moreover, a 4-PAM-SS link requires
2x N, modulator drivers (1 driver per modulator; Fig. , each of which utilizes
OOK signaling and consumes EMo400K = (.13 pJ/bit EPB [290]. Therefore, a 4-
PAM-SS link with N, channels consumes in total modulator driver EPB of (EMed:00K
x 2 x Ny) pJ/bit, power for MR tuning control circuits of (PT¢ x 3 x N,) uW, and
MR microheater power of (P#heater x 3x N,) W /nm (Table [4.1]).

In addition, a 4-PAM-SS link also suffers from a high signal power loss in 4-
PAM modulators due to the possible inter-channel crosstalk. Ideally, in a 4-PAM-
SS modulator, when two OOK-modulated signals are super—posed (Fig. , a
4-PAM modulated signal is generated owing to the constructive interference between
the two OOK signals. However, the constructive interference happens only if both
OOK signals are in phase. Unfortunately, in the presence of non-idealities such as
fabrication process and on-chip temperature variations, a significant phase difference
may exist between the two superposed OOK signals, which can lead to destructive
interference be—tween them. Owing to the random nature of fabrication-process
variations, this incurred phase difference may fall any—where in the range from 0
to 2m. This implies that the degree of destructive interference incurred between
the OOK signals due to the phase difference (and hence the amplitude levels of the
symbols of the resultant 4-PAM signal) may fall anywhere in a very large range of
values. This in turn makes it very hard to ensure reliability of communication with a
4-PAM-SS modulator. We evaluate the adverse impact of random fabrication-process
variations on the reliability of 4-PAM-SS links in terms of the worst-case destructive
interference, as explained next.

The worst-case destructive interference in a 4-PAM-SS modulator occurs when
the two superposed OOK signals are completely out of phase, i.e., when the phase
difference between them is an odd multiple of #. The amount of signal loss due
to the superposition of two out-of-phase OOK signals depends on their individual
signal intensities. Typically, in a 4-PAM-SS modulator (Fig. [4.2)), to equidistantly
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space the four amplitude levels of the output 4-PAM symbol in the available range
of optical transmission, the intensities of the individual OOK signals are kept at
two-third and one-third of the intensity of the conventional OOK signal. Hence,
for the best-case constructive interference between the superposed OOK signals, the
intensity of the resultant 4-PAM signal becomes 2/3 + 1/3 = 1. In contrast, for
the worst-case destructive interference, the intensity of the resultant 4-PAM signal
becomes 2/3 — 1/3 = 1/3, causing the worst-case interference-related signal loss to be
-10xlog(1/3) = 4.8dB. This interference-related signal loss in 4-PAM-SS modulators
reduces the signal-to-noise ratio (SNR) and increases the bit-error rate (BER). We
have considered this worst-case interference-related signal loss of 4.8dB in our trade-
off analysis for 4-PAM-SS links. We have also considered the best-case scenario for
which this interference-related loss is omitted for our analysis of 4-PAM-SS links.
This in turn reduces the overall communication reliability, adversely affecting the
trade-offs among the energy, reliability, and performance of 4-PAM-SS links.

In summary, the hardware overhead of implementing an OOK or 4-PAM signaling
based photonic link depends not only on the choice of modulator design and signaling
method but also on the number of parallel wavelength channels N in the link (see
Table [£.1)). The maximum supportable N, for an OOK or 4-PAM signaling based
photonic link is determined based on the inherent tradeoffs among the energy con-
sumption, reliability (BER), and performance of the designed OOK or 4-PAM link,
as discussed in the next section.

4.4 Design Tradeoffs For Photonic Links

Designing a photonic link is subject to inherent tradeoffs among the achievable perfor-
mance (aggregated datarate), energy consumption, and reliability (BER). Optimizing
these design tradeoffs often involves finding the balance between the link’s aggregated
datarate and energy-reliability behavior. From [58], [249], [251], and [20], for optimiz-
ing the design of a photonic link, optical power budget (P%;) of the link is the most
critical design constraint. It is calculated in dB as the difference between the maxi-
mum allowable optical power (Pys,,) and detector sensitivity (S), as shown in Eq. [4.1]
For a photonic link, Py, identifies the ceiling of PZ; and ensures that the total power
of all the DWDM signals (i.e., total N signals) propagating through the link remains
below the maximum allowable level which is limited by various non-linear effects of
silicon in constituent devices [20]. On the other hand, S is the noise-limited floor of
the link’s P%5 and ensures that the individual signals propagating through the link
reach the receiver without dropping below the minimum power level defined by S. For
a photonic link, the total optical power allocated within its PZ, supports two causes,
as shown in Eq. First, it compensates for the total optical power penalty (PP;p)
of the link. Second, it supports total Ny DWDM wavelength signals/channels in the
link. Therefore, from Eq. [£.2] improving the performance (aggregated datarate) of a
photonic link that has a fixed PZ; by increasing the supported N} in the link requires
a corresponding decrease in the link’s PP ;.

P = Pyax — S (4.1)
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P, > PPyp + 10log,, ( Ny) (4.2)

For optimal link design, this tradeoff between N, and PP,p is affected by the
following four factors: (i) The photodetector sensitivity S, which is the minimum
detectable optical power in dBm, and depends on the baud-rate (i.e., number of
amplitude/level transitions in unit time) of the individual photonic signals [20]. (ii)
The cyclic dependency between PPdB and achievable aggregated data rate, which
is given as N, x bitrate (BR) of photonic channels. This cyclic dependency means
that PPy depends on N, x BR through the available PBdB, whereas N, x BR in
turn depends on PP,p. (iii) Several spectral parameters of MRs such as the free-
spectral-range (FSR) and full-width-at-half-maximum (FWHM) bandwidths, which
impact the effective value of PP,p. (iv) The ultimate design goals of photonic links
and PNoCs, including the goals of maximizing aggregated datarate, energy-efficiency,
and/or achieving the desired BER, which also impact the effective value of PPyp. In
the next subsection, we systematically analyze and provide detailed models for all
four aforementioned factors that affect photonic link design trade-offs, with respect
to the utilized modulator types and signaling methods.

Factors that Affect Link Design Tradeoffs
Baud-Rate Dependent Detector Sensitivity (S)

From [20], detector sensitivity (S) in dBm increases with increase in signal baud-
rate. Signal baud-rate is defined as the number of amplitude/level transitions in the
photonic signal occurring in unit time. We consider the baseline value of S = -22dBm
at 10Gb/s [20] for both 4-PAM and OOK links, and adopt the model from [250] to
capture how S would increase for baud-rates greater than 10Gb/s. We extract S for
4-PAM signals based on the experimentally demonstrated and validated models from
[20]. From [245], it is evident that a 4-PAM signal requires 3.3dB more received power
compared to an OOK signal of the same bitrate (BR), to achieve the same bit-error
rate (BER) as achieved by the OOK signal. Therefore, to derive S for 4-PAM signals,
we simply add 3.3 dB to the S that is obtained for OOK signals of the same BR using
the BR-dependent model of S from [245]. The same value of baud-rate translates
into 2xbitrate for a 4-PAM link compared to an OOK link, and for evaluating link
performance, bitrate (i.e., aggregated datarate) is a more useful metric than baud-
rate. Therefore, we use the following Eq. as the relation between baud-rate and
bitrate, henceforth.

BaR = BR/(M)/2) (4.3)

Here, BaR is baud-rate, BR is bitrate, and M is number of amplitude levels used
in the signal to represent a symbol (M=2 for an OOK signal, and M=4 for a 4-PAM
signal).
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Cyclic Dependency Between PP,z and Aggregate Datarate (N, x BR)

To understand the cyclic dependency between PP,p and aggregated datarate (N
x BR), it is important to understand what constitutes PPyp (i.e., the total opti-
cal power penalty of the link) and how it changes between OOK and 4-PAM links.
For a link, PP, is comprised of the total penalty of the MR filter array (PPg;),
MR modulator array crosstalk penalty (PPj.q), PAM signaling penalty (PPpayy),
and various optical signal power losses such as waveguide propagation loss (P¥¢F),
waveguide bending loss (P}¢?), through loss of active MRs (PM# =4 " through loss
of inactive MRs (PI"~4“") worst-case signal interference penalty (PPyrrr), and
splitter /coupler loss (PY79). In [250], [19], and [I8], PPry and PP,q are analyti-
cally modeled, considering the general case of a bank of N modulator MRs employed
at the sender node and a bank of N, filter MRs employed at the receiver node of a link
with Ny, DWDM signals. Accordingly, PP ;.4 for an MR modulator in the bank of N
modulator MRs can be evaluated using Eq. and Eq. [17]. Similarly, PPg; for
the ith MR in the bank of Ny MR filters can be given as Eq. [18], where formulas
for some important terms in Eq. are given in KEgs. 4.9 [18]. Here, Eq.
considers the total crosstalk contribution from all N, wavelength signals combined.
The definitions and typical values (if any) of various terms used in Egs. are
given in Table [4.3] and Table [£.4] respectively.

2
PPMod = _5x%lo (F\%VII‘I(M) +q0 (4 4)
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Table 4.3: Definitions of various link design parameters and notations from Egs. -

ETS

Parame-

ter Definition
Phrros Max. allowable optical power in waveguide (dBm) [141] 250]
S Detector sensitivity at 10Gb/s [250] (dBm)
pyes Waveguide bending loss (dB per 90°) [250]
Usi Speed of light at 1550 nm in silicon (in m/s)
(BER Signal Q-parameter for BER = 10 [239]
q Extinction ratio of MR modulator in the OFF state [29§]
Py Coupler loss (dB) [100]
PP Splitter Loss (dB)
pyer Propagation loss (dB), @ 1dB/cm [18]
PPINTRE Worst-case signal interference penalty (dB)
ppraM 4-PAM signaling penalty (dB)
r Extinction ratio of modulation
FWHM 3dB Bandwidth of an MR modulator (GHz)
PPER Penalty (dB) due to the finite r (see above) [298]
P5, Photonic link power budget in dB
PP;p Total power penalty for the photonic link in dB
BR Bitrate of a photonic signal
BaR Baud-rate (# of level transitions per unit time) of a signal
M # amplitude levels per symbol in a photonic signal
ppMed Crosstalk power penalty in a modulator MR (in dB)
Ia Frequency spacing between two adjacent photonic signals
Af Frequency spacing between an MR modulator’s OFF-state and
ON-state resonances
pav Average power per incoming photonic signal at the i"® MR filter in
NRZ an MR filter bank
pav Cumulative crosstalk power from all N signals combined at the i
wtalk MR filter of an MR filter bank
PpPri Crosstalk power penalty (in dB) at the i'"® MR filter
Tij Fraction of crosstalk power from j** signal dropped at the i" MR
’ filter in an MR filter bank
F Photonic signal frequency normalized to baud-rate (BaR)
. Frequency spacing between the i® MR filter resonance and j** signal
(7-0)Fa normalized to baud-rate (BaR)
FWHM of i"® MR filter normalized to BaR
Ai Resonance wavelength of i MR filter
FSR Free-spectral range
N Number of photonic signals DWDM in a waveguide
p=Ad Through loss of an active MR
pyf-Indc Through loss of an inactive MR
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Table 4.3: Definitions of various link design parameters and notations from Egs. -

(Continued)

BERO
PdB

Power penalty (dB) for reliability optimal design of a link

Pg é{_ BERBal ~ Power penalty (dB) for datarate-reliability balanced link design

Although Egs. to were originally developed in [239] and [298] for OOK
links, this same set of equations can be used to determine PP ;.4 and PP g;; for 4-PAM
links as well. This is because OOK signals and 4-PAM signals have similar frequency
spectra (i.e., in the shape of the sinc function). As a result, the utilized equations
can be transformed to be based on signal baud-rate (BaR) instead of bitrate (BR),
because the crosstalk at the modulators and filters can be assumed to have a Gaussian
distribution, as demonstrated in [239]. Further, the parameters FWHM, QBER, and
r in Egs. and assume different values for OOK and 4-PAM signaling types (as
shown in Table . Moreover, as a 4-PAM signal has 3x less separation between
its amplitude levels compared to an OOK signal, a 4-PAM signal requires ~3.3dB
more power at the receiver [248], compared to an OOK signal of the same BaR, to
achieve the same bit-error rate (BER) of 107%. This extra required power is accounted
for as PPPAM (Table in the total PP,z value. Moreover, note that to evaluate
PPMod for 4-PAM-SS links, we treat the 2 MR modulators required per wavelength
signal as a single modulator unit (constituting a bank of Ny MR modulator units
at the sender node), and PP ;,q is evaluated for each MR modulator unit instead of
each individual MR modulator. Also, using 8-PAM/16-PAM signals in the links can
certainly reduce the hardware requirement for the links compared to 4-PAM signals,
if the target aggregate datarate remains unchanged. This in turn can result in higher
dynamic energy efficiency for 8-PAM/16-PAM links. However, PPp4j, for 8-PAM
and 16-PAM photonic links would increase to 6.1 dB and 8.75 dB respectively [245],
compared to PP pays of 3.3 dB for 4-PAM links (Table , due to the larger values of
M for 8-PAM/16-PAM links (M = 8, 16 for 8-PAM, 16-PAM links respectively [245]).
Larger PPp4ys would increase the overall penalty PPyp for 8-PAM/16-PAM links,
which in turn can render lower N, lower BR, and hence, lower aggregate datarate to
8-PAM/16-PAM links, compared to 4-PAM links. This reduced aggregate datarate
can offset the benefits obtained from achieving higher dynamic energy efficiency.

The values of PPjs,q and PPg; (as evaluated from Egs. to , along with
PPpan, contribute to PPyp, as shown in Eq. [£.10] Eq. [4.1I0] also has some other
terms related to the optical signal power loss. The definitions and typical values (if
any) of all these loss terms from Eq. except PME=A qnq pMAR-Indct (which
are discussed in the next paragraph), are also given in Table and Table re-
spectively. Note that the values from Table [4.4] for some of the terms in Eq.
depend on the underlying signaling/modulator type and/or PNoC architecture. For
example, from Eq. and Table 4.4 PP;yrgr is zero for 4-PAM-ODAC, 4-PAM-
EDAC, and OOK links, whereas it is 4.8dB for 4-PAM-SS links. This is because only
4-PAM-SS modulators incur signal superposition induced interference loss. Similarly,
the values of r, FWHM, and PP gy also change between different modulator/signaling
types (Table . Moreover, the values of Pip “ and PWEP depend on the underly-
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Table 4.4: Typical values (if any) of various link design parameters and notations from

Egs. 4.15

PYVEP at 1 dB/cm [19]

long link) [I88]

Parameter Value
Phrrax 20 dBm [141] 250]
g -22.5 dBm [250] @
10 Gb/s BaR
pweB 0.005 dB per 90°
v 1248
Usi 8.6x10" m/s
% 0.04 [298]
Py 0.9 dB [100]
PNoC
Architectures
CLOS SWIFT
PP 5.6 dB [41] 1.2 dB [161]
4.5 dB (4.5 cm 12 dB (12 cm

long link) [161]

Signaling
Methods
OOK SS EDAC | ODAC
PPINTEF 0 dB 4.8 dB 0dB 0 dB
ppraM 0 dB 1.76 dB [248]
_ : 5 dB 2 dB
r 5 dB [248] 5 dB [248] 13 3]
, 18 GHz | 36 GHz
FWHM 30 GHz 45 GHz [209] 3] 23]
, , 42dB | 7.7dB
ER
pp 4.2 dB 298] 4.2 dB [298] 298] [298]
, 12.5 dB [239],
QBER 6 dB [239] [158]

ing PNoC architecture—we use CLOS [116] and SWIFT PNoC [56] architectures in
this chapter—as the required count of splitters and waveguide lengths differ between

CLOS and SWIFT PNoCs.

PPy = P[]/\/[RfAct + PiWRfInAct + PEVGP + pr + PLINTRF + ppMed 4 ppFil

pprAM | pWGB | pC | ppPR
(4.10)
In addition, in Eq. , Pﬁ/[ R=Act refers to the total through loss per A signal of
an active MR bank, whereas P} R-Indet yefers to the total through loss per \ signal
of an inactive MR bank. We define an MR bank as an active MR bank if it actively
operates on its assigned optical signals. Therefore, the resonances of the MRs of
an active MR bank are typically locked to their respective optical signals with exact
spectral matching. As a result, in an active MR bank, the spacing between the ith MR

resonance and jth A signal remains mod j — i X one channel spacing (i.e., spacing
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between two adjacent wavelength signals). In contrast, an inactive MR bank is an
MR bank that is temporarily turned off to not operate on its assigned optical signals.
Typically, to turn off the constituent MRs of an inactive MR bank, their resonances
are locked at spectral locations that are about half the channel spacing away from
their assigned optical signals. Therefore, in an inactive MR bank, the spacing between
the ith MR resonance and jth A signal remains mod j—i+0.5 X one channel spacing.
We exploit this difference in the spectral lock positioning between active MR banks
and inactive MR banks to model both P R=4Aet and pyAR-T n4et yusing a common model
given by Eq. [{.11} In Eq. f.11} I'; ; can be evaluated using Eq. wherein the model
for Fa changes between FY T4 (Eq. and FAR-InAct (Bq 1 12)) depending on
whether P%R_A“ or Py B=Indet i3 heing evaluated. Note that in Egs. @l, |4£L |4.£|,
(FSR/(N+1)) equals one channel spacing between two adjacent wavelength signals
with FSR being the free-spectral range.

N
Pl = —10logyg ( Z Fi,j) (4.11)

i=1,ji

o _ Usi si
(7 — Q) AT = - (4.12)
Aix BaR ) 4 ((J’ —i) x Ff\f;i“f)) x BaR
o _ Usi Usi
(j . Z)FAWR InAct — _ (413>
A X BaR )\i+<(j—i+0.5)sz$(ﬂn)> X BaR

It is evident from Egs. that there is a cyclic dependency between PPyp
and N, as the achievable N}, for a link depends on PP;p from Eq. [4.1] whereas PP .5
in turn is determined based on the combination of N, and bit-rate (BR) from BaR
in Fa in Eq. £.4] This cyclic dependency makes it difficult to find out the optimal
combination of N, and BR that can be supported by a link. To mitigate this problem,
we employ a heuristic-based search approach that finds out the optimal combination
of N, and BR.

Dependence of PP,z on MRs Spectral Parameters

In Eq. .10}, PP, depends on the MRs’ spectral parameters such as FWHM and FSR.
Parameters FWHM and FSR are defined in Table [£.3] These spectral parameters
depend on the device dimensions that are utilized for implementing the MRs of the
photonic links. We select different FWHM values for MR modulators and filters based
on the utilized modulator/signaling type, as shown in Table . Moreover, for FSR
considerations, we select a viable FSR value of 20 nm from prior work [202] for our
analysis in this chapter. Our design methodology, analysis, and related link-level and
system-level evaluation results are discussed in the upcoming subsections.
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Dependence of PP,z on Design Goals

Whether or not to consider PPgy, PPyroq, and PPryrrr in Eq. to evaluate
the effective value of PPyp depends on whether the goal is to design photonic links
and PNoCs with maximum aggregated datarate or desired bit-error rate (BER). The
emanation of crosstalk noise in modulator and filter MR banks reduces the signal-
to-noise ratio (SNR) in photonic links (e.g., [57], [250]), which in turn increases the
BER, degrading the reliability of photonic communication. To compensate for this
degradation in BER, one way is to increase the input signal power by an appropriate
amount. The required increase in the input signal power to achieve the unchanged
BER in the presence of crosstalk noise is termed as power penalty. In Eq. [4.10] PP gy
and PP ;.4 correspond to the crosstalk noise induced power penalties for the filter MR
bank and modulator MR bank, respectively. Similarly, PP;yrrr corresponds to the
required increase in the input signal power (i.e., caused power penalty) to compensate
for the worst-case destructive signal interference in 4-PAM-SS links. From Table [4.4]
our considered models and resultant values of PPpr; and PP,;,, correspond to a
BER of 107%. We select BER of 107 for our analysis, because it is often considered
acceptable for optical communication links [I8], [245]. From this value of BER,
we calculate Qprr (defined in Table using the models presented in [I8]. From
Table[d.4] the evaluated QBER differs between OOK and PAM4 signaling/modulation
techniques. The presence of the PPg;, PPy and PP;yrrr terms in the PPyp
model (Eq. increases the value of PPy, which whittles down a large portion
of the power budget PZ, (Eq. , leaving only a small portion of PZ; available for
supporting N, (Eq. . This results in a small value of aggregated data rate (N,
x BR) for a given bitrate (BR). Nevertheless, this ensures that the BER remains
unharmed at 107°. Therefore, if achieving the desired unharmed BER is the design
goal, the terms PPp;, PPyoq and PPryrrr should be included in the model for
PP,g. For easy reference in the following sections of this chapter, we identify such
BER-optimal PP;p as PPFERC and provide its model in Eq. , which includes the
PPFih PPMod and PPINTRF terms.

PPdBBERO — P[]}4R—Act + P[]/V[R—InAct + P[IjVGP 4 PEP + PiNTRF + PPMOd—|—

, 4.14
PPFZl—’—PPPAM‘f‘PXVGB—’—PE—"PPER ( )

Another way of compensating for the crosstalk-induced degradation in reliability
(BER) is to use forward error correction (FEC) codes (e.g., [175], [148]). FEC codes
add extra redundancy bits in every data packet to enable error detection and cor-
rection. The use of FEC codes in a photonic link can improve the BER of the link
to be lower than 107Y, especially if the crosstalk inflicted BER of the link is above
the typical FEC limit (e.g., 1.2x1073 for BCH code [175]). The use of redundant
bits in FEC codes (we use the popular SECDED (72, 64) FEC [148] code in this
chapter) increases the packet size, and hence, the packet transfer delay and energy.
Nevertheless, it does not require an increased input signal power to compensate for
crosstalk-induced bit-errors. Therefore, the use of FEC codes does not whittle down
the link power budget, allowing for an opportunity to support greater N, and aggre-
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gated datarate in addition to achieving the desired reliability (BER). In other words,
the use of FEC codes enables datarate-balanced BER in photonic links. Hence, if
achieving the datarate-balanced desired BER using FEC codes is the design goal, the
terms PPy, PPysoq and PP;yrrr need not be included in the formula for PPy5. We
identify such datarate-BER balanced PP,p as PP%%’B ER=Bal and provide its model
in Eq. [£.15 which excludes the PPy, PPyoq and PPy yrrr terms.

PP(%R—BER—B(LZ _ P£\4R—Act + Pi\JR—InAct + PEVGP 4 PLSP T PPPAM + PZVGB

+ Py + PP
(4.15)
These design goals (i.e., BER-optimal design versus datarate-BER balanced de-
sign) are considered, along with the baud-rate dependence of the detector sensitivity
and the dependence of PPyg on MRs’ spectral parameters, in our search-heuristic
based optimization approach for photonic link designs, as discussed next.

Heuristic-Based Search For the Efficient Design of Photonic Links

Irrespective of whether the designed photonic link is BER-optimal or datarate-BER
balanced, the achievable aggregated datarate (i.e., Ny x BR) has a cyclic dependency
on the PF; and PP,p parameters of the link, which makes it difficult to obtain an
optimal value of N, x BR for the link directly using Eqs. [{.Ij4.15] To break this
cyclic dependency and determine the optimal combination of N, and BR for the
designed link, we employ a heuristic-based search optimization framework. The basic
idea of our framework is to perform exhaustive search for the optimal combination of
N, and BR for which the available power budget of the link (P2, in Eq. is fully
utilized, while considering the factors that affect the photonic link design trade-offs.

We provide a set of baud-rate (BaR) and N, duplets as one of the inputs to our
search heuristic. We use BaR instead of BR as input because the modeling equations
directly depend on BaR, which can be easily converted into BR after our search
using Eq. [£.3] Moreover, to limit the cost and complexity of the comb-generating
laser source [48], and to be consistent with the prior works on 4-PAM optical signaling
[120] and [217], we limit the maximum allowable value of N to 128. Moreover, as the
flit-size of a PNoC is directly proportional to the value of Ny, and as the flit-size is
usually a power-of-two value, the allowable values of N should also be power-of-two
values. Because of these reasons, we choose a set A of all allowable values of Ny,
where A = Ny — N, € 128, 64, 32, 16, 8, 4, 2, 1. Moreover, we define the set of all
possible baud-rate values R = BaR — BaR ¢ Q+; BaR is in Gb/s; 10 Gb/s < BaR
< 30 Gb/s; (BaR/0.5) € N, which has 41 elements. The individual values for A and
BaR combine to make a duplet in 41x8=328 different ways. We create a set Y of
these duplets, Y = (N,;, BaR1), (N,2, BaR2), ..., (N,s, BaR41), and give it as an
input to our search heuristic. Based on the constraint in Eq. [£.2] we utilize an error
function ef(Ny, BaR) given in Eq. to find the optimal duplet from set Y. For
that, for each elemment (N, BaR) of the set Y, we evaluate an error value € = ef(N},
BaR) and create a set E of all € values. All (N, BaR) duplets corresponding to the
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positive € values in set E satisfy the constraint given in Eq. 4.2 But we choose the
(N, BaR) duplet corresponding to the minimum positive value €,,;, from set E as
the optimal value, because such a duplet fully utilizes the link PZ;.

ef ( Ny, BaR) = {Pj;, — PP;z — 10log,, ( Ny)} (4.16)

In Eq. we evaluate PPy as a function of the (N,, BaR) duplet. We use
the search heuristic to find one (N,, BaR) duplet for every type (i.e., OOK, 4-PAM-
EDAC, 4-PAM-SS, and 4-PAM-ODAC) of photonic link. We use Egs. and [4.15]
respectively, as the models for PP,p in the error function for our search of (N, BaR)
duplets. To evaluate PV¢" term from Egs. and [4.15, we consider the maximum
link length in our considered PNoCs, which is 4.5 cm for CLOS PNoC [I16] and 12 cm
for SWIFT PNoC [56], as provided in Table [4.4l The term P3" from Egs. and
is evaluated based on the number of splitters employed by the PNoC to power its
waveguides, which differs between CLOS and SWIFT PNoCs. For example, CLOS
PNoC has 56 point-to-point waveguides, and to power these waveguides, the PNoC
employs 1x2, 1x7, 1x4 splitters in series [252] [71]. Therefore, the input optical
power is split in 56 parts in the CLOS PNoC. Because we consider per-split loss to
be 0.1 dB, the total splitter loss P7¥ in the CLOS PNoC is 5.6 dB, as shown in
Table [4.4 Similarly, total splitter loss (P3¥) in the SWIFT PNoC is 1.2 dB which
is also provided in Table [£.4 Note that the error-function (Eq. evaluation
differs between datarate-BER balanced and BER-optimal photonic link designs, as
discussed next.

Design of Datarate-BER Balanced Photonic Links

In order to design photonic links to achieve datarate-balanced BER, we do not add
the modulator penalty (PP ys.q), filter penalty (PPg;) and signal interference penalty
(PP;nTRF) terms to the total PPy in Eq. . Because PP, and PPr;; model
crosstalk penalty when crosstalk-induced increase in BER is mitigated by increasing
input optical signal power. Instead, we use SECDED (72, 64) FEC [148] code to
counter the crosstalk-induced degradation in BER. Using the FEC code enables the
photonic links to achieve higher aggregate data rate while maintaining the BER at
1072, thereby enabling a datarate-balanced BER value for the links. To find the
optimal datarate-BER balanced (N,, BaR) duplet for a given signaling/modulation
method based photonic link, we use Eq. as the model for PP, in the error

function given in Eq. [4.16]

Design of BER-Optimal Photonic Links

To design BER~optimal photonic links, the modulator (PPy/0q), filter (PPgy;) penalty
terms and interference-related signal loss (PP;yrgrr) are included in total PP,p (Eq.
. Including these terms in PP;p in Eq. results in a low aggregate datarate
but the BER remains unscathed. To find the BER-optimal (N, BaR) duplet for
a given signaling/modulation method based photonic link, we use Eq. as the
model for PP,p in the error function given in Eq. [4.16] We repeat this exercise of
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finding the BER-optimal and datarate-BER balanced (N,, BaR) duplets for every
CLOS and SWIFT link type (corresponding to the signaling/modulation type) for
20 nm FSR [202]. Note that our search heuristic is equitably applicable to the OOK,
4-PAM-SS, 4-PAM-EDAC and 4-PAM-ODAC links. However, the optimal (N, BaR)
duplets would differ for different link types, as the values of P%5 and other design
parameters differ for different link types.

Results of Optimal Designs of Photonic Links using Heuristic-Based Search

In this section, we present our obtained BER-optimal and datarate-BER balanced
(N, BaR) duplets for different variants of the CLOS and SWIFT links (i.e., 4.5
cm long links for CLOS PNoC [I16] and 12 cm long links for SWIFT PNoC [56],
with various modulation methods) for an FSR value of 20 nm. We also report our
evaluated aggregated data rate (N, x BR) and PBdB values for different variants of
CLOS and SWIFT links. To evaluate aggregated datarate, we use Eq. to convert
the BaR values found through our search heuristic in the corresponding BR values.

Results for Datarate-BER Balanced Links

Table [4.5| gives optimal N, bitrate (BR) (evaluated from BaR), aggregated datarate
(N, x BR), and PZ; values for different datarate-BER balanced variants of CLOS
and SWIFT links. It also gives PP;p + 10log(N),) values for our considered link
variants. For brevity, we do not provide PP4p values, but these values can be easily
derived from PP,z + 10log(N,) values as N, values are already provided in Table
4.5

From Table the aggregated datarate values for various SWIFT links are in
general lower than the aggregated datarate values for various CLOS links. This is
because links in SWIFT have greater (P), PY, and PV¢? values in Eq. than
the CLOS links (Table , which results in larger PP,p values for the SWIFT
links. As a result, a relatively smaller portion P75 is available in Eq. for the
SWIFT links to support the aggregated datarate, resulting in smaller Ny and N, X
BR (aggregated data rate) values for the SWIFT links. Further, it is interesting to
note that the 4PAM-EDAC, 4PAM-ODAC, and OOK based CLOS links can achieve
>1,000Gb/s (>1Tb/s) aggregated datarate. This outcome is in strong agreement
with the performance analysis done for photonic links in prior works [19] and [202].
However, none of the SWIFT links can achieve >1Tb/s aggregated datarate, which
corroborates the observation that to achieve terascale aggregate data rates in photonic
links the losses and power penalties in the links must be minimized. As per our
analysis, the CLOS links have significantly low losses and penalties compared to the
SWIFT links, and as a result, the CLOS links can achieve >1Tb/s datarate, whereas
the SWIFT links cannot.

In addition, Table 4.5 also lists BER values for various CLOS and SWIFT links
evaluated when SECDED coding was not used. These values give insights into how
the crosstalk noise present in the links impacts BER. To evaluate the BER for a link,
we evaluated the worst-case P x;q from Eq. across all the filters in the receiving
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Table 4.5: Optimal N, bitrate (BR), aggregated datarate (N, x BR), power budget
(PZ.), PPap + 10log(N,), detector sensitivity (S), and optical laser power (= PPy + S)

values for different datarate-BER balanced variants of CLOS and SWIFT links.

across different links because S depends on BR.

Vari- | ER | PJ; (S) N, | BR| N, PP,; | Laser BER
ants | (dB) x | +10log | Power| Without
BR | (N,) SECDED|
Coding
Various CLOS Links for FSR = 20nm [27]
OOK 5 38.60 | -18.6 64 17 | 1,088] 38.29 19.69 3.39 x
dBm dBm 10°
OOK 9 37.80 | -17.80 64 18 | 1,152 37.31 19.51 | 2.9 x 10°
dBm dBm
OOK 12 37.1 -17.1 64 19 | 1,216] 36.31 19.21 | 2.6 x 10
dBm dBm
4- 5 42.50 | -225 32 20 640 41.80 19.3 12 x 10
PAM- dBm dBm
SS
4- 9 41.00 -21 32 27 | 864 40.8 19.8 | 7.9 x 10!
PAM- dBm dBm
SS
4- 12 40.35 | -20.35 32 30 | 960 39.8 19.45 | 7.5 x 10
PAM- dBm dBm
SS
4- 5 40.35 | -20.35 64 30 1,920 38.00 17.65 8.83 x
PAM- dBm dBm 10°
EDAC
4- 9 37.9 -17.9 64 35 {2,240 37.00 19.1 8 x 100
PAM- dBm dBm
EDAC
4- 12 36.1 -16.1 64 40 | 2,560| 36.00 19.9 | 6.2 x 10°
PAM- dBm dBm
EDAC
4- 2 42,50 | -225 64 20 | 1,280| 42.00 19.5 | 9.7 x 10
PAM- dBm dBm
ODAC
4- 6 38.5 -18.5 64 33 | 2,112 3831 19.81 | 8.3 x 10°
PAM- dBm dBm
ODAC
4- 9 37.9 -17.9 64 35 {2,240 3741 19.51 8 x 10°
PAM- dBm dBm
ODAC
Various SWIFT links for FSR = 20nm [48]
OOK 5 38.60 | -18.6 32 17 | 544 38.06 19.46 8.02 x
dBm dBm 107
OOK 9 37.80 | -17.80 32 18 | 576 37.1 19.30 | 7.8 x 10°
dBm dBm
OOK 12 37.1 -17.1 32 19 | 608 36.1 19 7.1 x 10
dBm dBm
4PAM-| 5 42.10 | -22.1 16 22 | 352 40.85 18.75 | 1.4 x 1073
SS dBm dBm
4PAM-| 9 40.35 | -20.35 16 30 | 480 39.9 19.55 1 x 103
SS dBm dBm
4PAM-| 12 39.1 -19.1 16 32 | 512 38.9 19.8 9 x 10
SS dBm dBm
4PAM- 5 41.00 -21 32 27 864 38.16 17.16 8.17 x
EDAC dBm dBm 10
4PAM-| 9 37.9 -17.9 32 35 | 1,120 37.2 19.3 7 x 101
EDAC dBm dBm
4PAM-| 12 41 -21 64 27 | 1,728 40.7 19.7 | 3.5 x 10
EDAC dBm dBm
4PAM-| 2 42.30 | -22.3 32 21 672 42.14 19.84 8.49 x
ODAC dBm dBm 10
4PAM-| 6 38.5 -18.5 32 33 | 1,056| 38.41 19.91 | 7.3 x 10
ODAC dBm dBm
4PAM- 9 42.5 -22.5 64 20 | 1,280 42.31 19.81 | 7.6 x 10
ODAC dBm dBm
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filter MR bank when considering the Py gz in Eq. [£.7 to be the signal power reaching
the worst-case filter MR after accounting for all the losses and penalties encountered
in the link based on Eq. From there, we evaluated the signal-to-noise ratio
(SNR) to be Pxrz/P xtar.- Based on the mathematical models and equations of BER
provided for guided propagation in [245], [I38], we formulate a relation between BER
and SNR in Eq. 4.17 M in Eq. is defined in Table 4.3 From Eq. we
formulated the BER equations for OOK (M = 2) and 4-PAM (M = 4) signals, which
are provided in Egs. and respectively. We have used the evaluated SNR
value in Eq. (from [I88]) for OOK links and Eq. (from [I88]) for 4-PAM
links to determine the corresponding BER values, which are reported in Table [4.5]

BER — 2M 1) —log M VENR (4.17)
M x log, M (M — 1)v/2
1 VSNR
BERook = 3 erfc ( 7 ) (4.18)
1 VSNR
BER‘4*PAM = 5 el"fC ( 3\/§ > (419)

From these BER values (shown in Table [4.5), it is evident that all datarate-
BER balanced CLOS and SWIFT links achieve the BER values that are lower than
1.74x1073, which is a threshold BER value for the SECDED (64, 72) coding to achieve
error-free transmission of data packets of size 512 bits (we consider 512-bits long
packets in our system-level evaluation in the next section). We obtain this threshold
value through the following reasoning: the threshold BER value in a SECDED (64,
72) coded data packet should not incur more than 1-bit of error, as only 1-bit can be
corrected for, to achieve error-free transmission of the SECDED (64, 72) coded data
packet. Since a 512-bit original data packet gets converted into a 576-bit data packet
after it is encoded with the SECDED (64, 72) code, up to only 1-bit in the 576-bit
data packet is allowed to be erroneous. Therefore, the threshold BER for this case
becomes, 1/576 = 1.74x1073. Thus, all the CLOS and SWIFT links in Table
are capable of achieving error-free data transmission using SECDED (64,72) coding,
as all links in Table 4.5 achieve BER of lower than 1.74x1073, which ensures that
all possible bit errors in the 512-bit data packets transmitted over these links can be
corrected using the SECDED (64,72) coding.

Moreover, comparing the aggregated datarate values for the links with different
modulation methods, it is evident that 4PAM-EDAC and 4PAM-ODAC links in gen-
eral achieve greater aggregated datarate compared to OOK links. This is because,
compared to the OOK links that can have only one bit transferred per signal symbol,
the 4PAM-EDAC and 4PAM-ODAC links can achieve greater BR due to their ability
to transfer 2-bits per signal symbol. As a result, the 4PAM-EDAC and 4PAM-ODAC
links achieve greater values of aggregated data rate (N, x BR), despite achieving the
same N, values as achieved by the OOK links. On the other hand, comparing the
different types of 4PAM links with one another, it is evident that: (i) the 4PAM-SS
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links achieve lower aggregated datarate values than the 4PAM-EDAC and 4PAM-
ODAC links; and (ii) the 4PAM-ODAC links achieve aggregated datarate values that
are higher than the 4PAM-SS links but lower than the 4APAM-EDAC links. This is
because: (i) the 4PAM-SS links have the largest PPdB values due to their higher MR
through losses caused due to 2x more MR modulators required for them (Table ,
Fig. , which results in the lowest N, values for them, compared to the 4PAM-
EDAC and 4PAM-ODAC links; and (ii) the 4PAM-ODAC links have greater PPER
value compared to the 4APAM-EDAC links (Table , which results in greater PPyp
values for the 4APAM-ODAC links, yielding lower values of available PZ; that support
lower BR values (and hence, lower N, x BR) for the 4PAM-ODAC links.

Table also provides optimal Ny, total power penalty (PP + 10log(N,), ag-
gregate datarate and optical laser power consumption of OOK and PAM4 based
datarate-BER balanced variants of CLOS and SWIFT links, corresponding to dif-
ferent extinction ratios. An increase in the extinction ratio reduces the extinction
ratio penalty (PPgg) and filter penalty (Eq. [£.6), which in turn reduces the total
penalty in the link (PP;p). This reduction in total power penalty creates more room
in the link power budget (P%5) to be leveraged to achieve larger N and/or increased
bit-rate (BR), and hence, achieve larger aggregate datarate (i.e., Ny x BR) for the
link. However, the laser power consumption does not improve noticeably with the
increase in extinction ratio, as evident from Tables and [4.6] This is because since
the laser power consumption is given as PPy + S, the laser power reduces only if
the combined effect of the reduction in PP and/or increase in S reduces PP,p + S.
More specifically, from Table [£.5] with the increase in the extinction ratio from 5 dB
to 12 dB, the aggregate datarates of the OOK based CLOS and SWIF'T links increase
from 1.08 Th/s to 1.22 Th/s and from 544 Th/s to 608 Th/s respectively. This is
because for the OOK based CLOS links the BR increases from 17 Gb/s to 19 Gb/s at
the unchanged N, of 64, and for the OOK based SWIFT links the BR increases from
17 Gb/s to 19 Gb/s at the unchanged N of 32. In terms of laser power consumption,
OOK based CLOS and SWIFT links experience reduction in laser power consumption
from 19.7 dBm to 19.21 dBm and 19.5 dBm to 19 dBm respectively with increase in
extinction ratio from 5 dB to 12 dB. This is because OOK based CLOS and SWIFT
links achieve reduced (PPyp +S) because of combined effects of reduction in PP 45 due
to increase in extinction ratio and increase in S due to increase in BR. Similarly, with
the increase in extinction ratio from 5 dB to 12 dB, the aggregate datarates of the
4-PAM-EDAC based CLOS and SWIFT links increase from 1.92 Th/s to 2.6 Tbh/s
and 864 Gb/s to 1.73 Tbh/s respectively. This is because for 4-PAM-EDAC based
CLOS links, the BR increases from 30 Gb/s to 40 Gb/s at the unchanged N, of 64,
and for 4-PAM-EDAC based SWIFT links, the N, increases from 32 to 64. In terms
of laser power consumption, 4-PAM-EDAC based CLOS and SWIFT links experience
an increase in laser power consumption from 17.65 dBm to 19.9 dBm and 17.16 dBm
to 19.7 dBm respectively, with increase in extinction ratio from 5 dB to 12 dB. This
is because for 4-PAM EDAC based CLOS links, the decrease in PPdB due to the
increase in extinction ratio is offset by the larger increase in S due to the increase in
BR from 30 Gb/s to 40 Gb/s. In contrast, for the 4-PAM-EDAC based SWIFT links,
the increase in Ny from 32 to 64 increases PPdB, which in turn increases the laser

67



power consumption of the link. Similarly, with the increase in extinction ratio from 2
dB to 9 dB, the aggregate datarates of the 4-PAM-ODAC based CLOS and SWIFT
links increase from 1.3 Th/s to 2.24 Tb/s and 672 Gb/s to 1.3 Tb/s respectively This
is because for 4-PAM-ODAC based CLOS links, the BR increases from 20 Gb/s to
35 Gb/s with the unchanged N, of 64 and for 4-PAM ODAC based SWIFT links, the
N, increases from 32 to 64 with decrease in BR from 21 Gb/s to 20 Gb/s. In terms
of laser power consumption, 4-PAM-ODAC based CLOS links experience an increase
in laser power consumption from 19.5 dBm to 19.51 dBm similar to 4-PAM-EDAC
based CLOS links. On the other hand, 4-PAM ODAC based SWIFT links experi-
ence slight reduction in laser power consumption from 19.84 dBm to 19.81 dBm with
increase in extinction ratio. Also, with increase in extinction ratio from 5 dB to 12
dB, the aggregate datarates of 4-PAM-SS based CLOS and SWIFT links increase
from 640 Gb/s to 960 Gb/s and 352 Gb/s to 512 Gb/s respectively. In terms of laser
power consumption, Similar to 4-PAM-EDAC based links, 4-PAMSS based CLOS
and SWIFT links experience increase in laser power consumption from 19.3 dBm to
19.45 dBm and 18.75 dBm to 19.8 dBm respectively with increase in extinction ratio.
In summary, the datarate-BER balanced 4PAM-EDAC links achieve the highest
datarate across the CLOS and SWIFT link types. However, it is not clear from these
datarate results if the 4PAM-EDAC links can be more energy-efficient than the other
types of links. To determine whether the higher overhead of the modulator driver
energy for the 4PAM-EDAC links (Table [4.1] and Table can offset their highest
datarate related benefits to yield lower energy-efficiency for them, compared to the
OOK and other 4PAM links, we performed a system-level analysis with real-world
benchmark applications, the details of which are discussed in upcoming section.

Results for BER-Optimal Links

Table 4.6 shows the optimal N, bitrate (BR) (evaluated from BaR), aggregated data
rate (N x BR), P values, and PPyp + 10log(N,) values for different BER-optimal
variants of CLOS and SWIFT links. Similar to the results for the datarate-BER
balanced links presented in Table [4.5] the results presented in Table also lead
to the following observations: (i) The CLOS links achieve higher datarate than the
SWIFT links across all evaluated modulation types, due to the lower Pip , P¢, and
PWEP values for the CLOS links than the SWIFT links. (ii) The 4PAM-EDAC links
achieve the highest datarate values across the CLOS and SWIFT types, because
4PAM-EDAC links have the lowest PPyp values, compared to the OOK and other
APAM links. (iii) The 4PAM-SS links achieve the lowest datarate values because they
have the highest PP,p values due to the non-zero PP y7gp for them (Table and
their higher MR through losses caused due to 2x more MR modulators required for
them (Table 4.1] Fig. [£.2).

Table also provides optimal N, total loss, aggregate datarate and optical laser
power consumption of OOK and PAM4 based BER-optimal variants of CLOS and
SWIFT links corresponding to different extinction ratios. As we can infer from Table
4.0, with increase in extinction ratio from 5 dB to 12 dB, the aggregate datarates
of OOK based CLOS and SWIFT links increase from 864 Gb/s to 1.02 Tb/s and
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512 Gb/s to 672 Gb/s respectively. This is because for OOK based CLOS links, the
BR increases from 27 Gb/s to 32 Gb/s at the unchanged N, of 32 and for OOK
based SWIFT links, the BR increases from 16 Gb/s to 21 Gb/s at the unchanged
N, of 32. In terms of laser power consumption, with increase in extinction ratio
from 5 dB to 12 dB, laser power consumption of OOK based CLOS links reduces
from 19.9 dBm to 19.7dBm whereas laser power consumption of OOK based SWIFT
links increases from 19.66 dBm to 19.8 dBm. This is because OOK based CLOS
links achieve reduced (PP,p +S) because of combined effects of reduction in PP;p
due to increase in extinction ratio and increase in S due to increase in BR which
in turn results in reduced laser power consumption. On the other hand, for OOK
based SWIFT links, the decrease in PP, due to increase in extinction ratio is offset
by larger values of S with increase in BR from 16 Gb/s to 21 Gb/s. Similarly, with
increase in extinction ratio from 2 dB to 9 dB, the aggregate datarates of 4-PAM-
ODAC based CLOS and SWIFT links increase from 768 Gb/s to 1.6 Th/s and 352
Gb/s to 960 Gb/s respectively. This is because for 4-PAM-ODAC based CLOS links,
the BR increases from 24 Gb/s to 50 Gb/s at the unchanged N, of 32 and for 4-PAM-
ODAC based SWIFT links, the BR increases from 22 Gb/s to 30 Gb/s with increase
in N, from 16 to 32. In terms of laser power consumption, with increase in extinction
ratio from 2 dB to 9 dB, laser power consumption of 4-PAM-ODAC based CLOS links
reduces from 19.6 dBm to 19.5 dBm. On the other hand, laser power consumption of
4-PAM-ODAC based SWIFT links increases from 19.65 dBm to 19.8 dBm. This is
because for 4-PAM-ODAC based CLOS links, combined effect of reduction in PPdB
due increase in extinction ratio and increase in S due to increase in BR from 24 Gb/s
to 50 Gb/s reduces laser power consumption of the link. For 4-PAM-ODAC based
SWIFT links, increase in PPdB due to increase in N, from 16 to 32 increases laser
power consumption of the link. Similarly, For 4-PAM EDAC links, with increase in
extinction ratio from 5 dB to 9 dB, the aggregate datarates increase from 1.02 Th/s
to 1.5 Tb/s for CLOS links and 512 Gb/s to 736 Gb/s for SWIFT links. This is
because for 4-PAM-EDAC based CLOS links, the BR increases from 32 Gb/s to 48
Gb/s at the unchanged N, of 32 and for 4-PAM-EDAC based SWIFT links, the BR
increases from 32 Gb/s to 46 Gb/s at the unchanged N, of 16. In terms of laser
power consumption, with increase in extinction ratio from 5 dB to 12 dB, laser power
consumption of 4-PAM-EDAC based CLOS links increase from 18.13 dBm to 19.13
dBm and laser power consumption of 4-PAM-EDAC based SWIFT links reduces from
19.7 dBm to 19.6 dBm. This is because for 4-PAM-EDAC based CLOS links, the
reduction in PPdB due to increase in extinction ratio is nullified by larger increase
in S due to increase in BR from 32 Gb/s to 48 Gb/s which in turn increases the
laser power consumption of the link. In contrast, for 4-PAM-EDAC based SWIFT
links, the combined effect of reduction in PPdB and increase in S results in reduced
laser power consumption of the link. Also, For 4-PAM-SS based links, with increase
in extinction ratio from 5 dB to 12 dB, the aggregate datarates increase from 352
Gb/s to 608 Gb/s for CLOS links and 160 Gb/s to 384 Gb/s for SWIFT links. This
is because for 4-PAM-SS based CLOS links, the BR increases from 22 Gb/s to 38
Gb/s at unchanged N of 16 and for 4-PAM-SS based SWIFT links, the BR increases
from 20 Gb/s to 24 Gb/s with increase in Ny from 8 to 16. In terms of laser power
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consumption, similar to 4-PAM-ODAC links, with increase in extinction ratio from
5 dB to 12 dB, laser power consumption of 4-PAM-SS based CLOS links decreases
from 19.93 dBm to 19.1 dBm because of the combined effect of reduction in PPdB
due to increase in extinction ratio and increase in S due to increase in BR from 22
Gb/s to 38 Gb/s. On the other hand, laser power consumption of 4-PAM-SS based
SWIFT links increases from 17.86 dBm to 19.3 dBm due to increase in PPdB since
N, increases from 8 to 16.

In addition, it can be observed that the OOK links achieve higher datarate values
than the 4APAM-ODAC and 4PAM-SS links. This is because the inclusion of PP gy,
PPisoq and PP;y7rr terms in Eq. increases the PP;p values for the 4PAM-
ODAC and 4PAM-SS links to be greater than the PP;p values for the OOK links,
which results in higher values of available PBdB for the OOK links, leading to higher
aggregated datarate (N, x BR) for the OOK links. Due to the inclusion of PP¥%
PPMod and PPINTEFE terms in Eq. , only the 4PAM-EDAC links among all the
three different 4PAM link types achieve greater datarate than the OOK links. How-
ever, it is not clear if these datarate benefits can allow 4PAM-EDAC to achieve better
energy-efficiency than the OOK links. This is because the greater number of hard-
ware components required for realizing the 4PAM-EDAC links (see the #serialization
units, #deserialization units, and #transimpedance op-amps in Table can offset
their datarate benefits to render them with lower energy-efficiency, compared to the
OOK links. To investigate this possibility, we performed a system-level (PNoC-level)
analysis with real-world benchmark applications, the details of which are discussed
in the upcoming section.

Datarate-BER Balanced vs BER-Optimal Links

From Table and Table it is evident that the datarate-BER balanced links
in general achieve higher aggregated datarate than the BER-optimal links. This is
because for the BER-optimal links, due to the inclusion of the terms PP .4, PPry
and PP;yrgrr for the evaluation of PPyg, more of the provisioned optical power is
utilized for ensuring the target reliability in terms of the target BER (107 in this
chapter). As a result, a relatively small amount of the total provisioned optical power
remains available to support the aggregated datarate for the BER-optimal links,
leading to relatively lower aggregated datarate. In contrast, for the datarate-BER
balanced links, the exclusion of the terms PP .4, PPr;; and PP;y7rr from the PPyp
formula keeps a relatively large amount of the total provisioned optical power available
in the links, which supports relatively large values of aggregated datarate for the
datarate-BER balanced links. Despite achieving large datarate values, the datarate-
BER balanced links may still achieve lower average performance and energy-efficiency
compared to the BER-optimal links, especially when they are utilized in a PNoC. This
is because, the datarate-BER balanced links in general utilize redundant bits of the
SECDED (64, 72) coding in every data packet that traverses the PNoC, which can
result in a relatively higher average packet latency and per-packet dynamic energy
consumption, ultimately leading to a lower value of the average throughput and
energy-efficiency in the PNoC. To investigate this hypothesis, we performed a system-
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Table 4.6: Optimal N,, bitrate (BR), aggregated datarate (N, x BR), power budget
(PZ,), PPup + 10log(N,), detector sensitivity (S), and optical laser power (= PPyp +
S) values for different BER-optimal variants of CLOS and SWIFT links. S varies across
different links because S depends on BaR.

Vari- | ER | P5, (S) N, | BR| N, PP,y Laser
ants | (dB) X +10log | Power
BR (Ny)
Various CLOS links for FSR = 20nm [27]
OOK 5 30.10 -10.1 32 27 864 30.00 19.9
dBm dBm
OOK 9 28.2 -8.2 32 30 960 27.63 19.43
dBm dBm
OOK 12 26.6 -6.6 32 32 1,024 26.3 19.7
dBm dBm
4PAM- 5 42.10 -22.1 16 22 352 42.03 19.93
SS dBm dBm
4PAM- 9 37.9 -17.9 16 35 560 37.7 19.8
SS dBm dBm
4PAM- 12 37.1 -17.1 16 38 608 36.2 19.1
SS dBm dBm
4PAM- 5 39.10 -19.1 32 32 1,024 37.23 18.13
EDAC dBm dBm
4PAM- 9 33.4 -13.4 32 46 | 1,472 32.93 19.53
EDAC dBm dBm
4PAM- 12 32.3 -12.3 32 48 1,536 31.43 19.13
EDAC dBm dBm
APAM- | 2 | 4170 | 207 | 32 | 24 | 768 | 41.30 19.6
ODAC dBm dBm
4PAM- 6 32.3 -12.3 32 48 | 1,536 32.1 19.8
ODAC dBm dBm
4PAM- 9 31.5 -11.5 32 50 1,600 31 19.5
ODAC dBm dBm

Various SWIFT links for FSR = 20nm [27]
OOK 5 39.10 -19.1 32 16 512 38.76 19.66

dBm dBm
OOK 9 37.1 -17.1 32 19 608 36.4 19.3
dBm dBm
OOK 12 35.3 -15.3 32 21 672 35.1 19.8
dBm dBm
4PAM- 5 42.50 -22.5 8 20 160 40.36 17.86
SS dBm dBm
4PAM- 9 37.1 -17.1 8 38 304 36.1 19
SS dBm dBm
4PAM- 12 41.7 -21.7 16 24 384 41 19.3
SS dBm dBm
4PAM- 5 39.10 -19.1 16 32 512 38.80 19.7
EDAC dBm dBm
4PAM- 9 35.3 -15.3 16 42 672 34.5 19.2
EDAC dBm dBm
4PAM- 12 334 -134 16 46 736 33 19.6
EDAC dBm dBm
4PAM- 2 42.10 -22.1 16 22 352 41.75 19.65
ODAC dBm dBm
4PAM- 6 41.7 -21.7 32 24 768 41.31 19.61
ODAC dBm dBm
4PAM- 9 40.35 -20.35 32 30 960 40.15 19.8
ODAC dBm dBm
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level (PNoC-level) analysis with real-world benchmark applications, the details of
which are discussed next.

4.5 System-Level Evaluation

Evaluation Setup and Methodology

For evaluating optimized link-level variants based on OOK and several 4-PAM modu-
lation schemes at system-level, we have considered two separate PNoC architectures:
CLOS PNoC [116] and SWIFT PNoC [56]. We particularly selected the photonic
crossbar based, high-radix SWIFT PNoC architecture [56] for this system-level anal-
ysis, because SWIFT PNoC has been shown in [56] to provide significantly better
throughput and energy-efficiency compared to the other classic high-radix PNoC
architectures, such as [260]. In addition, to evaluate another high-radix PNoC ar-
chitecture that is distinct from the photonic crossbar based SWIFT PNoC, we also
selected the 8-ary 3-stage CLOS PNoC architecture from [I16] that employs WDM
based point-to-point photonic links. We preferred high-radix PNoC architectures to
more classic, low-radix architectures such as [91] and [277], as prior works [260], and
[55] have shown that high-radix PNoC architectures are extremely promising archi-
tectures to meet future on-chip bandwidth demands. These PNoC architectures were
evaluated for the following modulation schemes: OOK, 4-PAM-SS, 4-PAM-EDAC,
and 4-PAM-ODAC.

For CLOS-PNoC shown in Fig. [£.7|(a), we have considered an 8-ary 3-stage topol-
ogy for a 256 x86-core system with 8 clusters, 8 tiles in each cluster, and 4 cores
in each tile. The 4 cores of each tile connect with one another via a concentrator.
The 8 concentrators corresponding to the 8 tiles in a cluster communicate with one
another via an electrical router. The electrical router is a simple 8x8 router, with
each concentrator connected to the router using one of its ports. The concentrators
and electrical routers are not shown in Fig. [4.7[(a). Each router is associated with
a photonic transmitter and receiver block (Fig. [4.7(a)), and the electrical-optical-
electrical conversion happens at the photonic transmitter-receiver block. For inter-
cluster communication, point to point photonic waveguides are supported by the
photonic transmitter-receiver blocks, with forward or backward propagating wave-
lengths depending upon the physical location of the source and destination clusters.
All the clusters are connected together using total 56 waveguides (WGs). The PNoC
uses two laser sources to enable bi-directional communication.

For SWIFT PNoC shown in Fig. [£.7(b), we have again considered a 256 x86-core
system. Every 4-core cluster is considered a node here and communication within
a node occurs through a 5x5 electrical router. Four ports of the router connect
the processing cores to the router and the fifth port of the router is connected to a
gateway interface (GI) which facilitates transfers between the electrical and photonic
layers. The routers use round-robin arbitration to facilitate communication between
cores and the GIs. Each GI connects four nodes. The architecture utilizes a photonic
crosshar topology with eight waveguide groups and four Multiple Writer Multiple
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Figure 4.7: Schematics of (a) 8-ary 3-stage CLOS PNoC architecture [116] and (b) SWIFT
PNoC architecture [56].

Reader (MWMR) WGs per group. A broadband off-chip laser with a laser power
controller is used to power the WGs.

We consider the two-layer, 3D chip organization from [I61] and [I69] for each
of these PNoC architectures. The bottom CMOS layer contains processing cores,
caches, and electrical interconnects. The silicon-photonic top layer contains photonic
transmitter-receiver (Tx-Rx) blocks (for O/E and E/O conversions), as well as pho-
tonic devices and circuits that constitute a PNoC. Through-silicon vias (TSVs) are
used to vertically connect the bottom layer with the top layer at every photonic Tx-
Rx block. The parameters used for modeling the 3D organizations of our considered
PNoCs are given in Table[4.7. The N, and BR values in Table 4.7 can be taken from
Table and [£.6] depending on the utilized modulation scheme and target design
goal (datarate-BER balanced or BER~optimal design).
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For evaluating the impact of various signaling methods on these architectures’
performance and efficiency, we performed a benchmark-driven simulation-based anal-
ysis using Gem5 full-system simulation [38] and an enhanced cycle-accurate PNoC
simulator that extends the Noxim simulator [238]. For Gem5 simulations, we assumed
32KB direct mapped L1 and 128 KB direct mapped L2 caches (MOESI coherency for
L2) per core and a main memory of 32 GB DDR4 RAM. Tables and show the
number of wavelengths (N,) and the maximum datarate for which the simulations
were run for CLOS PNoC and SWIFT PNoC. These N, and datarate values were
utilized to model the links in different variants of the CLOS and SWIFT PNoCs
that correspond to various signaling schemes and datarate-BER balanced and BER-
optimal designs. The energy and power value considerations from Tables and
were also incorporated into our simulations. The performance was evaluated at
a 22nm CMOS node. The floorplan and the number of WGs were kept constant
across all variants of a particular PNoC architecture, with only the link configuration
parameters (e.g., N, datarate, number of hardware instances from Tables and
that depend on N,) changing across the variants. PARSEC benchmark applica-
tions were used to generate real-world traffic traces. The traces were generated using
GEMS5 full-system simulation and these traces were fed into our cycle accurate PNoC-
simulator. In GEMb5 simulations, the warm-up period was set as 100M cycles and the
traces were captured for the subsequent 1B instructions. The simulations were used
to evaluate average latency, energy-per-bit (EPB) and a breakdown of total power
dissipation. Electrical energy consumption by routers and GIs was determined using
the DSENT tool [23§]. To obtain the laser power consumption, the total required
optical power in the CLOS and SWIFT PNoC architectures were evaluated based on
the P2, and PP?? values from Tables [4.5/and |4.6| for different variants, and then 15%
wall-plug efficiency was assumed to convert these optical power values into the cor-
responding electrical laser power values. The energy and power value considerations
from Tables and [4.2| were also incorporated into our simulations. The performance
was evaluated at a 22nm CMOS node. The floorplan and the number of WGs were
kept constant across all variants of a particular PNoC architecture, with only the
link configuration parameters (e.g., N, datarate, number of hardware instances from
Table and Table that depend on N,) changing across the variants.

To implement SECDED encoding for the datarate-BER balanced variants of the
CLOS and SWIFT PNoC architectures, we employed a lookup table-based approach
where each input 512-bit packet is encoded with the SECDED scheme via byte-level
lookup tables. In other words, every Byte of the input packet gets encoded through a
separate and parallelly operating lookup table. Because of this parallelism in encod-
ing, this encoding incurs only a one cycle delay. SECDED decoding is also handled
using byte-wise parallelly operating lookup tables. However, the one cycle delay of
only the decoding phase comes in the critical latency path in the PNoCs, as the encod-
ing delay can be hidden by overlapping the encoding operation with the arbitration
and receiver selection phases in the PNoC. We considered the area overhead of the
SRAM-implemented lookup tables (at the 22 nm node) in the encoding and decoding
units, and estimated it to be 1142 pum? each. Each GI in the PNoC should have
one encoding unit and one decoding unit, therefore, each GI would have 2284 ;m?
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Table 4.7: Parameters for modeling the 3D organizations of our evaluated PNoCs.

Parameters CLOS PNoC SWIFT
[116] PNoC [56]
Network Size 256 cores 256 cores
Network Radix 8 16
Network Diameter 1 1
Bisection Bandwidth (Gb/s) 56x Nyx BR 32x Nyx BR
Traffic Model Multi-Threaded PARSEC
Workloads
Photonic Layer Frequency 5 GHz [169]
Processing Core x86 Frequency 2.5 GHz [169]
TSV Channel Configuration Per Photonic 8 TSV Bundles
Tx-Rx Block
TSV Bundle Size and Layout 2x2 TSVs per Bundle [10]
TSV Speed 21 Gb/s [10]
Energy of a TSV Bundle 6.7 pJ [10]

of area overhead. In addition, each encoding or decoding event for a 512-bit packet
is estimated to consume 0.1 pJ energy. The area estimates were obtained using logic
synthesis analysis. The energy and delay values were evaluated using CACTI-P [148]
and are accounted for in our system-level analysis.

The following subsection discusses the simulation results and how the modulation
schemes compare against one another, for the two considered PNoC architectures.

Results and Discussion
Packet Latency

Figs. [4.§(a) and[4.§|(b) show the average latency for different variants of CLOS PNoC,
for the different applications from the PARSEC benchmark suite, with all results
normalized to CLOS_OOK for both the datarate-BER balanced and BER-optimal
cases. It can be observed that the EDAC and ODAC variants of 4-PAM modulation
on CLOS outperform the rest of the variants, and when compared to the baseline
CLOS_OOK, they achieve 68% and 55% better latency for the balanced datarate-
BER case, and 62% and 34% better latency for the BER-optimal case, on average.
The 4-PAM-SS variant of CLOS displays 1.2x higher latency than the baseline for
BER-optimal designs. The packet latency we observe is an indicator of the combined
effect of the N, and the datarates achieved for the links of these CLOS variants.
Having a higher N, increases the number of concurrent bits transferred over the
network, which in turn reduces the packet transfer latency. Similarly, having a higher
bit-rate increases the number of bits transferred in the given time frame, which also
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Figure 4.8: Packet latency plotted across PARSEC benchmark applications for (a)
datarate-BER balanced variants, and (b) BER-optimal variants of CLOS PNoC. All re-
sults are normalized to the baseline CLOS_OOK.

results in a lower packet latency. In addition, Utilizing 4-PAM allows us to transmit
2x bits per cycle for the same N,, allowing the 4-PAM signaling based variants of
CLOS to have better latency values compared to their OOK based variants.

Figs. [4.9(a) and [£.9(b) show the latency results for SWIFT PNoC, with results
normalized to SWIFT-OOK, which acts as the baseline for our analyses. Here, again,
the EDAC and ODAC 4-PAM variants obtain better latency values when compared
to the baseline, due to the higher bandwidth they can achieve, as shown in Table
For these results, we can see that the EDAC variant performs better than other
variants: 65% better latency than the baseline for the datarate-BER balanced case
on average, as in Fig. [1.9(a), and 53% better latency on average for the BER-optimal
case, as in Fig. [4.9(b). It can be noted that, similar to CLOS variants, for SWIFT
PNoC as well, the SS variant has higher latency than the baseline for BER-optimal
design, with 1.35x higher latency than the baseline on average. We can observe a
similar trend in latency across the SWIFT PNoC variants, owing to the same reasons
as discussed above, for the CLOS PNoC.
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Figure 4.9: Packet latency plotted across PARSEC benchmark applications for (a)
datarate-BER balanced variants, and (b) BER-optimal variants of SWIFT PNoC. All re-
sults are normalized to the baseline SWIFT_OOK.

Power Dissipation

Next, we examined the power dissipation in the considered PNoCs, with the results
for CLOS PNoC shown in Fig. and the results for SWIFT PNoC shown in Fig.
We report total power that is averaged across the considered PARSEC bench-
mark applications, and the corresponding error bars (with minimum and maximum
values) are also shown in Figs. and . The column heights in these figures
show average values of total power, which is the sum of laser power (wall-plug power of
laser sources), electrical power (power consumption of intra-cluster/intra-node com-
munication in the electrical domain), RxTx power (dynamic power consumption of
operating receiver/ transmitted modulators, other devices, and the E/O and O/E
conversion modules in PNoCs; per-MR values from Table , and total MR tuning
power (sum of MR tuning power + microheater power; per-MR values from Table
4.2). The link-level results obtained for various CLOS and SWIFT links that are
shown in Table and Table are directly reflected in the power results shown

in Figs. [£.10] and [£.11] The wall-plug laser power values in Figs. [£.10] and [.11] are
directly dependent on the optical laser power values given in Tables [£.5 - Sland [4.6] The
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Figure 4.10: Average total power dissipation for different (a) datarate-BER balanced,
and (b) BER-optimal variants of CLOS PNoC. The error bars represent the minimum and
maximum values of power dissipation across 12 PARSEC benchmarks.

higher optical laser values in Tables and translate into higher wall-plug laser
power values in Figs. and Along the same lines, the TxRx and MR tuning
power values in Figs. [£.10] and [£.11] depend on the Ny values from Tables and
the higher N, values translate into higher TxRx and MR tuning power values, as
the number of MRs employed in a PNoC architecture depends on N, and TxRx and
MR tuning power depend on the number of MRs. Similarly, the higher values of N
in Tables and also result in higher values of intra-cluster/intra-node electrical
communication power in Figs. and [L.11], as the sizes of the required electronic
buffers in the intra-cluster electrical routers in PNoCs depend on the N, values, and
these buffer sizes in turn control the electrical power consumption in these routers.
From Fig. it can be observed that among the CLOS PNoC variants, the
EDAC variants for both the datarate-BER balanced and BER~optimal cases dissipate
the least power compared to other variants. This is because the laser power dissipation
is the major contributor to the total power dissipation in CLOS PNoC, and the
constituent links of the EDAC variants of the CLOS PNoC dissipate the lowest optical
laser power (Tables and compared to the SS, ODAC, and OOK variants. To
further analyze the power results, after the laser power, the second major contributor
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Figure 4.11: Average total power dissipation for different (a) datarate-BER balanced,
and (b) BER-optimal variants of SWIFT PNoC. The error bars represent the minimum
and maximum values of power dissipation across 12 PARSEC benchmarks.

to the total power dissipation in CLOS PNoC is the MR tuning power, followed by
the electrical power and TxRx power. The MR tuning power varies across different
variants, because different variants require different number of MRs due to different
N, values. In contrast, the SS variants dissipate less electrical power compared to
the other variants, because the SS variants achieve smaller N values, which in turn
reduces the complexity of the routers and Gls in the SS variants. Also, the ODAC
variants dissipate less TxRx power compared to the other variants, because the ODAC
variants consume less dynamic energy in the modulator drivers (as can be inferred

from the EMod values in Table .

Energy-per-Bit

The energy-per-bit (EPB) results for CLOS variants are shown in Figs. [4.12(a)
and [£.12(b), and for SWIFT PNoC in Figs. [4.13(a) and [.13(b). Fig. [4.12(a)
shows the EPB results for datarate-BER balanced variants of the CLOS PNoC, where
EDAC and ODAC variants of the CLOS PNoC have better EPB values, on average
across PARSEC benchmarks [37], in comparison with the other CLOS variants, with
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15% and 11% lower EPB, respectively, than the OOK variant. This is because of
the higher aggregate data rate and lower packet latencies of the EDAC and ODAC
variants resulting in lower energy consumption. For the BER-optimal case, as shown
in Fig. 4.12(b), the OOK variant for CLOS PNoC can be observed to have much
better performance, than the ones utilizing 4-PAM techniques. Among the 4-PAM
techniques, using SS has substantially higher energy utilization, with 4.9x more EPB
than the baseline OOK on average. Both ODAC and EDAC variants of CLOS PNoC
exhibit ~1.8x EPB of the OOK baseline for the BER-optimal case.
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Figure 4.12: Energy-per-bit (EPB) analysis for (a) the datarate-BER balanced variants,
and (b) the BER-optimal variants of the CLOS PNoC. Column heights represent EPB
averaged across 100 PV maps and normalized to the CLOS-OOK variant.

Among different SWIFT PNoC variants for the datarate-BER balanced case (Fig.
4.13|(a)), we can see that the EDAC variant performs better across the benchmark
applications, retaining 2.5x less EPB than the baseline OOK, on average across the
PARSEC benchmarks [37]. The ODAC variant has comparable EPB consumption
to the EDAC variant, with consuming ~2.4x less EPB than the baseline on average
across the benchmark applications. The SS variant also performs better than the
baseline, consuming 1.2x less EPB on average across the benchmarks.

Among the BER-optimal variants of the SWIFT PNoC (Fig. [4.13(b)), the SS
variant has ~1.7x more EPB value than the baseline OOK variant. On the other
hand, the EDAC variant consumes 2.22x less EPB than the baseline OOK on av-
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Figure 4.13: Energy-per-bit (EPB) analysis for (a) the datarate-BER balanced variants,
and (b) the BER-optimal variants of the SWIFT PNoC. Column heights represent EPB
averaged across 100 PV maps and normalized to the SWIFT-OOK variant.

erage across the benchmarks. The ODAC variant consumes 1.67x less EPB than
the baseline on average. For the SWIFT PNoC variants, as well as for the CLOS
PNoC variants, the energy utilized by the laser sources and TxRx modules is the
main factor controlling the EPB values, as seen in the power breakdowns in Figs.
and [£.11] The reduced power consumption of EDAC variants as shown in Figs.
and along with their lower latency of operation, leads to better throughput,
and results in better EPB values for these variants for both the PNoCs considered in
our evaluations.

In summary, across all the OOK and 4-PAM variants of the CLOS and SWIFT
PNoCs, the 4-PAM-EDAC variants exhibit the lowest latency and energy on average
across the considered PARSEC benchmark applications. For the balanced datarate-
BER case, compared to the baseline OOK variants, the 4-PAM-EDAC variants of
the CLOS and SWIFT PNoCs achieve 68% and 65% of the latency, as well as 66%
and 64% of the EPB. Similarly, for the optimal BER case, compared to the baseline
OOK variants, the 4-PAM-EDAC variants of the CLOS and SWIFT PNoCs achieve
62% and 53% of the latency, as well as 38% and 57% of the EPB. These outcomes
motivate the use of 4-PAM-EDAC signaling over OOK and other 4-PAM signaling
methods to achieve significantly better energy-efficiency for on-chip communication
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with PNoCs.

4.6 Summary

Conventional OOK based signaling enables high-bandwidth parallel data transfer in
PNoCs, but as the number of DWDM wavelengths increases, the power, area con-
sumption, and bit-error rate (BER) in PNoCs increase as well. To address this
problem, 4-PAM signaling has been introduced which can double the aggregated
datarate without incurring significant area, power, and BER overheads. In this chap-
ter, for the first time, we performed a detailed analysis of various designs of 4-PAM
modulators, including 4-PAM-SS, 4-PAM-EDAC, and 4-PAM-ODAC. We utilized
these modulators to design 4-PAM photonic links and PNoC architectures with two
different design goals of achieving the BER-balanced datarate (achieving maximum
datarate with a desired BER of 107 using FEC codes) and optimal BER (achieving
desired BER of 107 using increased input optical power). We then compared these
BER-optimal and datarate-BER balanced 4-PAM links and PNoC architectures with
the conventional OOK modulator based photonic links and architectures, in terms of
performance (datarate and latency), BER, and energy-efficiency. Our analysis with
CLOS PNoC and SWIFT PNoC architectures that are designed using the OOK, 4-
PAM-SS, 4-PAM-EDAC and 4-PAM-ODAC based modulators and links showed that
the 4-PAM-EDAC variants of the CLOS and SWIFT PNoCs yield the least latency
and consume the least energy on average across the considered PARSEC benchmark
applications. For the balanced datarate-BER case, compared to the baseline OOK
variants, the 4-PAM-EDAC variants of the CLOS and SWIFT PNoCs respectively
achieve 68% and 65% of the baseline latency, as well as 66% and 64% of the baseline
EPB. Similarly, for the optimal BER case, compared to the baseline OOK variants,
the 4-PAM-EDAC variants of the CLOS and SWIFT PNoCs respectively achieve 62%
and 53% of the baseline latency, as well as 38% and 57% of the baseline EPB. These
outcomes push for the PNoC architectures of the future to employ the 4-PAM-EDAC
signaling over the OOK and other 4-PAM signaling methods to achieve significantly
better energy-efficiency for on-chip communication.

Copyright© Venkata Sai Praneeth Karempudi, 2023.
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Chapter 5 An Analysis of Various Design Pathways Towards
Multi-Terabit Photonic On-Interposer Interconnects

5.1 Introduction

With the recent deluge of data-centric computing applications, such as deep learning,
and graph analytics, the world’s appetite for analyzing massive amounts of struc-
tured and unstructured data has grown dramatically. For instance, since 2012, the
amount of compute used in the largest Al training jobs has been increasing expo-
nentially with a 3.4-month doubling time [I80], which is 50x faster than the pace
of Moore’s Law. Fulfilling this appetite demands for increasingly high computa-
tional capacity (in terms of compute and memory bandwidths) and energy efficiency.
However, consistently meeting this sustaining demand using the currently utilized
large monolithic manycore chips and homogeneous multi-chip board designs (e.g.,
[50][61] [83] [94][T17] [264]) is becoming increasingly difficult. This challenge is primar-
ily attributed to three fundamental reasons. First, this demand is quickly outpacing
the progress realized by dwindling Moore’s law, due to the fundamental physical lim-
itations slowing the rate and increasing the complexity and cost of transition from
one technology node to the next [63]. Second, the attempts to scale the size of large
monolithic chips gives rise to extravagant manufacturing cost due to the limited ret-
icle size and poor yield of stitching multiple reticles together [172]. Third, scaling
the multi-chip board designs can push the package to die ratio in such designs to be
greater than 10:1 [231], which in turn can dramatically increase the area overhead of
computing systems that employ such multi-chip board designs.

To overcome these challenges, the industry has focused on system dis-aggregation
as a solution, wherein a large monolithic system-on-chip is partitioned into multiple
smaller, modular chiplets of heterogeneous types. These chiplets are then assembled
into a large system-on-package using organic substrate (e.g., [I10][11]), silicon inter-
poser (e.g., [237)[119][114][104][132]), or silicon wafer (e.g., [187][185][186][24][113])
as the substrate for chiplet assembly and packaging. The size of the silicon inter-
poser based chiplet assemblies is typically limited to <1,000 mm? due to the limited
reticle size [I72]. Nevertheless, the silicon interposer based chiplet assemblies have
several advantages over the organic substrate and silicon wafer based assemblies. Un-
like the organic substrate based assemblies, the silicon interposer based assemblies
have lower package-to-die ratio [231], which decreases their system area overheads.
Along the same lines, unlike the silicon wafer based assemblies, the silicon inter-
poser based assemblies are relatively less susceptible to challenges related to power
delivery and thermal stability. Furthermore, silicon interposer-based assemblies offer
the potential to integrate active front-end-of-line logic components directly onto the
interposer. This integration opens up opportunities to enhance inter-chiplet intercon-
nect bandwidth density and efficiency. In addition, it enables the implementation of
advanced network topologies and routing logic directly within the interposer, leading
to improved communication capabilities. On the other hand, the waferscale chiplet
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assemblies are very large in size compared to the interposer based assemblies. But
unlike the silicon interposer, to achieve >90% yield, the silicon wafer substrate, upon
which various chiplets are assembled, has to remain passive. Because of these advan-
tages, the silicon interposer based chiplet assemblies are rapidly materializing in both
the industry and academia.

As such, silicon interposer based chiplet assemblies require efficient implemen-
tation of inter-chiplet communication with low end-to-end latency, high bandwidth
density, and high scalability, all achieved within a strict power budget. In general,
the silicon interposer substrate can be active or passive [237], and its use for as-
sembling chiplets can be based on through silicon vias (TSVs) (e.g., as in TSMC’s
CoWosS technology family [60]) or completely free of TSVs (e.g., as in Intel’s EMIB
technology family [159]). Regardless of the type of the utilized interposer, the in-
terposer based chiplet systems can support inter-chiplet interconnects with tangibly
very high (potentially multi-Tb/s) bandwidth densities [62]. But such extreme-scale
interconnect bandwidths are supported only for the inter-chiplet distance of less than
200-300 pm. In addition, prior work [34] has shown that as the number of chiplets
on the interposer increases, the average latency of the inter-chiplet interconnects in
the state-of-the-art interposer assemblies scales very poorly, regardless of the uti-
lized interconnects topology. This is mainly because the data rates and latency of
on-interposer electrical wires scale poorly due to their high impedance dependence.
To overcome these shortcomings, prior works have proposed active silicon-photonic
interposer (SiPhI) based chiplet systems (e.g., [29][255]). These systems consider the
bandwidth density of the inter-chiplet on-SiPhl interconnects to be ~1 Th/s/mm?,
because there is a push for the next generation interconnects to have ;1 Th/s/mm?
bandwidth density [65]. In fact, SiPh based chiplet assemblies from prior work have
shown multi-Tbh/s/mm? bandwidth densities for optical fiber based off-package 1/Os
[66][203]. As the natural progression from these excellent outcomes from prior works
and driven by the increasing bandwidth needs of emerging workloads, there is impe-
tus to achieve multi-Th/s bandwidth across the SiPh interposer with an end-to-end
latency of no more than ~10ns. However, to meet this goal, there are some daunt-
ing challenges to overcome. The major challenge is that as a SiPhl system scales to
reach the reticle limit, the length of the end-to-end on-SiPhl links tends to become
greater than 10 cm. For such long links, optical signal losses can become notably
high, which in turn can make it very difficult to achieve even multi-Tbh/s interconnect
bandwidth, let alone achieving multi-Tbh/s/mm? bandwidth density. Unfortunately,
this challenge has not been addressed by any prior works so far.

To address this challenge, in this chapter, for the first time, we identify the key
pathways for the design of multi-Tb/s on-SiPhl links, by taking clues from the existing
literature on the design and optimization of SiPh interconnects, both in the on-chip
and off-chip design domains. Our identified design pathways include: (1) increasing
the available optical power budget per on-SiPhI link by minimizing the insertion losses
and power penalties in the link, (2) increasing the spectral bandwidth available per
on-SiPhl link (normally referred to as free-spectral range (FSR)) for higher degree of
wavelength multiplexing, and (3) increasing the available optical power budget per
on-SiPhl link by increasing the maximum allowable optical power (MAOP) limits
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of the link. We explore these SiPhl link-level design pathways in isolation and in
various combinations of one another, to investigate which of these design pathways
can help achieve multi-Tb/s on-SiPhl links. Based on our link-level analysis, We also
enable the following two chiplet-based systems with our designed on-SiPhl multi-Tb/s
links and provide their system-level performance analysis: (i) a CPU based manycore
multi-chiplet architecture named NUPLet [29], and (i) a GPU based deep learning
training system from [127] that employs a total of 512 multi-chiplet GPU modules.
The key contributions of this chapter are summarized below:

e We consider three state-of-the-art SiPh fabrication platforms from prior works
[236] and [12], and then derive different variants of on-SiPhl links based on
different combinations of these considered platforms and our identified design
pathways mentioned earlier;

e We perform link-level analysis for all the derived on-SiPhl link variants, from
which we calculate the achievable aggregate bandwidth and energy-per-bit (EPB)
values for each on-SiPhl link variant for link lengths of up to 10 cm;

e We identify all viable on-SiPhl link variants that can support multi-Th/s ag-
gregate bandwidth;

e We use our identified viable link variants to enable and evaluate different vari-
ants of two SiPhl based multi-chiplet systems from prior work: (1) a CPU
system from [29], and (2) a GPU based deep learning training system based on
[127];

e We perform benchmark-driven analysis of our considered CPU based system
variants to evaluate their performance (in terms of execution time), energy and
energy-delay product, for PARSEC benchmark applications. Similarly, we also
analyze our considered GPU based system variants to evaluate the training
time-to-accuracy for deep learning applications.

5.2 Preliminaries

On-Silicon Photonic Interposer (On-SiPhI) Inter-Chiplet Links

Prior work [4] provides a survey of design methods for multi-chiplet packages that
integrate silicon photonics and electronics together. The use of a SiPhl for such in-
tegration is one of the approaches advocated in this work. Based on this approach,
Fig. illustrates our envisioned schematic of an on-SiPhI link. The basic compo-
nent of an on-SiPhl link is a silicon waveguide (shown in gray in Fig. that is
implemented on the SiPhl. The other SiPh components of the link that are imple-
mented on the SiPhl include: a grating coupler; a transmitter microring resonator
group (Tx MRRG); and a receiver microring resonator group (Rx MRRG). In addi-
tion, the on-SiPhI link also has other electronic and electro-optic components that
are implemented on chiplets. These components are: a laser chiplet that has a comb
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Figure 5.1: Inter-Chiplet Silicon Photonic MRR-based DWDM Link.

laser source implemented on it [235][85]; a transmitter chiplet that has Tx MRRG pe-
ripheral circuits such as modulator drivers and serializers; and a receiver chiplet that
has Rx MRRG peripheral circuits such as transimpedance amplifiers, and deserializ-
ers. The comb laser source on the laser chiplet emits a comb of optical wavelengths
that are coupled into the on-SiPhlI silicon waveguide via the grating coupler using
the dense wavelength division multiplexing (DWDM) technique. These wavelengths
work as different data-carrying channels. When these wavelength channels reach the
Tx MRRG, the individual MRR modulators of the Tx MRRG modulate input data
signals onto these wavelength channels. These modulated wavelength channels are
transmitted to the Rx MRRG at the receiver side through the on-SiPhl silicon waveg-
uide. The Rx MRRG consists of an array filter MRRs whose resonances are tuned
to the incoming wavelength channels. These MRRs drop the incoming modulated
channels onto their respective photodetectors to recover the input data signals. If
the number of multiplexed wavelength channels into the on-SiPhl waveguide is N,
and if each wavelength channel operates at bitrate of BR Gb/s, then the on-SiPhl
waveguide can support Ny x BR Gb/s bandwidth. Hence, to achieve ;1 Th/s band-
width, the on-SiPhl waveguide must support sufficiently high values of N, and BR.
Factors that impact the achievable values of N, and BR per on-SiPhl waveguide are
discussed next.

Performance of On-SiPhl Links

The peak and average performance values of inter-chiplet on-SiPhl networks, in terms
of throughput, latency, and energy efficiency, are attributed to the speeds and energy
costs of the individual sender-to-receiver data transfers across the networks. Since
all SiPh networks, including on-SiPhl networks, are typically circuit-switched due to
the lack of appropriate means for storing optical packets on the fly, each individual
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Table 5.1: Device-layer, circuit-layer, and system-layer features that influence the perfor-
mance and energy efficiency of inter-chiplet on-SiPhl interconnects.
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Figure 5.2: (1) Schematic of an on-SiPhl inter-chiplet link, (2), a summary of the optical
power budget, and (3) evolution of the optical power budget. The laser source is assumed to
be a multi-wavelength comb source, and MAOP per waveguide and MAOP per wavelength

are typically forced once the light from the laser source is coupled in the link through the
coupler.

sender-to-receiver data transfer takes place on a pre-established point-to-point on-
SiPhl link [116, 219]. Therefore, the total energy cost of a sender-to-receiver data
transfer is attributed to the data-dependent energy consumption of the link related
to the dynamic switching of active photonic components of the link and the non-
data-dependent consumption related to the optical and thermal stability power of
the link [I6]. Due to the compact size and CMOS driving voltages of MRRs, the
dynamic energy portion of the total energy cost can typically be as small as a few {J
per bit [76]. This makes the optical and thermal stability power-related portion of the
total energy cost the most substantial factor. To mitigate this substantial portion, a
common approach has been to increase the aggregated bandwidth of data transfers on
the link so as to reduce the amortized energy-per-bit cost (i.e., power per bandwidth)
related to the optical and thermal power of the link [16]. Increasing the aggregated
bandwidth of the link has been a common strategy even to increase the speeds of the
individual sender-to-receiver data transfers on the link [20, [19]. Thus, in a nutshell,
forging new techniques to increase the aggregated bandwidth of the individual links
of on-SiPhl networks remains crucial to achieving high peak and average performance
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values from the on-SiPhl networks.

The aggregated bandwidth of an on-SiPhl link is typically impacted by various
design features across the device, circuit, and architecture layers of the hardware
design stack. These design features are listed in Table 5.1l We reason using Fig. 2
and Eqs. (1) to (5) that the device-layer features such as the MAOPs, propagation
+ coupler losses, and FSR, among all of the features listed in Table [5.1 determine
the achievable upper bound of aggregated bandwidth of an on-SiPhl link. No matter
how the other circuit-layer and architecture-layer features from Table play out for
an on-SiPhl network, the achieved aggregated bandwidths of the individual sender-
to-receiver data transfers across the network cannot be higher than the aggregated
bandwidths of the individual links of the network that are set forth by the underlying
device-layer feature values. Therefore, in this chapter, we focus on exploring the role
of the MAOPs, propagation + coupler losses, and FSR in realizing on-SiPhl links
with multi-terabits/second bandwidth.

It is well established in prior works that the performance (i.e., achievable N, and
BR) of a SiPh link, whether an optical fiber based off-chip link (e.g., [19][20][15])
or a silicon waveguide based on-chip link (e.g., [125][261][252][28][193]), depends on
the strict optical power budget (OPB) of the link. This holds true for the on-SiPhl
waveguide based links too. In this section, we refer to Fig. to illustrate how
the OPB of an on-SiPhl link impacts its performance, i.e., its achievable N, and
BR. As illustrated in (3) of Fig. [5.2] the OPB of a link determines the apex of
the allowable optical losses and power penalties in the link. The OPB of a link has
two mutually related components (see (2) in Fig. [5.2): (i) per-wavelength OPB,
and (ii) per-waveguide OPB. Per-wavelength OPB determines the amount of allow-
able losses and power penalties for a single wavelength channel in the link, and can
be defined as the difference between the per-wavelength maximum allowable optical
power (MAOP) and the sensitivity of the receiver (Eq. . Similarly, per-waveguide
OPB determines the amount of optical losses and power penalties allowed for all the
wavelength channels in the link, and it is provided as the difference between the
maximum allowable optical power (MAOP) per waveguide and the sensitivity of the
receiver (Eq. [5.2). As illustrated in (2) of Fig. [5.2] the per-wavelength MAOP is re-
stricted to 3.2 mW (5 dBm) (i.e., no more than 5 dBm optical power per wavelength
is allowed). This limit has been decided upon theoretically [20][15][270] as well as
empirically [147][156] to avoid the MRR modulators of the Tx MRRG from being
inoperative due to the adverse impacts of optical non-linear effects such as multi-
stability, self-heating, self-pulsation [67][42]. On the other hand, the per-waveguide
MAOP is restricted to 100 mW (20 dBm), to avoid dramatically high optical propaga-
tion losses in on-SiPhl waveguides caused due to the increased two-photon absorption
(TPA) and free-carrier absorption (FCA) [100]]20] [249][125].

OPB per Wavelength (dB) = MAOP per Wavelength — Receiver Sensitivity
(5.1)

OPB per Waveguide (dB) = M AOP per Waveguide — Receiver Sensitivity (5.2)
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Looking at the evolution of OPB provided in (2) of Fig. , a wavelength channel
generated from a laser source experiences insertion loss and other power penalties as
it propagates through the on-SiPhl waveguide of the link. Furthermore, insertion loss
is a critical parameter that significantly impacts the aggregate bandwidth and energy
efficiency of on-SiPhl links. The total insertion loss encountered by a given wavelength
channel encompasses three main components: (i) the total coupling loss of the grating
coupler; (ii) the waveguide propagation loss, which is the sum of the scattering loss
(due to the sidewall roughness of the on-SiPh waveguide) and absorption loss (due
to the material and free-carrier absorption mechanisms in the on-SiPh waveguide);
and (iii) insertion loss of Tx+Rx MRRGs. It is important to note that each of these
components of the insertion loss is contingent upon the specific SiPh fabrication
process utilized. Section 5.3.1 delves into the specifics of each of these components,
offering insights into their differences across various SiPh fabrication processes. For
instance, the coupling loss pertaining to a coupler in an on-SiPhl link is ~1.5 dB for
45nm SOI CMOS, whereas it is significantly high at 4.9 dB for 32nm SOI CMOS.
Similarly, the propagation loss in silicon waveguides is ~3.7 dB/cm for 45nm SOI
CMOS, whereas it is 10 dB/cm for 32nm SOI CMOS. On the other hand, the power
penalties experienced by a wavelength channel across the link include the modulator
array penalty (i.e., the power penalty incurred due to the array of modulator MRRs
of the Tx MRRG) and detector array penalty (i.e., the power penalty incurred due
to the array of filter MRRs of the Rx MRRG), as shown in Fig. [5.2] The modulator
array penalty consists of modulator inter-channel crosstalk [18]. Similarly, the filter
array penalty consists of the total power penalty manifesting at the photodetectors
due to the inter-channel crosstalk at the MRR filters and truncation of the modulated
signal spectra [I8]. All of these optical insertion losses (IL® in Eq. and power
penalties (PP4%,, in Eq. in the link as a whole (P¢Z_ in Eq. should amount

loss

to be less than the per-wavelength OPB (Eq. , for the link to be viable. This P52,
value also whittles down a significant portion of the per-waveguide OPB to render
the remaining OPB to be available for DWDM (Fig. [5.2). This outcome presents
the in-equality in Eq. as the necessary condition to accommodate N, wavelength
channels in the link.

Therefore, for a given N wavelength channels in a photonic link (N,), total losses
and power penalties experienced by these wavelength channels should be within the
optical power budget as depicted in Eq. [5.1] It is intuitive from Fig. 2 and Eq.
that to design a high bandwidth photonic link, OPB should be high and, link losses
and power penalties should be low. OPB can be increased by increasing the MAOP
whereas power penalties in a photonic link can be reduced by increasing the FSR.
Detailed discussion regarding the impact of several link design parameters on OPB
and the aggregate bandwidth of a photonic link is provided in the upcoming section.

PB = ppgB 4+ 1L (5.3)

loss

OPB per Wavelength (dB) > P22 (5.4)

0ss
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OPB per Waveguide (dB) > P8 + 10 x logio(N)) (5.5)

loss

Intuitively, the bandwidth of an on-SiPhl link can be increased by increasing the
(N)» x BR) for the link. However, from Fig. [5.2] there should be sufficient OPB
available for DWDM in the link to support such an increase in (N, x BR). But
unfortunately, it is well established in prior works [20][15] that (N, x BR) in the
state-of-the-art on-chip and off-chip SiPh links cannot be sufficiently increased to
realize >1 Tb/s link bandwidth, due to the low values of OPB available for DWDM
that is inflicted by the current, nascent state of the SiPh technology. This unpleasant
shortcoming motivated us to undertake a critical thinking exercise to identify the key
design pathways towards the realization of >1 Tbh/s on-SiPhl links. The outcomes of
this exercise are presented in the next section.

Table 5.2: Various design pathways, their target device parameters with corresponding
projected values, and the likelihood of achieving the projected parameter values either in
the short term (within 5 years) or long term (>5 years)

Design Target Projected Timel; Motivating
Pathway Parameter Value tetme Prior Works
Wide FSR FSR of Filter MRR 80nm Long Term [140] [168]
¢ FSR of Modulator MRR 80nm Short Term [47] 135]
Minimized Propagation Loss 1 dB/cm Long Term [289] [73]
Loss Coupling Loss 1dB Short Term | [214] O7] [170]
Increasing MAOP Piif@alile/;gge 15 dBm (31.62 mW) | Long Term [147]
MAOP Eliminate Long Term | [273] 126] [124]

5.3 Identifying the Key Design Pathways Towards Multi-Terabit
On-SiPh-Interposer Links

As per the discussion in Section 5.2.2, the device-layer features serve as key de-
sign pathways in realizing on-SiPhl links with multi-terabits/second bandwidth. The
chosen design pathways, their projected values, and expected timelines along with
references to the relevant prior works are provided in Table [5.2] From the discussion
in Section 5.2.2, increasing the bandwidth of an on-SiPhI link requires increasing the
(NA» X BR) for the link, which in turn requires a sufficient increase in the ’avail-
able OPB for DWDM’ in the link. From Fig. [5.2] increasing the ’available OPB
for DWDM? in the link can be achieved in the following ways: (i) by decreasing the
total insertion loss (ILP) in the link; (ii) by increasing the per-waveguide MAOP for
a given per-wavelength input power (Fig. [p.2)); (iii) by decreasing the total power
penalty (PP, ) in the link.

The insertion loss (IL4%) of an on-SiPhl link can be decreased by decreasing the
propagation loss and coupling loss in the link (Section 5.2.2). Several optimization
methods and fabrication processes pertaining to reducing the coupling loss in on-SiPhl
links have been introduced in prior works [214], 97, [170} 103]. The total propagation
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loss in an on-SiPhI link is the product of the waveguide length (cm) and the propaga-
tion loss constant (dB/cm). Therefore, to reduce the propagation loss in an on-SiPhl
link, it is intuitive that the propagation loss constant (dB/cm) should be reduced.
Another way of reducing the influence of insertion loss on the bandwidth of an on-
SiPhI link is to increase the per-wavelength MAOP (Fig. [5.2). Doing so can increase
the tolerance for higher total insertion loss. Increasing the per-wavelength MAOP
would in turn increase the per-waveguide MAOP. All of these factors collectively can
increase the ’available OPB for DWDM’.

On the other hand, the total power penalty PP4%,, for a link is the function of the
MRR Q-factor, channel BR, Free Spectral Range (FSR), and N,. Prior works [125],
[124], and [261] have shown that PP4%, for a SiPh on-chip link can be minimized
by designing the link using the optimum combination of the triplet {MRR Q-factor,
channel BR, N, } for given FSR. This means that it is possible to minimize the increase
in PP4,, caused due to the intended increase in (Ny x BR) by simply employing
an optimal MRR Q-factor that corresponds to the increased (N, x BR). However,
precisely defining the MRR Q-factor at the design time has been proven to be very
difficult due to the uncertainties emanating from the unavoidable fabrication-process
non-uniformity [242][269]. Moreover, the achievable operational bandwidth (i.e., the
operating BR) for the MRR modulator and filter devices highly depend on the utilized
device fabrication process [236][12]. Therefore, in the wake of such dependence on the
fabrication process, the more practical solution for viably increasing the bandwidth
of an on-SiPhl link becomes to accept the MRR Q-factor and channel BR that the
utilized fabrication process provides, and then look to increase the N of the link. To
this end, a possible, good option for lessening the impact of increasing N on PP .
would be to push for as large FSR as possible, because a large FSR renders a high
spectral bandwidth available for DWDM.

Based on this discussion, we identify the following three key design pathways
towards realizing >1 Tbh/s on-SiPhl links, which are provided in Table .

e Pathway 1: increase the available OPB for DWDM in the on-SiPhl link by
minimizing the insertion losses in the link;

e Pathway 2: increase the available OPB for DWDM in the on-SiPhI link by
increasing the per-wavelength and per-waveguide MAOP limits of the link;

e Pathway 3: increase the spectral bandwidth available for DWDM and mini-
mize the power penalties in the on-SiPhl link by pushing for as large FSR as
possible.

The detailed discussion on each of these pathways and the considerations made
for our link-level and system-level analysis are provided in the upcoming subsections.

Pathway 1: Minimize Insertion Losses

Insertion losses in an SiPh link include waveguide propagation losses and coupling
losses. The amount of coupling losses incurred in on-SiPhl links depend on the utilized
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fabrication process for realizing waveguides and couplers. For instance, coupling loss
associated with a coupler fabricated using the 45nm SOI CMOS process amounts
to 1.5dB. Likewise, a list of coupling losses pertaining to couplers created through
different SiPh fabrication processes is provided in Table [5.3] Various optimization
methods and fabrication processes pertaining to reducing the coupling losses in on-
SiPhI links have been introduced in prior works [214, 97, 170, 103]. By utilizing
these, the coupling losses per on-SiPhl link can be reduced to as low as ~1dB with a
relatively shorter timeline, as shown in Table [5.2]

Propagation losses in a silicon waveguide comprises of absorption losses and scat-
tering losses. Absorption losses: Silicon waveguides operating at wavelengths
ranging from 1500-1600 nm are prone to high absorption losses due to strong two-
photon absorption (TPA), despite their moderate-to-low material absorption losses
in this wavelength range. This is because, for DWDM applications, when multi-
ple wavelengths are coupled into a silicon waveguide, the total optical power in the
waveguide increases which in turn induces TPA effect in the silicon waveguide [100].
Due to TPA, free carrier concentration in the silicon waveguide increases that induces
free-carrier absorption (FCA) [100][249] effect, which consequently increases the ab-
sorption losses in the silicon waveguide. Scattering losses: Silicon waveguides
are also prone to high scattering losses mainly due to the following reasons. First,
sidewall roughness of the waveguides arising from fabrication imperfections. Second,
high index contrast between the core (silicon) and cladding (silicon dioxide) of the
waveguides. Due to the high index contrast between the core (silicon) and cladding
(silicon dioxide) of a silicon waveguide, the interaction of the guided optical mode
with the rough sidewalls of the waveguide increases. This enhanced mode-roughness
interaction increases the scattering losses in silicon waveguides.

Therefore, high absorption and scattering losses give rise to high propagation loss
in silicon waveguides. Moreover, the propagation loss observed in silicon waveguides is
contingent upon the particular SiPh fabrication process utilized. For example, silicon
waveguides fabricated using the 45nm SOI CMOS process exhibit a propagation loss
of 3.7 dB/cm, as provided in Table [5.3] Similarly, a list of propagation losses in
silicon waveguides across various SiPh fabrication processes is also provided in Table
6.3 Furthermore, increase in propagation loss increases the amount of insertion loss
present in the link. This increase in insertion loss whittles down the OPB restricting
the aggregate bandwidth of photonic links. Prior works have demonstrated new
photonic platforms for which TPA is absent [124][273][201], and such platforms can
render decreased waveguide propagation losses. On the other hand, some prior works
have reported silicon waveguide propagation losses below 1 dB/cm [106, [75]. The
type of waveguide demonstrated in these prior works [106] [75] is a ridge waveguide,
in which the interaction of guided mode with the sidewalls of the waveguide is low,
thereby reducing the scattering losses. However, ridge waveguides are not compatible
to couple with MRRs for cascaded DWDM. In contrast, channel waveguides are
compatible for cascaded DWDM, but the lowest reported propagation loss for channel
waveguides is greater than 2 dB/cm [289][73]. Therefore, achieving a propagation loss
of 1 dB/cm for ridge waveguides represents a short-term solution, while achieving the
same level of loss for channel waveguides is considered a long-term goal (Table .
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From the above discussion, it is clear that reducing the propagation loss to 1 dB/cm
and coupling loss to 1 dB is the most optimistic goal for the near future. Therefore,
we have chosen these loss values for our analysis in this chapter.

Pathway 2: Increase Per-Wavelength and Per-Waveguide MAOP Limits

Per-waveguide MAQOP: As discussed in Section 5.2.2, the per-waveguide MAOP
limit manifests in a rectilinear on-SiPhl waveguide due to the presence of very high
absorption losses at relatively high optical power density and large number of multi-
plexed wavelength channels in the waveguide. Such high absorption losses are caused
in a DWDM based silicon waveguide due to the strong two-photon absorption (TPA)
and four-wave mixing nonlinearities of the silicon material in the optical C-band of
operation [33][I36]. Due to the TPA effect, the free-carrier concentration in a silicon
rectilinear waveguide can dramatically increase for the input optical power densities
of greater than 1 W/um? (corresponds to 100 mW (20 dBm) optical power in the
waveguide with the cross-sectional waveguide dimensions of 520 nm x 220 nm [136]),
which consequently triggers free-carrier absorption (FCA) related very high propaga-
tion losses that can amount to up to 1 dB/cm additional loss per added multiplexed
channel in the waveguide [136]. To avoid such high, power-dependent propagation
losses in the waveguide, prior works limit the MAOP per waveguide to be 100 mW
(20 dBm) [100][270]. Clearly, the introduction of the per-waveguide MAOP limit caps
the available OPB for DWDM (Fig. [5.2)), which in turn limits the achievable increase
in N, and link bandwidth. Therefore, we can intuitively argue that the opportunities
for increasing the available OPB for DWDM can be improved by increasing, or even
virtually eliminating the per-waveguide MAOP limit. Prior work [I82] has shown that
such optical power-dependent losses are not present in silicon nitride waveguides, but
due to the lack of active devices in silicon nitride material platform [273], silicon
nitride waveguides are not yet commonly used in the mainstream SiPh designs. Al-
ternatively, another prior work [124] has shown that the per-waveguide MAOP limit
can be increased, or even be virtually eliminated, by designing SiPh links that can
operate at relatively long wavelengths around 4um. At such long wavelengths, sil-
icon’s band gap energy is more than the energy of 2 photons, and hence, the TPA
effect is absent, eliminating the optical power-dependent dramatic increase in waveg-
uide propagation losses. Leveraging these benefits however requires adopting a new
SiPh fabrication material system, referred to as silicon-on-sapphire (SOS) [124]. Al-
though it is not clear yet if, how, and by when the SOS-based SiPh designs will
replace the SOI-based SiPh designs, it is worth asking this question nevertheless:
Can eliminating the per-waveguide MAOP limit in on-SiPhl links boost their band-
width beyond 1 Th/s? To find the answer to this question, we aim to eliminate the
per-waveguide MAOP, and hence, per-waveguide OPB as part of this design pathway,
for the link-level and system-level bandwidth and performance analysis. Eliminating
per-waveguide MAOP is a relatively long-term solution (Table .
Per-wavelength MAOP: On the other hand, the cause for the per-wavelength
MAOQOP limit is the interplay of the mutually conflicting free-carrier dispersion and
thermal dispersion phenomena in MRR modulators that renders the modulators in-
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operable for per-wavelength input optical power of greater than the MAOP limit
[67][147]. Evidently, this interplay is exacerbated due to the strong TPA effect and
high intra-cavity power buildup present in the silicon MRR modulators [67][147]. Nev-
ertheless, the MRR modulators can be intelligently designed to balance the interplay
of these conflicting phenomena [156], to consequently increase the per-wavelength
MAOP limit to 5 mW (7 dBm) [147] (which is greater than 3,2 mW (5 dBm), as
commonly assumed in several link- and system-level prior works [20][270][125]). This
outcome encourages the efforts focused on eliminating the TPA effect from MRR
modulators, in hopes of further increasing the per-wavelength MAOP limit to conse-
quently increase the per-wavelength OPB (Section 5.2.2; Fig. . However, since it
is not yet clear how much eliminating the TPA effect would impact the per-wavelength
MAOP limit, we assume a relatively optimistic value of 31.5 mW (15 dBm) for the
per-wavelength MAOP limit as part of this design pathway, which is considered a
long-term solution (Table|5.2]). This assumption guides us in our quest to answer the
following question: Can eliminating the per-wavelength MAOP limit in long on-SiPhl
links (about 10 cm long) boost their bandwidth beyond 1 Th/s?
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Figure 5.3: Illustration of FSR of an MRR.

Pathway 3: Push for as Wide FSR as Possible

MRR, which is considered as the workhorse of a photonic link, is a looped waveguide
in which the resonance occurs when the optical path length of the MRR is exactly a
whole number of wavelengths. Therefore, MRRs support multiple resonances and the
spacing between these resonances is FSR as shown in Fig. [5.3] Low values of FSR
means for a given number of wavelength channels in a photonic link (V,), spacing
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between the adjacent channels is low resulting in inter-channel crosstalk [I8] which in
turn increases the PP%2. . (Section 5.2.2). Prior works have demonstrated that low
FSR of MRR devices in SOI photonic links [20] restricts the aggregate bandwidth to
< 1Tb/s because of this increase in PP%4 .. Hence, it is important to enhance the
FSR of constituent MRR devices to achieve the aggregate bandwidth of ; 1Th/s.
FSR of an MRR is inversely proportional to its round-trip optical length. There-
fore, to widen the FSR, one way is to reduce the round-trip optical length of the
MRR which would result in a compact size of the MRR. But this length cannot be
infinitely reduced due to various reasons. Firstly, reducing the round-trip optical
length of an MRR increases the complexity of implementing the MRR tuning mech-
anism. Secondly, due to the shorter coupling length, the efficient coupling between
the bus waveguide and the MRR becomes difficult to realize. Finally, reducing the
round-trip optical length often results in sharper bend radius, which causes extra
radiation losses and scattering losses in the MRR due to the guided optical mode
that overlaps with and extends beyond the rough outer wall of the MRR bend.
Alternatively, prior works have demonstrated various designs of MRR filters that
can support larger FSR. Most recently, FSR-free MRR filter architectures were also
demonstrated. Among the designs of MRR filters that support large FSR, Li Ang
et al. in [I40] demonstrated a novel method that widens the FSR by means of
internal reflections inside the MRR. No extra optical loss is introduced and a wide
FSR up to 150 nm can be achieved using this method. Similar design has also been
demonstrated in [258] that supports FSR up to 175 nm. On the other hand, FSR-free
MRR filter architectures demonstrated so far in the literature are based on either
integrating the contra-directional couplers (CDCs) with the MRR or by cascading
MRRs with different FSRs (popularly known as vernier scheme [90]). Eid. N et al.
in [80] demonstrated FSR free MRR filters based on partially wrapping the contra-
directional couplers (CDC) around the MRR. This design significantly suppresses
the side-modes of the MRR resulting in FSR free response. Another similar type of
FSR free MRR filter design has also been demonstrated in [164] which is based on
integrating the bent CDCs into the through port coupling region of the MRR cavity
which suppresses all the modes except the resonance mode of the cavity. An FSR-free
MRR filter architecture based on vernier scheme is demonstrated in [168], which is
polarization diverse and can be tuned beyond the range of C-band. This design of
FSR~free MRR filter based on vernier scheme is CMOS compatible, making it easier
to fabricate compared to other FSR-free MRR filter designs demonstrated so far.
Another FSR-free MRR filter based on vernier scheme is demonstrated in [I96]. An
FSR free MRR filter using photonic crystal cavities was also demonstrated in [295].
Although, prior works have demonstrated MRR filters that virtually eliminate the
FSR, the off-chip comb laser sources employed with on-SiPhl links, demonstrated so
far [85] 2811 205], 235], 129], cannot provide consistently high optical power at every
wavelength for a wide range of wavelengths. Based on what is known from these
prior works, comb laser sources can consistently provide ; 15 dBm of optical power
per wavelength for up to 80 nm range only around the C and L bands. This limitation
of comb laser sources curtails the available spectral bandwidth for DWDM, which in
turn has the effect of having a limited FSR because a limited FSR also curtails the
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available spectral bandwidth for DWDM. Therefore, we consider the achievable FSR
to be 80nm, which is a relatively long-term solution (Table [5.2)).

Pathfinding analysis

Table lists the identified design pathways and their corresponding target param-
eters which were discussed in previous subsections. From previous subsections, it is
clear that the feasible solution for viably increasing the bandwidth of an on-SiPhl
link is to accept the MRR Q-factor and channel BR that the utilized fabrication
process provides, and then look to increase the N, of the link. However, the Q-
factor and channel BR varies across different fabrication platforms. Therefore, we
consider three established SiPh fabrication platforms from prior work namely 45nm
SOI CMOS [236], 32nm SOI CMOS [236] and Deposited poly-Si [12] for our pathfind-
ing analysis. Table lists the design parameters corresponding to these fabrication
platforms. The parameters listed in Table[5.3] corresponding to each platform, do not
corroborate with our intended design pathway targets (Table . Hence, we have
derived eight different variants of on-SiPhl inter-chiplet links, in which seven variants
are derived based on our identified design pathways (Table and one variant is
derived based on the parameters innate to fabrication platforms (Table . Each of
these variants are listed below:

1. Fabrication_Platform Name + Vanilla - This variant utilizes innate design
parameters corresponding to each of the considered fabrication platforms (Table

p-3)

2. Fabrication_Platform_Name + Minimized Loss - This variant employs
innate design parameters corresponding to each platform except the insertion
loss parameters, which are replaced with target parameters of our Minimized
Loss design pathway (Table

3. Fabrication_Platform_Name + Wide FSR - This variant avails innate de-
sign parameters corresponding to each platform except the FSR parameter,
which is replaced with target parameter of our Wide FSR design pathway (Ta-

ble [5.2)

4. Fabrication_Platform Name + Increased MAOQOP - This variant utilizes
innate design parameters corresponding to each platform except the MAOP
parameters, which are replaced with target parameters of our Increased MAOP

design pathway (Table

5. Fabrication_Platform_Name + (Minimized Loss + Wide FSR) - This
variant employs innate design parameters corresponding to each platform ex-
cept the insertion loss and FSR parameters, which are replaced with target
parameters of our Minimized Loss and Wide FSR design pathways (Table

6. Fabrication_Platform_Name + (Minimized Loss + Increased MAOP)
- This variant avails innate design parameters corresponding to each platform
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but replaces the insertion loss and MAOP parameters with the target parame-
ters of our Minimized Loss and Increased MAOP design pathways (Table

. Fabrication_Platform Name + ( Wide FSR + Increased MAOP) - This
variant employs innate design parameters corresponding to each platform but
replaces the wide FSR and MAOP parameters with the target parameters of
our Wide FSR and Increased MAOP design pathways (Table

. Fabrication_Platform Name + (Minimized Loss + Wide FSR + In-
creased M AOP) - This variant employs innate design parameters correspond-
ing to each platform but replaces the insertion loss, wide FSR and MAOP pa-
rameters with the target parameters of our Minimized Loss, Wide FSR and

Increased MAOP design pathways (Table

Replacing the Fabrication_Platform Name with the 45nm SOI CMOS [236],
32nm SOI CMOS [236] and Deposited poly-Si [12] platforms in the above list of
variants, makes it a total of twenty four variants (eight variants corresponding to
each platform). Detailed link-level and system-level analysis of each of these variants

is provided in upcoming sections.

Table 5.3: Design Parameters for our considered SiPh fabrication processes

Design Parameters

45nm SOI CMOS [2306]

32nm SOI CMOS [236]

Deposited Poly-Si [12]

Modulator MRRs Q 10000 6000 5000
Filter MRRs Q 8500 6500 5000
MRR Radius 5 pum 5 pm 7.5 pm
Operating-wavelength 1290 nm 1310 nm 1300 nm
FSR 12.6 nm 13 nm 8.54 nm
Modulator Bandwidth 13 GHz 13.5 GHz 16.8 GHz
Detector Bandwidth 5 GHz 12.5 GHz 11 GHz
Sensitivity (dBm) -17.645 -11.79 -20.414
Propagation Loss 3.7 dB/cm 10 dB/cm 20 dB/cm

MAOP (per-wavelength)

1.7 mW (2.3 dBm)

2.5 mW (4 dBm)

2.8 mW (4.5 dBm)

MAOP (per-waveguide)

100 mW (20 dBm)

100 mW (20 dBm)

100 mW (20 dBm)

Per-coupler Loss

1.5 dB

4.9 dB

5.2dB

Bit-rate 12 Gb/s 12.5 Gb/s 11 Gb/s
Per-wavelength Budget 19.945 dB 15.794 dB 24.914 dB
Per-waveguide Budget 37.645 dB 31.79 dB 40.414 dB
Waveguide Length 1-10 cm 1-10 cm 1-10 cm
Modulator IL 4.7 dB 2.8 dB 3.8 dB
Filter IL 0.18 dB 0.14 dB 0.11 dB
Coupling Loss 1.5 dB 4.9 dB 5.2 dB

5.4 Link-level evaluation

Evaluation Setup

To perform the pathfinding link-level analysis for each of the 24 derived variants
(Section 5.3.4), we utilize a search heuristic based optimization framework provided in




[252]. This search heuristic consists of an error function that takes different values of
Ny and channel BR as input and evaluates an error value for each duplet of (N, BR),
for a given waveguide link length. From that, the duplet of (N, BR) corresponding
to minimum positive value of error function is chosen as the optimal duplet since
minimum positive value of error-function means the available OPB has been utilized
to its maximum while satisfying the condition given in Eq. [5.5] With the obtained
(N, BR) duplet for each derived variant, we have calculated corresponding aggregate
bandwidth which is the product of N, and channel BR, and energy per bit (EPB)
which is sum of link laser power, thermal tuning power, modulator driver power and
receiver power [27]. The results of this analysis and a detailed discussion is provided
in the next subsection.

Results and Comparison

Fig. illustrates the evaluated aggregate bandwidth (primary Y-axis) and EPB
(secondary Y-axis) for different on-SiPhl inter-chiplet variants corresponding to three
different SiPh fabrication platforms namely 45nm SOI CMOS [236], 32nm SOI CMOS
[236] and deposited poly-Si [12], for different waveguide lengths ranging from 1 cm to
10 cm (X-axis). Based on the results obtained from this analysis, we have categorized
the derived variants in to two types namely non-viable and viable variants. Non-
viable variants are the variants that are unfeasible to implement as on-SiPhl inter-
chiplet links due to the high insertion losses at longer waveguide lengths that exceed
the amount of available OPB in the link, thereby not supporting any wavelength
channels in the link and yielding no aggregate bandwidth. On the other hand, viable
variants are the variants that are feasible to implement as on-SiPhl inter-chiplet links
since they support some tangible aggregate bandwidth for waveguide link lengths of
up to 10 cm. Detailed discussion on each category of variants is provided in next
subsections.

Non-Viable Variants

Among the derived variants, Vanilla (Fig. [p.4(a)), Wide FSR (Fig. [p.4(c)), Increased
MAOP (Fig. p.4(d)) and Wide FSR + Increased MAOP (Fig. [5.4(g)) variants are
considered as non-viable variants because they support no wavelength channels and
therefore do not support aggregate bandwidth for longer waveguide lengths.

Among the non-viable variants, Vanilla variants corresponding to 32nm SOI
CMOS and deposited poly-Si platforms do not support any wavelength channels
due to high waveguide propagation loss of ~10 dB/cm and ~20 dB/cm respectively
(Table resulting in excess amount of insertion loss in the link. But the Vanilla
variant corresponding to 45nm SOI CMOS platform can support wavelengths up to a
waveguide length of 4 cm due to low insertion loss (3.7 dB/cm (Table|5.3)) compared
to the other Vanilla variants. However, the aggregate bandwidth and EPB of this
variant is limited to 744 Gb/s and 1.34 pJ/bit respectively. Therefore, it is intuitive
that reducing the insertio<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>