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ABSTRACT OF DISSERTATION 

 
 

FIRST PRINCIPLES CALCULATIONS TO INVESTIGATE SURFACE AND 

CATALYTIC PROPERTIES OF MATERIALS FOR GREEN ENERGY GENERATION 

 

 Climate change due to greenhouse gas build up in the earth’s atmosphere is an existential 

threat to humanity. To mitigate climate change, a significant shift from fossil fuels is 

necessary. Over the years, several renewable energy sources like solar, wind, geothermal 

etc. have been explored with the aim providing carbon-free energy. In this work, we focus 

on using density functional theory (DFT) methods to investigate key functional properties 

of materials of interest for applications in solar cells and catalytic conversion for energy 

generation. We show geometric effects of carboxylic acid binding on a transition metal 

surface to impact the deoxygenation reaction mechanism. Using insights from binding 

energy calculations and transition state theory, we elucidate the reaction pathway. We then 

use the same methods to investigate the surface of perovskites substituted with organic 

ligands and show the effect of fluorination of the phenyl ring of anilinium on the relative 

surface energy, relative binding energy, surface penetration, work function, and surface 

electronic properties. Lastly, we turn to DFT studies of molecular systems to investigate 

the impact of a perylene diimide (PDI) chromophore substituted on a rhenium-based 

organometallic complex. We show that unfolding of the PDI away from the organometallic 

complex is a key step in the catalytic reduction of CO2 and demonstrate how the PDI acts 

as an electronic reservoir during this process.  

 

KEYWORDS: Density Functional Theory, Catalysis, Green Energy Generation, Surface 

Binding, Reaction Mechanisms, Electron Reservoir 
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CHAPTER 1. INTRODUCTION 

1.1 Energy outlook, challenges and potential 

Over the last century, the world has seen enormous changes in fuel sources, going 

from firewood for heating and cooking to coal for electricity generation and crude oil for a 

host of applications. As we look to the future, solar-, wind-, and hydrothermal-generated 

fuels and electricity offer promise to power buildings, transportation, and more. Advances 

in the production of materials for daily consumption in food, construction, energy, farming, 

and computing sectors, to name a few, has had tremendous impact both on society and the 

environment. At the heart of these changes lies improvements in factors such as efficiency, 

speed, and scale of manufacturing. These improvements can partly (if not enormously) be 

credited to the field of materials science and chemistry.  

Global energy demand has grown exponentially as population and economies have 

expanded along with technology. Most of the demand has been met using fossil fuels like 

coal, oil, and natural gas. However, in recent decades, there has been a growing interest in 

renewable energy sources, such as biofuels and solar, wind, hydro, and geothermal power 

with the aim of mitigating the impact of energy production and use on climate change. 

Some sources like solar and wind are widely available to generate electricity. Although 

electricity can be used for purposes ranging from lighting to transportation via electric cars, 

some sectors like aviation and marine travel require higher energy density sources and  

battery technologies have a long way to go before we can electrify these sectors. Large-

scale industries that produce commercial products also face the need for high energy 

density fuel to power their plants, and the use of solar panels to generate energy would 

require enormous area of land and consistent supply of the Sun’s energy. In the case of 
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biofuels generated from sources like crops, biowaste, and other organic materials, although 

the generated fuel can have a higher energy density when compared to solar energy, they 

are plagued with drawbacks of their own. Some of these include competition with food 

crops, negative impact on biodiversity and ecosystems, soil degradation, deforestation, and 

low production efficiency, to name a few. However, biofuels from biowaste like waste oil 

and other organic matter can overcome some of these drawbacks.  

From this discussion, it is clear that green energy generation is a multidimensional 

problem that needs to be addressed using targeted materials and methods. Although there 

is no one renewable energy source that can power every sector, all these sources can benefit 

certain sectors from a targeted approach. In this work, we will discuss three approaches 

that can achieve net zero carbon emissions. 

1.2 Heterogeneous catalysis for biofuel generation 

The challenge to produce renewable fuels that mitigate negative impacts of fossil 

fuel use on the environment is daunting. While electric and hybrid vehicles are beginning 

to find wide commercial adoption, aviation and marine travel are currently uneconomical 

to electrify due to the lack of adequate, high-energy density storage.1 Biofuels from waste 

and residual feedstocks provide a viable alternative to fossil fuels given, in part, that they 

provide a lower carbon footprint.1-4  

Although oxygenated biofuels such as the fatty acid methyl esters (FAME) 

comprising biodiesel are renewable alternatives to fossil fuels, they suffer from several 

drawbacks stemming from their high oxygen content.5 To improve the engine compatibility 
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of biofuels derived from renewable oleaginous feedstock, it is important to fully 

deoxygenate the latter to afford fuel-like hydrocarbons. The three main deoxygenation 

reactions are hydrodeoxygenation (HDO), which eliminates oxygen in the form of H2O, 

decarboxylation (DCX), and decarbonylation (DCN), in which oxygen is eliminated as 

CO2 and CO, respectively.6-7 HDO requires large amounts and pressures of H2 gas, which 

pose safety, cost, and sustainability challenges since most H2 is derived from fossil 

resources.8 In contrast, DCX and DCN require much smaller amounts and pressures of H2 

gas, which highlights the importance of developing catalysts favoring these reactions.9  

Experimental efforts on DCX/DCN have predominately focused on supported Pt10-

12 or Pd7, 13-14 catalysts, which show remarkable conversion and selectivity to diesel-like 

hydrocarbons. In terms of the deoxygenation pathway followed, Lu and co-workers 

showed that α-carbon dehydrogenation is a likely selectivity descriptor for the 

deoxygenation of propanoic acid on a Pd[111] surface and that DCN is preferred over 

DCX.15 Recent reports on Ni[111] and other transition metal surfaces also suggest that 

DCX is either unfavorable relative to DCN16-19 or it is simply DCN followed by water gas 

shift.16, 20 Although Pt- and Pd-based catalysts and their alloys show significant DCX/DCN 

activity, these precious metals are expensive and subject to deactivation due to coking.21-24 

Less expensive, supported mono- or bi-metallic base metal catalysts containing Ni and Cu 

can afford high yields of fuel-like hydrocarbons and be resistant to coking.25-26 Noteworthy 

results have been obtained for supported Ni catalysts in general and Ni-containing 

bimetallic catalysts in particular: For instance, in their work on tristearin deoxygenation, 

Loe et al. observed 27% conversion and 87% selectivity to C10-C17 alkanes over 20% 
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Ni/Al2O3, the corresponding values being 97% and 99% over 20% Ni-5% Cu/Al2O3.
25 

Experimental evidence indicates that the alkyl chain length has a minimal effect on the rate 

of fatty acid DCX/DCN,27-30 as well as a minimal impact on the adsorption energies of C1-

C3 carboxylic acids.31 This can be attributed to the bidentate adsorption configuration of 

the carboxylic group, which places the alkyl chain away from – and renders negligible its 

interaction with – the surface, as reported in both experimental and theoretical studies.31-34 

These studies validate small-chain carboxylic acids like propanoic acid (PAc; 

CH3CH2COOH) as adequate surrogates for fatty acids, particularly given their near-ideal 

properties as probe molecules for spectroscopic and computational studies. However, 

recent works on Pd[111],15 Pt[111],16 Rh[111],20 and Ni[111]18 surfaces do not account for 

the C−COOH internal rotation barrier in PAc,35 this rotation being necessary for the α-

carbon hydrogen atoms of PAc to be accessible to the catalyst surface and for the molecule 

to undergo dehydrogenation. Indeed, the initial state of PAc in these works represents a 

less stable configuration and requires a less favorable tilted trans adsorption mode to 

undergo dehydroxylation.15 Recent computational works show that the bidentate binding 

mode of PAc in which both the C═O and −OH moieties interact with the surface constitute 

the most stable adsorption mode.36-37 These conflicting results present an opportunity to 

establish the binding mode of PAc and its effect on the DCN reaction mechanism.  
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1.3 Perovskite solar cells for electricity generation 

Perovskites are a class of materials with the general chemical formula ABX3, where 

A is typically an organic or inorganic cation, B is a metal cation, and X is a halide or oxide 

anion; the original perovskite mineral discovered was CaTiO3.
38 Perovskites show great 

potential in solar cell applications with recent chemical and engineering advances leading 

to perovskite solar cells (PSC) with power conversion efficiency (PCE) greater than 23%, 

which is comparable to its crystalline silicon counterparts. 39-42 PSC are typically made by 

depositing a thin film of perovskite onto a substrate, such as glass or plastic. The perovskite 

layer absorbs sunlight and generates an electric current, which can be collected by 

electrodes and used as electricity. 

The capacity to chemically tune the electronic and optical properties of hybrid 

organic-inorganic perovskites (HOIP) makes these materials attractive as the active layer 

in PSC. HOIP can demonstrate large charge-carrier mobilities and optical absorption 

coefficients while at the same time being tolerant to chemical and structural defects.43-45 

Notably, the large abundance of the starting components coupled with the ability to 

solution process (i.e., print) HOIP can lead to low-cost materials and PSC production.46-48  

The PSC architecture (Figure 1.1) generally consists of an HOIP layer sandwiched 

between a hole transport layer (HTL) and an electron transport layer (ETL). Following 

photon absorption and exciton dissociation in the HOIP, holes and electrons (i.e., the 

charge carriers) transfer across the respective interfaces and are then transported in these 

layers to electrodes to generate a photocurrent. Charge-carrier recombination in the HOIP 

bulk and interfaces of materials,49-53 and interfacial ion mobility,54-55 are known factors for 



6 

 

 

poor PSC performance metrics or deactivation. Hence, regulating HOIP surface chemistry 

is an important consideration to increase PCE and stability of the PSC.   

 

Figure 1.1 A generic architecture of a perovskite solar cell with indium tin oxide (ITO) as 

the glass substrate, electron transport layer (ETL), perovskite, hole transport layer (HTL) 

and an electrode.  

The idea of surface modification with organic ligands has been explored on several 

PV materials, including metal oxides and graphene, to alter the work function.56-60 Xia and 

co-workers61 demonstrated via experiment and computation that surface defect passivation 

and hydrophobic effects of FAPbI3 with 3−(trifluoromethyl) phenethylamine hydroiodide 

(CF3PEAI) as the additive. Boehm and co-workers,62 through vapor treatment of 

formamidinium tin-iodide (FASnI3) perovskite, showed that surface ligands can improve 

the stability of PSCs. Park et al. demonstrated the penetration of several ligands into the 

MAPbI3 thin films and showed unfavorable surface energetics can result in low PV 

performance.63 Shu and co-workers64 showed improved PCE and stability of a Pb-based 
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HOIP upon surface defect passivation with self-assembled phenyltrimethylammonium 

bromide (PTABr). Other studies have employed the substitution of surface A-cation with 

organic ligands in metal HPs to improve stability.65-67 For instance, Ravi and co-workers67 

showed via first-principles calculations that substitution of Cs+ ions on CsPbBr3 perovskite 

surface by methylammonium (MA+) ions is favored over adsorption of MA+ on the surface 

due to minimal energy requirement for surface reconstruction over binding via H-bonding.  

From these studies, two main themes can be established where the surface 

passivation is either via surface adsorption or substitution of surface cations with ligands. 

Regardless of the surface passivation mechanism, it is well known that organic and 

polymer-based surface ligands improve the stability of the perovskite structure due to 

hydrophobic characteristics. However, improvement in the PCE of the cell is not 

guaranteed for all ligand types62-63, 68-69 and more investigation is needed to understand the 

complex correlation between surface modification and the PV performance. 

While many significant improvements in HOIP and subsequent gains in PCE of the 

PSC have been discovered for lead (Pb)-based HOIP,40-41 the presence of Pb comes with 

toxicity and environmental concerns. Tin (Sn)-based HOIP are seen as an alternative70-72 

as they have similar optoelectronic properties when compared to their Pb-based 

counterparts, though the performance of Sn-based HOIP is substantially lower.73-74 The 

deficiency in performance is due in part to the oxidation of Sn2+ to Sn4+ when exposed to 

air or water, which results in lower PCE.75-76  

Several studies have explored the variation of A-cation (either via doping or 

complete substitution) in the ABX3 structure of the HOIP to prevent oxidation of Sn2+ and 
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improve stability.54, 77-82 Although doping or compositional variations can be effective, the 

presence of defects can still result in high charge-carrier recombination rates. An 

alternative approach is to use surface ligands to protect the chemical, structural, and 

electronic characteristics of HOIP.  

To passivate the surface from oxidation, several studies have shown organic ligands 

as surface modifiers that lower the surface formation energy.64, 68-69 In particular, 

phenylammonium-based ligands are known to be hydrophobic and can self-assemble on 

the surface by interacting with the perovskite cage through ionic and hydrogen bonds.83-85 

These ligands can also provide π-conjugated mediated charge-carrier transport that can 

lead to improved PV performance.83-87 These preliminary analyses call for a thorough 

understanding of the effect of surface modification on the performance of the perovskite.     

1.4 Organometallics for CO2 conversion 

Large industrial processes and the transportation sector are major contributors to 

greenhouse gas emissions. A prominent component of the greenhouse gas is CO2. 

Sequestration of CO2 in nature occurs via photosynthesis in plants and trees. Simply relying 

on this phenomenon is not viable since atmospheric CO2 buildup has aggressively led to 

climate change. To counter this effect, many engineering and scientific solutions like direct 

CO2 air capture and storage in high pressure environments below the sea bed or ocean floor 

have been explored.88-89 The practicality of these solutions pose enormous challenges like 

the high cost of CO2 capture, purification, transportation, and storage89 Hence, CO2 
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treatment at the source can prove to be a necessary first step to mitigate atmospheric CO2 

buildup and in-turn reduce the risk of climate change.  

One way to achieve this is via electrochemical reduction of CO2 to useful 

chemicals.90-91 The reduction products include carbon monoxide, formate, formic acid, 

methane, methanol, and more, all of which are precursors for the generation of high energy 

density fuels that can power air and marine sectors and in addition, close the carbon loop 

to achieve net zero emissions. In theory, solar radiation provides enough energy to 

overcome thermodynamic and kinetic barriers for such chemical reactions; but in practice, 

catalysts are required to enable efficient product delivery.92-93 Such electrochemical 

reduction processes primarily involve the use of organometallic catalysts due to advantages 

like 1) controllable reaction parameters, 2) recyclable materials, 3) high catalyst selectivity 

and 4) reduced energy cost for conversion to name a few.93-94 Organometallic catalysts are 

a class of catalysts that contain a metal atom or ion bound to one or more organic ligands. 

These ligands can comprise of alkyls, aryls, cyclopentadienyls, carbonyls, phosphines and 

more. They are widely used in industrial processes to produce chemicals, polymers, and 

pharmaceuticals and are ideal for catalytic reactions that involve the activation of small 

molecules, like carbon dioxide, and in reactions that require high selectivity and control 

over the reaction conditions.  

The earliest known organometallic catalyst for CO2 reduction is the Wilkinson’s 

catalyst which is a rhodium triphenylphosphine (PhCl(PPh3)3) catalyst.95 Since then, 

several other catalysts like ruthenium,96-99 iron,100-103 cobalt,101, 104-105 nickel,106-107 and 

rhenium108-112 based complexes (among others) have been reported. One of the most well-
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explored CO2 reduction catalyst, first introduced by Lehn and co-workers,113 is based upon 

Re(2,2’-bipyridine)(CO)3Cl (henceforth referred to as Re(bpy)). The advantages of 

Re(bpy)-based catalysts are, they can be tethered to photosensitizers like naphthalimide,114 

naphthalene diimide,115-117 and perylene diimide (PDI)118-119 among others. Of these, PDI 

is of primary interest in this work since they are ideally suited for photosensitization, 

possess high molar absorptivity and redox stability, as well as excellent electron-storage 

capabilities.120-122 In addition, pyrrolic N-atom of the PDI has been explored as a 

synthetically versatile handle for tuning the physical and optoelectronic properties in 

organic solar cells and organic field-effect transistors (OFETs).123-126 

To drive the catalytic reaction, an overpotential is needed to overcome the reaction 

barrier and ideally, if the overpotential is low enough, it could be provided by solar 

radiation.94, 127-131 Since the overpotential is the excess energy needed for by the system to 

carry out the reaction, catalyst design that lowers the overpotential is highly desirable. To 

achieve this, Liu and co-workers showed lowering of overpotentials in a Re-based complex 

by exploiting ligand modifications.132 Combining the idea of photosensitizing the Re(bpy) 

complex and ligand modification to lower the overpotential has been explored before in 

naphthalimides-based complex but lacks mechanistic details to explain the role of 

chromophores.114 Using density functional theory (DFT), Liu and co-workers concluded 

that the energetically favorable dissociation of the axial-chloride from the doubly-reduced 

catalyst triggers significant changes in the electronic structure of the complex.132 It was 

established that the frontier molecular orbitals (FMO) on the rhenium metal center 
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reorganize, such that electron-density from the ligand can be accessed by the metal center 

to enable activation of CO2, without changing the oxidation state of ReI.  

For the electrochemical reduction of CO2, a proton mediation coupled with 

electron-transfer mechanism has been well established with several organometallic 

catalysts.108, 133-138 To study the role of the chromophore, molecular-level understanding is 

necessary, and computational methods can be an essential tool. For example, Froehlich and 

Kubiak showed geometric distortions to the complex when a CO is bound to the metal 

center, to facilitate the CO2 reduction.139 In particular, they showed Ni carbonyls stabilize 

the five-coordinate active complex due to back-bonding interactions which is necessary for 

reduction mechanisms. Using computational methods, Benson and co-workers also 

showed delocalized electron density on the Re(bpy) moiety of their catalyst to be 

responsible for a proton-coupled electron mediated reduction on CO2.
140 In addition, 

Manbeck and co-workers141 studied CO2 reduction mechanisms in single- and doubly-

reduced Re-based complex without a chromophore and found both to be favorable without 

much distinction, suggesting the presence of a chromophore could assist one of these 

mechanisms through a more feasible electron transfer mechanism. These findings warrant 

a comprehensive computational understanding of the effect of a chromophore such as PDI, 

on the lowering of electrocatalytic reduction overpotential of CO2. Understanding the role 

of the chromophore through computation can lead to efficient design of organometallic 

catalysts for electrochemical CO2 reduction.  
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1.5 Objectives and outline of the dissertation 

From the outlook and challenges set forth in this chapter, a multi-dimensional 

approach involving targeted materials development, focused on individual sectors, that 

supports mitigation of climate change is necessary. The overarching hypothesis of this 

dissertation is that critical understanding of surface and molecular geometry of 

functionalized materials from first principles can be used to tune the performance 

parameters for green energy generation.  

The necessary knowledge to develop an understanding of the methods employed in 

this dissertation to achieve the objectives and test the hypothesis is provided in Chapter 2. 

An overview of the electronic structure theory along with quantum mechanical descriptions 

is provided. The assumptions, clarifications, and approaches to these methods are also 

presented. In addition, brief description of key concepts encountered in this study are also 

explained to develop a comprehensive understanding necessary to assimilate the results of 

this work.  

Chapter 3 discusses the results of mechanistic studies involving the DCN reaction 

mechanism of PAc on a Ni[111] surface. Specifically, DFT calculations are utilized to 

study the adsorption mode of PAc on the surface. The results from this work are discussed 

in comparison with previously established work and new findings are presented. From the 

preferred adsorption mode, the reaction mechanism is elucidated with thermodynamic and 

kinetic studies. The role of the adsorption mode in the direction of the mechanism is 

establish and a theoretical analysis is presented. In developing the reaction mechanism, a 

mean-field microkinetic model is developed considering experimental reaction conditions. 
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The model is then refined based on initial results to obtain a more realistic understanding 

of the most dominant reaction pathway. The theoretical analysis presented is compared 

with the model predicted values and experimental results where applicable. An overarching 

conclusion is established where the PAc adsorbs on the surface in a bidentate fashion and 

this mode prevents the α−carbon dehydrogenation of PAc as the first step but instead, PAc 

undergoes dehydroxylation in the first step. This results in a lower apparent activation 

barrier when compared to previous results and very similar to previously establish 

experimental results that also identified the same rate determining step as verified by this 

study. These conclusions highlight and reiterate the importance of surface geometry in 

heterogeneous catalysis.   

The impact of fluorination of surface ligands on a perovskite surface is studied in 

Chapter 4. DFT calculations are employed to explore ligands that are known to passivate 

the oxidation of the Sn2+ to Sn4+ in the perovskite structure. The bulk properties of the 

FASnI3 perovskites is determined and surfaces are constructed with self-assembled 

monolayer (SAM) of each of the proposed ligands. The effect of fluorination of the phenyl 

ring of the anilinium (An) ligands on properties like surface energy, binding energy and 

work function is studied. Surface electronic properties like charge density difference plots 

were constructed. A correlation was established between the ligand dipole moment and the 

vacuum potential and Fermi energy of the corresponding surface. However, it was 

established that the change in the ligand dipole moment had minimal effect on the work 

function of the surface. The phenyl ring of An was substituted with bulkier halogens to 

study its effect on the work function which resulted in minimal change of the property. 



14 

 

 

Understanding this behavior can lead to effective design of the perovskite surface to tune 

the work function and control the surface electronic properties. 

In Chapter 5, the role of the PDI chromophore as an electron reservoir for 

electrochemical CO2 reduction reaction is established using DFT calculations. The results 

from this work align with the proposed reaction mechanism based on experiments. It is 

observed that a geometric unfolding of the organometallic complex Re(bpy-C2-PDI) aids 

the transfer of electrons from the PDI chromophore to the catalytically active metal center. 

This photon-coupled electron-mediated CO2 reduction pathways is responsible for the 

lowering of the reaction overpotential. To further understand the reaction mechanism, 

frontier molecular orbitals (FMO) and electronic spin densities were examined for each 

intermediate, which showed the formation of a well-known, stable five-coordinate Re(bpy) 

complex that is responsible for the electrochemical reduction of CO2. Back-bonding 

interactions between the Re-atom and the carbonyl was identified to stabilize the 

catalytically active five-coordinated complex. In addition to back-bonding, an electron 

transfer is observed from a highly energetic orbital localized on the PDI to the Re(bpy) 

moiety of the complex and, this electron transfer preserves the oxidation state of the metal 

center making it the active site for CO2 reduction. Conclusions from this study allows the 

development of chromophore assisted organometallic complexes with low overpotential 

for electrochemical or photochemical CO2 reduction.  

Chapter 6 provides a synopsis of this dissertation with emphasis on key findings 

presented in this work. The hypothesis is revisited and a discussion on broader implications 

based on the work presented in this dissertation is presented. Future directions to bridge 



15 

 

 

the knowledge gap and explore new methods to study promising chemical spaces is 

provided.   
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CHAPTER 2. METHODS 

In this section, we present a brief introduction to density functional theory (DFT), 

which is the core computational approach used in this work. Note, this work does not 

present an improvement over the methods presented, rather we test, validate, and make use 

of DFT approaches to study chemical processes and materials properties for the questions 

outlined in Chapter 1. The two main books used in the following to summarize DFT were 

“Computational Materials Science – An Introduction”, by June Gunn Lee142 and “Density 

Functional Theory – A Practical Introduction”, by David S. Sholl and Janice A. Steckel.143 

This Chapter also provides descriptions of the nudged elastic band and dimer methods, 

microkinetic modeling, surface and absorption energies, and spin densities, each which 

feature throughout the remaining Chapters. 

2.1 Density functional theory (DFT) 

In the early twentieth century, Niels Bohr proposed the quantum nature of electrons 

wherein a electron circulates around a nucleus in specific ‘orbitals’ in which it does not 

radiate energy and that they possess a specific energy that are allowed for a particular 

orbital. Bohr also proposed that these electrons can jump up or down from one energy level 

to the other upon absorption or emission of specific ‘quanta’ of energies, respectively. Prior 

to Bohr, in 1900, Max Planck reported the non-continuous radiation of a blackbody which 

was due to the loss of energies in quanta, that is, 𝐸 = 𝑛ℎ𝜈, where n is an integer, ν is the 

frequency of the radiation and h is the Planck’s constant. Louis de Broglie in 1924 

established the dual nature of electrons where he said the momentum of a particle is 
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inversely proportional to the wavelength of the particle and the frequency is directly 

proportional to the kinetic energy of that particle. Then, in 1926, Erwin Schrödinger 

derived the wave equation: 

 [
ℎ2

2𝑚
∑𝛻𝑖

2

𝑁

𝑖=1

+ ∑𝑉(𝑟𝑖)

𝑁

𝑖=1

+ ∑∑𝑈(𝑟𝑖, 𝑟𝑗)

𝑗<𝑖

𝑁

𝑖=1

]𝜓 = 𝐸𝜓 (2.1) 

where, m is the electron mass, the three terms in the brackets are the kinetic energy of each 

electron, the interaction energy between each electron and the collection of atomic nuclei, 

and the interaction energy between different electrons, respectively. The wavefunction 𝜓, 

represents the spatial coordinates of each of the N electrons in the system. So, 𝜓 =

𝜓(𝑟1, … , 𝑟𝑁), and E is the ground-state energy of the system of electrons.⸷ Although the 𝜓𝑁 

values are complex numbers, E (eigen value) is always a real number. This description of 

Schrödinger equation is time independent and is called as the time-independent 

Schrödinger equation. The wavefunction 𝜓 can be further approximated as 𝜓 =

 𝜓1(𝑟)𝜓2(𝑟)…𝜓𝑁(𝑟), which is the product of N number of single electron wavefunctions, 

also known as the Hartree product, which simplifies the Schrödinger wave equation further. 

We note, however, that this is now a ‘many-body’ problem.  

The fundamental problem in quantum mechanics is to solve the equation (2.1), but 

it is important to realize that the wavefunction cannot be observed directly for any given 

set of coordinates. However, for physical significance, the probability of a set of N 

 
⸷ Electron spin is neglected for simplicity; in a more complete sense, each electron is defined by the spatial 

coordinates and its spin state. 
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electrons in any order having coordinates 𝑟1, … , 𝑟𝑁 is of interest. This can be written in 

terms of the individual electron wavefunctions as the density of electrons at a particular 

position in space, 𝜌(𝑟), 

 𝜌(𝑟) = 2∑𝜓𝑖
∗(𝑟)𝜓𝑖(𝑟)

𝑖

 
(2.2) 

Here, the * indicates the complex conjugate of the wavefunction. The summation is for all 

the electrons described by its individual wavefunctions and the term in the summation is 

the probability of the electron in the individual wavefunction 𝜓𝑖(𝑟) located at position 𝑟. 

The factor of two is a result of the Pauli exclusion principle that states that the individual 

electron wavefunction can be occupied by two separate electrons with different spin. Note 

that the electron density is a function of three coordinates, while the Schrödinger equation 

(2.1) is a function of 3N coordinates. This quantity, as opposed to the full Schrödinger 

equation (2.1), is physically observable and has a great amount of information.  

2.1.1  Wave functions to electron density 

The fundamental theorems of DFT were established by Kohn, Hohenberg and 

Sham in the mid-1960s. Theorem 1 by Kohn and Hohenberg states that the ground-state 

energy from Schrödinger’s equation is a unique functional of the electron density. In simple 

terms, a functional is a function of a function. A function is dependent on a set of variables 

and a functional is dependent on a set of functions described by a set of variables. For 

example, 
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 𝐹[𝑓] =  ∫𝑓(𝑥)𝑑𝑥

1

0

 (2.3) 

where, 𝐹[𝑓] is a function of a function f(x). Here, the ground state energy can be expressed 

in terms of the electron density as 𝐸[𝑛(𝑟)]. An important result of this theorem is that from 

the ground state electron density, one can uniquely determine all properties including the 

wave function and the energy of the ground state using just three dimensions instead of 3N 

dimensions. However, this theorem only shows that a functional exists, falling short of 

defining the actual functional itself. The concept of ground-state energy takes it further in 

the sense that an atom or a set of atoms/molecules have a minimum energy and the electron 

density at this state is the true ground state electron density corresponding to the full 

solution of the Schrödinger’s wave equation. This is a function of the variational principle, 

which outlines the procedure to find the relevant electron density that minimizes the energy 

functional, if the ‘true’ form of the functional is known.  

The energy functional, as described by the Hohenberg-Kohn theorem, can be 

written in terms of the single-electron wave functions as 

 𝐸[{𝜓𝑖}] = 𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}] + 𝐸𝑋𝐶[{𝜓𝑖}] (2.4) 

Note that the electron density is collectively described by equation (2.4), where the 

functional is split into the 𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}] and everything else in the 𝐸𝑋𝐶[{𝜓𝑖}] term. The 

𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}] term includes contributions from the kinetic energies of the electrons, the 

interactions between the electrons and the nuclei, the coulombic interactions between 
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electron pairs, and the coulombic interactions between pairs of nuclei. These terms can be 

generalized as 

 

𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}] =  
ℎ2

𝑚
∑∫𝜓𝑖
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𝑖

+ ∫𝑉(𝑟)𝜌(𝑟)𝑑3𝑟

+ 
𝑒2

2
∫∫

𝜌(𝑟)𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑3𝑟. 𝑑3𝑟′ + 𝐸𝑖𝑜𝑛 

(2.5) 

The exchange-correlation functional, 𝐸𝑋𝐶[{𝜓𝑖}], is set to include the quantum mechanical 

effects that cannot be observed and are not part of the ‘known’ term. 𝐸𝑋𝐶[{𝜓𝑖}] can be 

described as a correction term to the energy functional. For example, the coulombic 

interaction term between pairs of electrons includes the self-interaction energy of an 

electron with itself. It makes sense to add a correction term to mitigate the self-interaction 

of the electron in the total energy functional.  

To solve the equation (2.5) and find the right electron density, Kohn and Sham 

expressed a method in which a set of equations can be solved where each equation involves 

only a single electron. The Kohn-Sham equations are of the form 

 [
ℎ2

2𝑚
𝛻2 + 𝑉(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑋𝐶(𝑟)]𝜓𝑖(𝑟) = 𝜖𝑖𝜓𝑖(𝑟) (2.6) 

This is similar to the full Schrödinger equation (2.1) with the exception that it does not 

include the summations since equation (2.6) depends on a single electron’s spatial 

coordinates, 𝜓𝑖(𝑟). The first term is the kinetic energy term of the electrons followed by 

three potential energy terms. The first term 𝑉(𝑟) is the ‘known’ part of the total energy 
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functional, which defines the interaction between the electrons and the atomic nuclei. The 

second potential term is the Hartree potential, 

 𝑉𝐻(𝑟) = 𝑒2 ∫
𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑3𝑟′ (2.7) 

which describes the repulsive coulombic interaction of each electron of concern with the 

mean electron field comprising of all the electrons including the electron of concern 

represented by the Kohn-Sham equation (2.6). By definition, this term includes the self-

interaction energy of the electron of concern. Note that the mean electron field is 

represented by the total electron density. This self-interaction is unphysical and must be 

corrected for by the exchange and correlation term, 𝑉𝑋𝐶(𝑟). This term, grouped with other 

quantum mechanical effects (more on this later) can be represented as, 

 𝑉𝑋𝐶(𝑟) =  
𝛿𝐸𝑋𝐶(𝑟)

𝛿𝜌(𝑟)
 (2.8) 

Note that the functional derivative is not the same as the regular derivative in the sense that 

it is with respect to a function and not a variable. The problem now becomes an iterative 

one where, to solve the Kohn-Sham equations, we need to know the Hartree potential, and 

to define 𝑉𝐻(𝑟), we need to know the electron density, 𝜌(𝑟). But to determine the 𝜌(𝑟), we 

need to know the solution to the single-electron wave functions, and to know this, we must 

solve the Kohn-Sham equations. To solve this iterative problem and obtain the ground state 

electron density, we employ the following: 

1. Define a trial electron density, 𝜌(𝑟). 
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2. Find the single-electron wave functions by solving the Kohn-Sham equations 

defined by 𝜌(𝑟).  

3. Calculate the new electron density from the Kohn-Sham single-electron wave 

functions obtained from step 2, 𝜌𝐾𝑆(𝑟) = 2∑ 𝜓𝑖
∗(𝑟)𝜓𝑖(𝑟)𝑖 . 

4. Compare the initial electron density with 𝜌𝐾𝑆(𝑟) and if they are the same, then this 

is the ground state electron density, which can be used to calculate the total energy 

of the system. If they are not the same, the electron density must be updated in some 

way and the procedure must resume from step 2.  

Although many important details are captured, answers to the questions ‘How similar 

should the electron densities be before concluding that they are the same? How should the 

trial electron density be updated? How do we define the initial density?’, are missing; The 

steps entailed here is known as the self-consistency approach.  

2.1.2  Exchange-correlation functional: 

As mentioned earlier, the exchange-correlation functional involves the ‘unphysical’ 

interactions. These account for the self-interaction of an electron with itself in the mean 

electron field, the neglected interacting kinetic energy, and the exchange energy as a result 

of two electrons with identical spins occupying the same orbital, which goes against the 

Pauli’s exclusion principle. The exchange-correlation functional cannot be determined 

exactly and needs to be approximated. Approximation methods are broadly classified into 

two methods, the Local Density Approximation (LDA) and the Generalized Gradient 
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Approximation (GGA). Although other methods exist, for the purpose of this work, LDA 

and GGA will suffice.  

𝐸𝑋𝐶[{𝜓𝑖}] can be determined exactly for the case of a uniform electron gas. 

Although it is not a realistic system, the results are very important to understand the 

exchange-correlation functional. This approach considers a constant electron density 

across all points in space. The exchange-correlation potential can then be written as 

 𝑉𝑋𝐶(𝑟) = 𝑉𝑋𝐶
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑔𝑎𝑠

[𝜌(𝑟)] (2.9) 

This is referred to as LDA since it uses only the local 𝜌(𝑟) to approximate the 𝐸𝑋𝐶 and now 

allows us to completely define the Kohn-Sham equations. However, this is not the true 

form of the 𝐸𝑋𝐶 functional and as a result does not solve the true Schrödinger equation 

(2.1).  

The GGA functional, on the other hand, uses the information from the local electron 

density and the gradient in electron density to provide a more accurate description of the 

functional. Though, this may not be the case always. There are many different GGA 

functionals of which, Perdew-Wang functional (PW-91)144 and the Perdew-Burke-

Ernzerhof functional (PBE)145 are common. These functionals in general provide more 

accurate representation of the electron density by including density gradient as an 

additional parameter. The general form of the GGA functional can be expressed as 

 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌(𝑟)] =  ∫𝜌(𝑟)𝜖𝑋𝐶

𝐺𝐺𝐴[𝜌(𝑟), ∆𝜌(𝑟)]𝑑𝑟 (2.10) 
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where ∆𝜌(𝑟) is the electron density gradient and 𝜖𝑋𝐶
𝐺𝐺𝐴 is a function of the local electron 

density and the electron density gradient per electron. The exchange-correlation potential 

can now be written as, 

 𝑉𝑋𝐶
𝐺𝐺𝐴[𝜌(𝑟)] =  

𝛿𝐸𝑋𝐶
𝐺𝐺𝐴

𝛿𝜌(𝑟)
= 𝜌(𝑟)

𝑑𝜖𝑋𝐶
𝐺𝐺𝐴[𝜌(𝑟)]

𝑑𝜌(𝑟)
+ 𝜖𝑋𝐶

𝐺𝐺𝐴[𝜌(𝑟)] (2.11) 

A more appropriate form of the exchange-correlation energy integral would include the 

spin variable as, 

 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌 ↑, 𝜌 ↓] =  ∫𝜌(𝑟)𝜖𝑋𝐶

𝐺𝐺𝐴[𝜌 ↑, 𝜌 ↓, ∆𝜌 ↑, ∆𝜌 ↓]𝑑𝑟 (2.12) 

It should be noted that there is no simple form of the GGA functional that would 

describe the GGA data correctly and, hence, the 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌(𝑟)] needs to be expressed in an 

form and fit to satisfy various physical constraints. It is easier in practice to express the 

general form of GGA based on the LDA and an additional enhancement factor 𝐹(𝑠) 
 that 

modifies the LDA energy directly, 

 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌(𝑟), 𝑠] =  ∫ 𝜖𝑋𝐶

𝐿𝐷𝐴[𝜌(𝑟)]𝜌(𝑟)𝐹(𝑠)𝑑𝑟 (2.13) 

where, the s depends on both the electron density and its gradient, 

 𝑠 = 𝐶
|∆𝜌(𝑟)|

𝜌
4
3(𝑟)

 
(2.14) 

In the following work, we employed the PBE functional within the GGA since it is 

the most widely used functional for the transition metal systems under study and is an 

improvement over PW91, which is known to produce spurious wiggles in the exchange-
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correlation potential at both low and high electron density. The PBE functional is expressed 

as145 

 𝐸𝑋𝐶
𝐺𝐺𝐴/𝑃𝐵𝐸[𝜌 ↑, 𝜌 ↓] =  ∫𝑑3𝑟𝜌𝜖𝑋

𝑢𝑛𝑖𝑓(𝜌)𝐹𝑋𝐶(𝑟𝑠, 𝜁, 𝑠) (2.15) 

When 𝜁 is independent of 𝑟, this equation represents any GGA exactly and is always 

approximately valid. At the high-density limit, the exchange turns on more and the 

correlation turns off. Conversely, the correlation dominates the exchange at the low-density 

limit.  

2.1.3 Periodic DFT 

To understand the concepts of periodic DFT, we first need to recap the idea of a 

periodic/Bravais lattice and the fundamentals thereof. A periodic crystal lattice is a system 

of infinite points periodically repeated in space. A primitive lattice vector is a vector from 

one lattice point to the nearest lattice point. Each point is positioned at a lattice vector 𝑅⃗ , 

which is a linear combination of primitive lattice vectors 𝑎 1 and 𝑎 2 with integer coefficients 

𝑛1 and 𝑛2. 

 𝑅⃗ = 𝑛1𝑎 1 + 𝑛2𝑎 2 (2.16) 

A unit cell of a crystal is the smallest repeating unit of the crystal lattice. Reciprocal 

lattice on the other hand describes the points of constructive interference in the diffraction 

pattern of a crystal lattice. It is called so because these points are reciprocally/inversely 

related to the lattice points in real space. The length of the unit cell in reciprocal lattice is 
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2𝜋/𝐿, where 𝐿 is the length of a unit cell in real space. The reciprocal lattice vectors follow 

the property of ortho-normality: 

 𝑎 𝑖 ∙ 𝑏⃗ 𝑗 = 2𝜋𝛿𝑖𝑗 (2.17) 

where, 𝑎 𝑖 is the primitive translation vector and 𝑏⃗ 𝑗 is the primitive reciprocal lattice vector. 

If 𝑉 is the volume of the unit cell in real space, the volume in reciprocal space (or k-space) 

is 2𝜋/𝑉. Following these properties, in simple terms, we can now define the Brillouin zone 

as the most symmetric unit cell of the reciprocal lattice. In other words, it is the uniquely 

defined primitive cell in the reciprocal space. The 1st Brillouin zone (BZ) is the primitive 

cell in reciprocal space that is closer to the origin of the reciprocal lattice point (Γ-point) 

than any other reciprocal lattice points. It comprises of a set of points called the k-points in 

k-space that can be reached (by k-vectors) from the Γ-point without crossing the Bragg 

planes. When this zone is reduced by all symmetries in the point group of the lattice, it is 

called the Irreducible Brillouin zone (IBZ). This leads to the Bloch Theorem, which 

describes the periodicity of wavefunctions obtained from the solution of the Schrödinger 

wave equation and the implications of thereof in periodic DFT. Bloch theorem can be 

written as 

 𝜓𝑘(𝑟) =  𝑒𝑖𝑘𝑟𝑢𝑘(𝑟) (2.18) 

where 𝜓𝑘(𝑟) is the single particle wavefunction at a point ‘𝑟’ in k-space described by the 

k-vector for any periodic potential 𝑉(𝑟) and 𝑢𝑘(𝑟) is any arbitrary function that satisfies 

the above equation. This arbitrary function satisfies the periodicity, 
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 𝑢𝑘(𝑟 + 𝑇) = 𝑢𝑘(𝑟)  (2.19) 

 

Figure 2.1 Periodic reciprocal lattice describing the Irreducible Brillouin Zone (IBZ).  

implying that any function 𝜓𝑘(𝑟) that is a solution to the Schrödinger wave equation differs 

only by a phase factor 𝑒𝑖𝑘𝑇 between equivalent positions in the lattice. This would also 

imply that the probability of finding an electron is same at any equivalent position in the 

lattice. It should be noted that molecular DFT would simply be a case where 𝑘 = 𝑇 = 0, 

where solving Kohn-Sham equations for 𝑁-electron system would suffice. In the periodic 

case, for all 𝑘 and 𝑇, |𝑒𝑖𝑘𝑇|
2

= 1. This implies  

 |𝜓𝑘(𝑟 + 𝑇)|2 = |𝜓𝑘(𝑟)|2 (2.20) 

If 𝜓𝑘(𝑘) is a solution to the Schrödinger wave equation, the corresponding eigen value is 

𝐸(𝑘) and since this wave function is identical to 𝜓𝑘(𝑘 + 𝑇), we can say, 

 𝐸(𝑘 + 𝑇) = 𝐸(𝑘) (2.21) 

Γ 

k-vector 

k-point 

Lattice point 

Bragg plane 

IBZ 
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This is an important implication of the Bloch theorem where any reciprocal lattice point 

can be the origin of the 𝐸(𝑘) function and within each periodic space (from 0 to k), we can 

describe a set of wavefunctions that contains all possible energies of the system. From this 

inference, we can say that the 1st Brillouin zone contains all possible energies of the system 

and solving the Kohn-Sham equations for particles within this zone will be enough to 

obtain all possible properties of the system.  

2.1.4  Pseudopotentials 

In large systems with many electrons, the number of plane waves necessary is large 

and makes the calculations extremely costly. The core electrons of an atom are associated 

with plane waves that oscillate on short length scales in real space, which require a large 

cutoff energy. But these core electrons are hardly involved in chemical bonding and the 

physical properties of a material. As a result, if these plane waves are approximated to the 

properties of core electrons, the number of plane waves necessary for calculation is greatly 

reduced. Pseudopotentials do exactly this by replacing the core electron density with a 

smooth density that matches the physical properties of the core electrons. This 

approximation can be applied to all atoms involved in a DFT calculation and it is called as 

the frozen core approximation. These properties are transferable in the sense that a 

pseudopotential can be developed via an all-electron calculation of an isolated atom and 

can be used in calculations involving this atom in any chemical environment.  

This work involves the use of projector augmented-wave (PAW) method 

introduced by Blochl and adopted by Kresse and Joubert in plane-wave calculations. Their 
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method shows the results from the PAW method agrees well with the all-electron 

calculations for small molecules and extended solids.146 

2.2 Nudged elastic band and dimer method 

The following work employs the climbing image nudged elastic band (cNEB)147 

calculations along with the dimer method148 to predict transition states (TS) and the 

minimum energy pathway (MEP) between the initial and final states of elementary steps. 

This method was presented by Henkelman and co-workers147-149 and this section briefly 

explains the theory behind cNEB and dimer calculations.  

In addition to the Born-Oppenheimer approximation, transition state theory (TST) 

builds on two basic assumptions: (a) the Boltzmann distribution for the reactant can be 

established if the rate is slow, (b) the reaction trajectory crosses a dividing surface only 

once going from initial state to the final state. This surface acts as a bottleneck to the 

transition under consideration. In crystal structures, atoms are closely packed and the 

temperature for a reaction is far lower than the melting point of the crystal, and as a result 

we can apply the harmonic approximation to TST. This enables the search for a few saddle 

points near the edge of the potential energy basin of the initial state. From the energy and 

frequencies of normal modes at the saddle point and the initial state, we can determine the 

rate constant for transition across the saddle point using 

 𝑘ℎ𝑇𝑆𝑇 =
∏ 𝜈𝑖

𝑖𝑛𝑖𝑡3𝑁
𝑖

∏ 𝜈𝑖
𝑆𝑃3𝑁−1

𝑖

𝑒−(𝐸𝑆𝑃−𝐸𝑖𝑛𝑖𝑡)/𝑘𝐵𝑇 (2.22) 



30 

 

 

where 𝜈𝑖
𝑖𝑛𝑖𝑡 and 𝜈𝑖

𝑆𝑃 are the vibrational frequencies of the initial state and the saddle point 

for the 𝑖𝑡ℎ vibrational mode and 𝐸𝑆𝑃 and 𝐸𝑖𝑛𝑖𝑡 are the energies of the saddle point and the 

initial state respectively. The MEP is the pathway between the initial and final state with 

the highest statistical probability. The force acting on any atoms along this path is always 

along this path. Along the perpendicular degree of freedom (DOF), the energy is stationary. 

The saddle point is the maxima of the MEP and the reaction coordinate from this point is 

determined by normal mode eigenvector with negative curvature. The highest saddle point 

determines the rate of the elementary step. 

To begin, a set of (𝑁 − 1) intermediate images between the initial and final state is 

created. To ensure the continuity of the path, a spring force is added between adjacent 

images, which mimics an elastic band. A force optimizer minimizes the forces on the band 

without the spring force interfering with the optimization. The total force acting on an 

image on this band is broken into two components: (a) the spring force along the tangent 

to the path and (b) the true force perpendicular to the path. This force projection is called 

the nudging of the band. If the spring force is not considered, the images would converge 

to the local minimum (initial/final state).  

Consider an elastic band with (𝑁 + 1) images and their coordinates, 

(𝑅0, 𝑅1, … , 𝑅𝑁) with 𝑅0 and 𝑅𝑁 being the coordinates of the first and the final images 

respectively which will remain fixed throughout the calculation. The tangential force is the 

total force acting on an image and is the sum of spring force along the local tangent and 

the true force perpendicular to the local tangent 
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 𝐹𝑖 = 𝐹𝑖
𝑆|

∥
− ∇𝐸(𝑅𝑖)|⊥ 

(2.23) 

where the true force is given by 

 ∇𝐸(𝑅𝑖)|⊥ = ∇𝐸(𝑅𝑖) − ∇𝐸(𝑅𝑖) ⋅ 𝜏̂𝑖 (2.24) 

where 𝐸 is the energy of the system, and 𝜏̂𝑖 is the normalized local tangent at image 𝑖. The 

spring force is 

 𝐹𝑖
𝑆|

∥
= 𝑘(|𝑅𝑖+1 − 𝑅𝑖| − |𝑅𝑖 − 𝑅𝑖−1|)𝜏̂𝑖 (2.25) 

where 𝑘 is the spring constant. The images are converged on the MEP using a projected 

velocity Verlet Algorithm.150 A drawback of this method is that the saddle point would 

need to be determined based on interpolation since none of the images will converge on 

the maxima due to the presence of a constant spring force between all images. Hence, we 

employ the cNEB method. In cNEB, the MEP is retained and convergence to a saddle point 

is achieved without much added computational cost. It begins with a regular NEB to 

identify the image with the highest energy, 𝑖𝑚𝑎𝑥. The tangential force on this image is 

given by 

 𝐹𝑖𝑚𝑎𝑥
= −∇𝐸(𝑅𝑖𝑚𝑎𝑥

) + 2∇𝐸(𝑅𝑖𝑚𝑎𝑥
)|

∥
 

(2.26) 

 𝐹𝑖𝑚𝑎𝑥
= −∇𝐸(𝑅𝑖𝑚𝑎𝑥

) + 2∇𝐸(𝑅𝑖𝑚𝑎𝑥
) ⋅ 𝜏̂𝑖𝑚𝑎𝑥

𝜏̂𝑖𝑚𝑎𝑥
 (2.27) 

This is the total force due to the potential with the spring forces inverted. In other words, 

this image does not depend on the spring forces and moves up the elastic band and down 
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the potential energy surface perpendicular to the band. The other images define the DOF 

along which energy is maximized to push the 𝑖𝑚𝑎𝑥 image to the saddle point.  

 

Figure 2.2 A comparison between NEB and cNEB showing an image at the saddle point 

of the cNEB calculation.  

2.2.1  Dimer method 

The dimer method148 is used in combination with the NEB method to speed up the 

search for a saddle point. This method involves the use of two ‘replica’ images called the 

‘dimer’. A system with ‘n’ atoms described by 3n set of coordinates will have two replicas 

with almost the same set of coordinates except that, they are displaced by a fixed distance. 

The search algorithm is designed to move the dimer up the potential energy surface towards 

the saddle point. The dimer is rotated as it is moved up towards a saddle point to find the 

lowest curvature mode of the potential energy at that point. To illustrate this, consider a 

simple curve 𝑦 = 𝑓(𝑥) with an arc 𝑀𝑀1 with the two points displaced by 𝛿𝑠. Now consider 
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a tangent at the two points of the arc which make an angle 𝛼 and 𝛼 + 𝛿𝛼 with the x-axis. 

The mean curvature of this arc is given by, 
𝛿𝛼

𝛿𝑠
. As 𝛿𝑠 → 0, we obtain the curvature of the 

curve at point 𝑀. The ‘guess’ image for the saddle point is obtained from the cNEB 

calculations when the forces on all images are below 0.5 eV/Å. The dimer images are 

produced using this guess at the common midpoint 𝑅 and the dimers displaced by Δ𝑅. A 

unit vector 𝑁̂ is chosen along the direction from one image 𝑅2 to the second dimer 𝑅1 and 

the corresponding coordinates of the dimer images can be written as 

 𝑅1 = 𝑅 + Δ𝑅𝑁̂ (2.28) 

                     and 𝑅2 = 𝑅 + Δ𝑅𝑁̂ (2.29) 

Every time the dimer is moved, the forces acting on the dimer and the energy of the dimer 

is evaluated. A total energy of the dimer 𝐸 will be the sum of the energies of the two dimers,  

 𝐸 = 𝐸1 + 𝐸2 (2.30) 

The energy and the forces acting on the midpoint of the dimer is calculated by 

interpolation between the two images as, 𝐹𝑅 and 𝐸0 respectively. The force at the midpoint 

is the average force, 

 𝐹𝑅 =
(𝐹1 + 𝐹2)

2
 (2.31) 

and a relation between the curvature and 𝐸0 can be derived from the finite difference 

formula as, 
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 𝐶 =
(𝐹2 − 𝐹1) ⋅ 𝑁̂

2Δ𝑅
=

𝐸 − 2𝐸0

(Δ𝑅)2
 (2.32) 

𝐸0 can be evaluated from the known forces on the dimer images as, 

 𝐸0 =
𝐸

2
+

Δ𝑅

4
(𝐹1 − 𝐹2) ⋅ 𝑁̂ (2.33) 

 

Figure 2.3 Definition of various position, force and rotational vectors. All rotational vectors 

are in the plane of rotation. Image taken from Henkelman and co-workers.148 

Note that the energy and forces at the midpoint need not be evaluated through computation 

and can be determined from the dimers, thus saving computational effort. 

The dimer is rotated with every iteration towards the minimum energy 

configuration keeping the midpoint at 𝑅 stationary. Since the energy of the dimer, 𝐸, and 

the curvature, 𝐶, are linearly dependent, a search for the low curvature mode is equivalent 

to minimizing the energy of the dimer. This greatly simplifies the search algorithm and 

improves efficiency. The rotation Δ𝜃 needed to reduce the force on the dimer can be 

determined from Newton’s method 
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 Δ𝜃 ≈
(𝐹 ⋅ Θ̂ + 𝐹∗ ⋅ Θ̂∗)

−2𝐹′
 (2.34) 

where 𝐹′ = 𝑑𝐹/𝑑𝜃 is the change in the rotational force as the dimer rotates by 𝑑𝜃. The 

search direction can be determined based on several known algorithms like the conjugate 

gradient algorithm employed in this study.  

 

Figure 2.4 Movement of the dimer towards the saddle point as a result of the effective force 

acting at the center of the dimer taken from Henkelman and co-workers.148 

The translation of the dimer is much simpler where a modified force is employed 

with the force component along the dimer is inverted 

 𝐹𝑈̈ = 𝐹𝑅 − 2𝐹∥ (2.35) 

This inversion is key to move the dimer towards the saddle point since the net translational 

force, 𝐹𝑅 pulls the dimer to a minimum. Algorithms like the conjugate gradient algorithm 

can be employed for the translational search direction.  



36 

 

 

2.3 Microkinetic modeling 

This section is derived from “Introduction to Microkinetic Modeling” by I. A.W. 

Filot.151 Before discussing the principles of microkinetic models (MKM), it is important to 

understand the basic concepts involved in reaction kinetics.  

2.3.1 Rate of a reaction 

Every chemical reaction can be broken down into a series of elementary reactions 

where each elementary reaction represents or accounts for only one bond breaking or bond 

formation. Consider an elementary reaction step between molecules A and B that give 

products C and D according to the following reaction equation, 

 𝑣𝑎𝐴 + 𝑣𝑏𝐵 ⇌ 𝑣𝑐𝐶 + 𝑣𝑑𝐷 (2.36) 

where 𝑣𝑖 is the stoichiometric coefficient of reactant or product 𝑖. Let 𝑘+ be the rate 

constant of the forward reaction and 𝑘− be the rate constant of the reverse reaction. The 

rate of this reaction can be defined as the rate of disappearance of a reactant or the rate of 

formation of a product. Namely, 

 𝑟 = −
1

𝑣𝑎

𝑑[𝐴]

𝑑𝑡
= −

1

𝑣𝑏

𝑑[𝐵]

𝑑𝑡
=

1

𝑣𝑐

𝑑[𝐶]

𝑑𝑡
=

1

𝑣𝑑

𝑑[𝐷]

𝑑𝑡
 (2.37) 

where, [𝑋] is the concentration of a component in the reaction as a function of time 𝑡, and 

𝑟 is the reaction rate. Note that equation (2.37) can only be written for an elementary 

reaction. Hence, for a sequential set of elementary reactions, we can write the general rate 

expression as, 
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𝑑[𝑋]

𝑑𝑡
= ∑(𝑣𝑥,𝑗 (𝑘+ ∏[𝑋𝑖]

𝑣𝑖

𝑣𝑖<0

− 𝑘− ∏[𝑋𝑖]
𝑣𝑖

𝑣𝑖>0

))

𝑗

 (2.38) 

where 𝑗 represents all elementary steps in which component 𝑋 takes part in the reaction. 

As such, summation over 𝑗 would entail the formation or disappearance of the component 

𝑋 in the overall reaction mechanism. In Chapter 3, this component is referred as the surface 

intermediate and equation (2.38) will be described as the surface concentration of 

intermediate 𝑋. 

2.3.2 Steady state approximation 

Equation (2.38) is an ordinary differential equation (ODE) and to solve a system of 

ODEs, analytical approaches are usually the norm. However, solving a system of ODEs 

for a complex network of elementary reactions is not warranted. Instead, a valid assumption 

is made where the system of ODEs can be transformed to a system of differential algebraic 

equations (DAEs). The steady state approximation assumes that the rate of change of one 

of the intermediates is zero. This implies that the intermediate to which the approximation 

is applied to is highly reactive. So, if 𝑋 is a highly reactive intermediate, we can say 

 
𝑑[𝑋]

𝑑𝑡
= 0 (2.39) 

This assumption allows us to solve the set of DAEs analytically and numerically. 

The numerical approach to the solution of the set of DAEs is encompassed by the 

microkinetic model. The analytical solution on the other hand proceeds with the 

assumption of a rate determining step (RDS) and deriving the equation of the overall rate 
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of the reaction which depends on the RDS. It is important to note that the microkinetic 

model does not make assumptions about the RDS. Hence, it is common practice to have 

the microkinetic model predict the RDS and use this as an assumption in deriving the 

overall rate equation analytically. The results from these two approaches are then compared 

and more discussion on this later.  

2.3.3 Potential energy surface and kinetic parameters 

The rate of a chemical reaction 𝐴 → 𝐵 is given by 

 𝑟 = −𝑘
𝑑[𝐴]

𝑑𝑡
 (2.40) 

where 𝑘 is the rate constant, [𝐴] is the initial concentration of the reactant 𝐴 and 𝑑𝑡 is a 

small change in time. The negative (−) sign indicates the decrease in concentration of 

reactant 𝐴. Increasing the rate constant with the aid of a catalyst naturally increases the rate 

of the reaction. The rate constant is given by the Arrhenius expression as 

where 𝜈 is a prefactor, 𝑘𝐵 is the Boltzmann constant, 𝐸𝑎 is the activation energy of the 

elementary step and 𝑇 is the temperature in kelvin (K). Since the Boltzmann constant is 

8.617×10−5 eV/K, the rate constant largely depends on the activation energy, 𝐸𝑎. A 

potential energy diagram for this typical reaction shown in Figure 2.5. 

 𝑘 = 𝜈𝑒−𝐸𝑎/𝑘𝐵𝑇 (2.41) 
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Figure 2.5 Potential energy diagram depicting 𝐸𝑎 and 𝐸𝑟𝑥𝑛 for a reaction A→B 

All elementary reactions can be approached from both forward and reverse direction. 

Irrespective of which side it is approached from, an energy barrier is encountered that needs 

to be overcome. If approaching from A→B, a barrier of magnitude 𝐸𝑎 needs to be 

overcome and if approaching from B→A, a barrier of (𝐸𝑎 − ∆𝐸𝑟𝑥𝑛) needs to be overcome. 

It can be said that all elementary reaction steps can proceed in both the forward and the 

backward direction and regardless of the direction, you will encounter a barrier. This is the 

principle of microscopic reversibility.  

2.3.4 Mean-field approximation 

On a typical catalyst surface, there could be aggregation of a reaction intermediate 

in a certain region of the surface. This aggregation is usually due to attraction forces 

between intermediates. Such effects lead to island formation on the surface and such 

islands can prevent the adsorption of reactants and poisons the catalytic surface. Such 

effects typically reduce the binding energy of the reacting intermediates and are called 
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lateral interaction effect. Since it is difficult to account for such effects, as an initial 

approximation to the microkinetic model, we neglect the local topology of the catalyst 

surface and assume that every intermediate on the surface can interact with every other 

intermediate. Hence, we can describe the reaction rate using the surface concentration of 

each intermediate involved in the reaction. This assumption allows us to use equation 

(2.38) as an initial approximation to the model to solve for the concentration of each surface 

intermediate numerically. Using the results from the model, we can then refine the model 

to include lateral interaction effects by the most abundant surface intermediate (MASI).  

2.3.5 Steps in microkinetic modeling 

To perform microkinetic modeling, it is important to have either empirical or 

computational data on the reaction free energy and activation barrier for each elementary 

step. A combination of experimental and computational data on these parameters can also 

be used. All data employed in the microkinetic modeling in this work are computed from 

DFT calculations, as described in sections 2.1 and 2.2. Once this data is collected, the 

following steps are needed to construct the model: 

1. Construct the set of elementary reaction steps. 

2. Derive rate expressions for each of the elementary reaction steps. 

3. Convert the set of rate expressions to a set of ordinary differential equations. 

4. Define boundary conditions for the system (e.g. partial pressures), the initial 

values (e.g. initial surface concentrations) and any model parameters (e.g. 

temperature). 

5. Solve the system of ordinary differential equations. 
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6. Interpret the results (using chemical intuition). 

We have explored steps 1 to 3 already. For step 4, it is best to have experimentally 

determined conditions for partial pressures and temperature. If not, reasonable assumptions 

can be made by comparison with similar reactions. As for the initial surface concentrations, 

we need to first model a transient reactor where the reactants have barely settled on the 

surface. This condition is also said to be true when the percentage conversion of the reactant 

into products is ~0%. In other words, the initial surface concentration of all reactants and 

reaction intermediates is zero at t = 0. In step 5, the set of DAEs are solved analytically to 

obtain the steady state surface concentrations of each intermediate. Using the surface 

concentrations and equation (2.38), we can calculate the turnover frequencies (TOFs) of 

each elementary step. Turnover frequency is the number of times a reaction occurs in time 

t. It is usually represented in units of (time-1). Chemical insights from the TOFs will be 

discussed in later sections.  

2.4 Surface energy 

Surfaces are created by cleaving atoms from the bulk across a pre-defined plane. 

Sometimes it is referred to as slab cutting. This creation of surfaces results in under-

coordinated atoms at the surface, which are then available for chemical reactions. However, 

the energetics involved in creation of these surfaces play a vital role in whether this surface 

really exists. In other words, it would be futile to perform expensive DFT calculations on 

surfaces that require unrealistic energy for its formation in the first place. Hence, the term 
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surface energy, 𝜎, can be defined as the energy needed to cleave a bulk crystal along a 

plane. The surface energy can be determined through DFT slab calculations as 

 𝜎 =  
1

𝐴
[𝐸𝑠𝑙𝑎𝑏 − 𝑛𝐸𝑏𝑢𝑙𝑘] (2.42) 

where 𝐸𝑠𝑙𝑎𝑏 is the total energy of the slab model, 𝐸𝑏𝑢𝑙𝑘 is the energy of a formula unit of 

the material in bulk, 𝑛 is the number of formula units in the slab and 𝐴 is the total surface 

area of the top and bottom of the slab. The surface energies are usually represented in 

eV/Å2. It should be noted that surface energies need to be converged with respect to number 

of layers in the slab, k-points, energy cutoff and supercell size to name a few. Surface 

contributions to properties like adsorption energy play a crucial role in the accuracy of such 

properties. As a result, it is important to ensure convergence with respect to the 

aforementioned factors of the slab.  

2.5 Adsorption energy 

Adsorption energy or binding energy (BE) is qualitatively defined as the energy 

required (or liberated) for an atom or molecule to ‘stick/bind’ to the clean surface, where 

the surface can be a pure metal, alloy or an organometallic framework. The determination 

of the adsorption energy of a molecule (or atom) on a slab involves periodic DFT 

calculations to evaluate the total energy of the slab and the isolated molecule (or atom) 

separately and the system of the molecule (or atom) on top of the slab. A slab is a unit cell 

of the crystal lattice which is large enough to represent the bulk material. After calculating 
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the energy of the clean slab, 𝐸𝑠𝑙𝑎𝑏, energy of the isolated molecule (or atom), 𝐸𝑔𝑎𝑠 and the 

system of the molecule on the slab, 𝐸𝑔𝑎𝑠/𝑠𝑙𝑎𝑏, we can calculate the adsorption energy as 

 𝐸𝑎𝑑𝑠 = 𝐸𝑔𝑎𝑠/𝑠𝑙𝑎𝑏 − 𝐸𝑠𝑙𝑎𝑏 − 𝐸𝑔𝑎𝑠 
(2.43) 

The sign convention adopted in this study is if the adsorption energy is negative (−) the 

process is exothermic and if it is positive (+) it is endothermic. In other words, if the 

adsorption of a molecule on the surface is exothermic, it will have a negative (−) 𝐸𝑎𝑑𝑠 and 

vice versa. If the magnitude of the adsorption energy is in the range of 0.0 eV to 0.3 eV, it 

can be attributed to physisorption (or physical adsorption), which is simply a physical 

attraction of a molecule to the surface without any transfer of electrons from the molecule 

to the surface or vice versa. On the other hand, if the magnitude of the adsorption energy 

of a molecule on the surface is beyond 0.5 eV or 1.0 eV, it is termed as chemisorption (or 

chemical adsorption) which, unlike physisorption, involves transfer of electrons from the 

molecule to the surface or vice versa.  

2.6 Spin density 

Spin density is used to describe the (de-)localization of unpaired electron(s) on a 

free radical. It is calculated as the difference between the total electron density of a certain 

spin and the total electron density of the opposite spin. If the spin states are described as 

alpha (α) spin and beta (β) spin, the spin density can be described as, 

 𝜌𝑠𝑝𝑖𝑛 = 𝜌𝛼 ∼ 𝜌𝛽 
(2.44) 
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When visualized, the spin density would represent the density corresponding to an unpaired 

electron present in the singly occupied molecular orbital (SOMO).  
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CHAPTER 3. CARBOXYLIC ACID DECARBONYLATION ON NICKEL:  

THE CRITICAL ROLE OF THE ACID BINDING GEOMETRY 

3.1 Introduction 

In this Chapter, a computational investigation of PAc DCN mechanisms on a 

Ni[111] surface was conducted with model validations being provided by spectroscopic 

measurements. The computational work presented in this chapter was carried out in 

collaboration with Dr. Eduardo Santillan-Jimenez and Dr. Robert Pace from Center for 

Applied Energy Research (CAER) and is published in ACS Catalysis.152 In this work, the 

reaction profile of PAc undergoing DCN was developed to understand the reaction 

mechanism as well as the descriptors that affect the turnover frequency (TOF) of this 

deoxygenation pathway. The results herein will form the basis for future work on other Ni 

phases and on Ni-based bimetallic systems, which are experimentally known to be 

practicable catalysts for deoxygenation reactions.25, 153-155 

3.2 Methods 

Density functional theory (DFT) calculations were performed to determine the total 

ground state energies of all systems investigated using the Vienna Ab Initio Simulation 

Package (VASP).156-157 The Kohn-Sham equations were solved using plane wave basis 

sets. The projector-augmented wave (PAW) method146 was used to describe electron-ion 

interactions. The Perdew-Burke-Ernzerhof (PBE) functional within the generalized 

gradient approximation (GGA) was used to calculate exchange-correlation energies.145 The 

conjugate gradient algorithm was employed for ionic relaxation steps.158 Geometric 

optimizations were performed with periodic boundary conditions with a plane wave energy 
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cutoff of 400 eV. A bulk calculation was performed on FCC-Ni to determine the lattice 

parameters. A periodic slab of Ni[111] surface was constructed from the respective bulk 

structure with five layers, separated by a vacuum of 15 Å to prevent interactions between 

repeating units. The bottom two layers were fixed to represent the bulk configuration while 

the top three layers were relaxed completely. The top layer consisted of 16 Ni atoms, 

allowing coverages as low as 1/16 ML. 

The probe molecule PAc, which belongs to the Cs point group, was obtained from 

the NIST database.159 Each adsorbate tested was isolated in a 20Å×20Å×20Å box to 

prevent inter-molecular interactions and relaxed with dipole corrections in all directions. 

Spin polarization was turned on for all relaxations. Self-consistent field (SCF) calculations 

for adsorption studies were converged to 1×10-6 eV/Å. A Methfessel-Paxton (MP) 

smearing of 0.2 eV and a Monkhorst-Pack grid of 3×3×1 was used for Brillouin zone 

integration.  

Using the above approach, the FCC-Ni bulk converged to a minimum total energy 

with a lattice constant of 3.52 Å, which is in reasonable agreement with reported values,160-

162 and identical to the experimental value.163-164 A clean surface of Ni[111] was 

constructed with a surface energy of 0.119 eV/Å2, which is lower than that of Ni[001] 

(0.166 eV/Å2) and indicates that the close-packed [111] surface is more stable.142-143 All 

subsequent studies were performed on the Ni[111] surface with 16 surface atoms to account 

for minimal adsorbate interaction between periodic repeat units. 

Adsorption studies were performed to determine the binding strength of each 

reaction intermediate isolated on the surface. For these studies, a dipole correction in the 
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z-coordinate was applied with second order MP smearing. Adsorbates were relaxed on the 

surface with the applied vacuum preventing interaction with repeating units in the periodic 

system. All adsorption energies and activation barriers were zero-point corrected. 

The climbing-image nudged elastic band (cNEB)147 method was used in 

combination with the dimer method148 to determine the saddle points for each elementary 

step involved. A sequence of eight images between the initial and final state of an 

elementary step was used in the NEB calculations to identify an initial approximation of 

the saddle point, which was used as the starting point for the dimer method. In cases where 

the dimer run converged on the initial or the final state, the cNEB was allowed to progress 

until forces on all images were below 0.20 eV/Å to obtain a better approximation of the 

saddle point for a subsequent dimer calculation, which resulted in a converged saddle that 

was neither the initial nor the final state. Dynamical matrix calculations were carried out 

to determine vibrational frequencies according to the methods described by Henkelman 

and co-workers.165 

It is important to note that the experimental results, namely in situ diffuse 

reflectance infrared Fourier transform spectroscopy (DRIFTS) studies of PAc adsorption 

on a nickel catalyst were performed by Dr. Robert Pace and Dr. Eduardo Santillan-Jimenez 

from the Center for Applied Energy Research (CAER).  
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3.3 Results and Discussion 

3.3.1 Determining the DCN reaction mechanism 

Since the initial hypothesis of this work is that the binding mode of PAc plays a key role 

in the elucidation of the reaction mechanism, both DFT calculations and in situ DRIFTS 

measurements were used to test this hypothesis. The DFT results suggest that PAc binding 

on the Ni[111] surface energetically prefers a bidentate configuration comprised of an 

M−O−C σ bond on the top-site of a Ni atom and a weak Ni−HO interaction (indicated by 

O−H bond elongation from 0.98 Å in the gas phase to 1.02 Å on the surface), as shown in 

Figure 3.1. Notably, the α-carbon hydrogen atoms point away from the surface. A similar 

configuration was reported for PAc on a Pd[111] surface by Lu and co-workers;15 notably, 

the bidentate configuration was not identified to be the most energetically stable and was, 

instead, used to determine the transition state. The adsorption energy (𝐸𝑎𝑑𝑠) for the 

bidentate binding of PAc on Ni[111] is −0.34 eV. The free energy change for the binding 

of PAc on Ni[111] is exothermic by −0.34 eV, whereas Zare and co-workers18 report an 

endothermic binding of 0.69 eV for PAc on a similar Ni[111] surface, wherein a 

monodentate binding configuration for PAc was determined to be preferred. We associate 

these differences to the structure of PAc used in the binding energy calculations (Figure 

3.1). The bidentate mode in Figure 3.1(B) is clearly the most stable adsorption mode where 

the distance between the α−carbon hydrogen and the Ni[111] surface is measured to be 

4.94 Å while the same distance for the monodentate PAc bound to Ni[111] (Figure 3.1(A)) 

from the reproduced structure is 2.61 Å. It is clear from this analysis that PAc bound to the 

surface would need to undergo significant rearrangement from the bidentate configuration 
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to the monodentate along with a C−C bond rotation for the α−carbon dehydrogenation to 

occur as the first step in the mechanism. In addition, several studies have shown more 

accurate binding energies of aromatic and single chain hydrocarbons on transition metals 

when van der Waals (vdW) correction (as described by Grimme166) is applied to the DFT 

functional.167-171 However, to maintain consistency and enable comparisons between the 

binding modes in this and other works,18 vdW corrections were not employed in this 

contribution but will be included in future studies.  

 

 

Figure 3.1 Binding modes of PAc on Ni[111] surface determined from DFT calculations 

with ZPE corrected adsorption energies. PAc structures in (A) was reproduced from [18]. 

Copyright [2020] American Chemical Society. While structures in (B) include PAc 

obtained from the NIST database. The difference between the two PAc structures is 

depicted by the green curved arrow indicating the internal C−C bond rotation of the 

molecule. 

In view of these differing reports and the hypothesized importance of this 

phenomenon on the elucidation of the reaction mechanism, in situ DRIFTS measurements 
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were performed to elucidate the binding mode. Specifically, DRIFTS measurements were 

performed to study PAc adsorption on both Al2O3 and 20% Ni/Al2O3. These results 

confirm the binding mode of PAc to be predominantly bidentate in nature.  

3.3.1.1 Binding energies and stable modes  

As we are interested in determining the DCN reaction mechanism for PAc on Ni[111], 

the binding configurations and adsorption energies were evaluated for several 

intermediates. The intermediate resulting from the dehydroxylation of PAc, 

CH3CH2CO*, on Ni[111] shows strong binding through both atoms in the C═O group, 

with the carbon atom binding on a Ni−Ni bridge site and the oxygen atom binding on a 

top Ni site, as shown in Figure 3.2(e). 𝐸𝑎𝑑𝑠 is −2.90 eV. The single dehydrogenation of 

the α-carbon of CH3CH2CO* results in CH3CHCO*, which has an 𝐸𝑎𝑑𝑠 of −1.82 eV. As 

shown in Figure 3.2(f), the α-carbon interacts in a σ-fashion with a top Ni atom while the 

carbon and oxygen atoms of the C═O group bind to a Ni−Ni bridge site and to a top Ni 

atom, respectively. The intermediate resulting from the α-carbon dehydrogenation of PAc 

is CH3CHCOOH*, which binds with 𝐸𝑎𝑑𝑠 of −1.28 eV; the binding mode is described to 

be via the α-carbon in a σ-fashion on top of a Ni atom, while the C═O of the −COOH 

group has a π interaction with the surface, as shown in Figure 3.2(b). The intermediate 

resulting from further α-carbon dehydrogenation of CH3CHCOOH is the under-

coordinated CH3CCOOH*, which binds to the surface with 𝐸𝑎𝑑𝑠 of −3.26 eV; here, the 

intermediate forms σ-bonds in a Ni−C−Ni bridge and through an interaction between the 

C═O group to form a Ni−O−Ni bridge, as shown in Figure 3.2(c). The intermediate 

resulting from dehydroxylation of CH3CCOOH* is the highly under-coordinated 

CH3CCO*, with a surface binding 𝐸𝑎𝑑𝑠 of −3.51 eV; each of the under-coordinated 

carbon atoms form two σ-bonds between two Ni−Ni bridge sites and the C═O group 

interacts with a top Ni atom, as shown in Figure 3.2(d). The well-known ethylidyne 

intermediate CH3C* binds strongly on the FCC-site involving three Ni atoms on the 

Ni[111] surface as shown in Figure 3.2(h); 𝐸𝑎𝑑𝑠 of this intermediate, which is known to 

be responsible for coking on transition metal surfaces,172 is −5.88 eV. Other intermediates 

such as CH3CH2*
 bind to a top Ni-atom, whereas -H, -OH and -CO all bind preferentially 

to the FCC site involving three Ni atoms on the Ni[111] surface. The respective 𝐸𝑎𝑑𝑠 of 

these intermediates are listed in   



51 

 

 

Table 3.1. 

 

Figure 3.2 Stable binding modes of DCN intermediates on Ni[111] surface with top-view 

and side-view (Blue=Ni; Black=C; White=H; Red=O). (a) CH3CH2COOH (b) 

CH3CHCOOH (c) CH3CCOOH (d) CH3CCO (e) CH3CH2CO (f) CH3CHCO (g) CH3CH 

(h) CH3C (i) CH3CH2 (j) CO (k) OH (l) H. 

  

(a) (b) (c) (d) (e) (f) 

(g) (h) (i) (j) (k) (l) 
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Table 3.1 Adsorption energies of key DCN intermediates in the most stable binding modes, 

where * indicates surface intermediate.  

Adsorbed Intermediates 

Binding Energy, 𝐸𝑎𝑑𝑠 (eV) 

Pd[111]15 

(GGA-

PW91) 

Ni[111] 

(GGA-PBE) 

CH3CH2COOH* −0.28 −0.34 

CH3CH2CO* −2.52 −2.90 

CH3CHCOOH* −1.42 −1.28 

CH3CCOOH* −3.23 −3.26 

CH3CHCO* −1.22 −1.82 

CH3CCO* −3.00 −3.51 

CH3C* −5.61 −5.88 

CH3CH* −3.65 −4.01 

CH3CH2* −1.68 −1.60 

CH3CH3* −0.11 0.30 

CO* −1.99 −2.02 

OH* −2.59 −3.06 

H* −2.70 −2.62 

 

Free energy surface diagrams were constructed to investigate the mechanisms 

underpinning a DCN reaction pathway for PAc on Ni[111]. The reference state chosen was 

CH3CH2COOH(g) + H2(g) + *; where * represents the clean Ni[111] slab without any 

adsorbates. For each step, 𝐸𝑎𝑑𝑠 was determined for a proposed intermediate (associated 

with ‘*’) on the Ni[111] surface. Reaction enthalpies (Δ𝐸𝑟𝑥𝑛) for each elementary step was 

calculated for all adsorbed species as isolated species on the surface to avoid lateral 

interactions between repeat units. The free energy change of each elementary step was 



53 

 

 

determined using a standard procedure described elsewhere173, with the help of Shomate 

equations174 to calculate the entropy of gas phase reactants and products. The entropy 

change of the surface intermediates were obtained using the formula,151 

𝑆𝑣𝑖𝑏 = 𝑘𝐵 ∑

[
 
 
 
 

ℎ𝜔𝑣

𝑘𝐵𝑇 (𝑒
ℎ𝜔𝑣
𝑘𝐵𝑇 − 1)

− 𝑙𝑛 (1 − 𝑒
ℎ𝜔𝑣
𝑘𝐵𝑇)

]
 
 
 
 

𝑣

 

where 𝜔𝑣 is the vibrational frequency of surface intermediates obtained from dynamical 

matrix calculations using VTST tools.175 Note, modes associated with vibration of surface 

atoms were not considered and all modes less than 200 cm-1 (also called ‘soft’ modes) were 

approximated to 200 cm-1. Table 3.2 presents Δ𝐺𝑟𝑥𝑛, ∆𝐸𝑎 and the entropy corrections of 

all the unique elementary steps involved in the DCN reaction mechanism from the 5 

reaction pathways considered without lateral interactions. 
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Table 3.2 Reaction free energy, Activation barrier and Entropy correction terms for each 

elementary step without lateral interaction effect. All energies are in eV. 

Elementary steps 

Reaction 

free energy 

(∆𝑮𝒓𝒙𝒏 ; 

eV) 

Activation 

barrier 

(∆𝑬𝒂; eV) 

Entropy 

correction 

(𝑻∆𝑺; eV) 

CH
3
CH

2
COOH

(g)
 + * → CH

3
CH

2
COOH* 

−0.34 0.00 −0.001 

CH
3
CH

2
COOH* +* → CH

3
CH

2
CO* + OH* 

−0.14 0.61 0.065 

CH
3
CH

2
CO* + * → CH

3
CH

2
* + CO* 

−0.58 0.74 0.142 

CH
3
CH

2
CO* + * → CH

3
CHCO* + H* 

−0.31 0.29 0.198 

CH
3
CHCO* + * → CH

3
CCO* + H* 

−0.74 0.14 0.182 

CH
3
CCO* + * → CH

3
C* + CO* 

−1.20 0.08 0.078 

CH
3
C* + H* → CH

3
CH* + * 

0.86 0.86 −0.152 

CH
3
CH* + H* → CH

3
CH

2
* + * 

0.80 0.86 −0.165 

CH
3
CH

2
* + H* → CH

3
CH

3
* + * 

0.08 0.48 −0.171 

CH
3
CHCO* → CH

3
CH* + CO* 

−1.07 0.35 0.109 

CO
(g)

 + * → CO* 
−2.01 0.00 −0.005 

CH
3
CH

3(g) 
+ * → CH

3
CH

3
* 

0.27 0.00 0.035 

OH* + H* → H
2
O* + * 

0.56 1.14 −0.084 

H
2
O

(g)
 + * → H

2
O* 

−0.09 0.00 −0.097 

H
2
* + * → H* + H* 

−0.98 0.31 0.152 

H
2(g) 

+ * → H
2
* 

−0.63 0.00 0.431 

PAc DCN on Ni[111] can proceed through the following five reaction pathways: 

DCN 1: CH3CH2COOH → CH3CH2CO → CH3CH2 → CH3CH3 
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DCN 2: CH3CH2COOH → CH3CH2CO → CH3CHCO → CH3CH → CH3CH3 

DCN 3: CH3CH2COOH → CH3CH2CO → CH3CHCO → CH3CCO → CH3C → CH3CH3 

DCN 4: CH3CH2COOH → CH3CHCOOH → CH3CHCO → CH3CCO → CH3C → 

CH3CH3 

DCN 5: CH3CH2COOH → CH3CHCOOH → CH3CCOOH → CH3CCO → CH3C → 

CH3CH3 

In turn, the five pathways above include several elementary steps, all of which were 

examined. 

CH3CH2COOH* → CH3CH2CO* + OH*: The direct dehydroxylation of PAc is 

thermoneutral with Δ𝐺𝑟𝑥𝑛 of −0.14 eV. A transition state with an energy barrier (∆𝐺𝑎) of 

0.61 eV and a single imaginary frequency of 240i cm-1 was identified. In other works on 

Pd[111], this step was reported to be endothermic by 0.42 eV with a barrier of 0.92 eV,15 

which implies that this step is both thermodynamically and kinetically more favorable on 

Ni[111]. Zare and co-workers reported a similar activation barrier of 0.60 eV on Ni[111] 

from a monodentate PAc binding mode with a Δ𝐺𝑟𝑥𝑛 of −0.25 eV.18
 

CH3CH2COOH* → CH3CHCOOH* + H*: Since recent computational and experimental 

studies concerning PAc adsorption suggest a bidentate binding mode while some 

theoretical studies suggest a cis mode (vide supra), both α-carbon dehydrogenation 

scenarios were considered. In the bidentate adsorption scenario, where the α-carbon 

hydrogens are relatively far away (4.94 Å) from the surface (Figure 3.1), the 

dehydrogenation step is deemed unviable since the cNEB and dimer calculations never 
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converged to a saddle and, as noted earlier, the structure would need to undergo significant 

rearrangement on the surface. In the less stable cis mode of PAc adsorption, the 

dehydrogenation step on Ni[111] is endothermic by 0.31 eV, whereas Zare and co-

workers18 reported it to be thermoneutral by −0.05 eV on Ni[111] and Lu and co-workers15 

reported it is thermoneutral by −0.10 eV with a barrier of 0.62 eV on Pd[111]. This 

distinction is likely due to the starting configuration of PAc used in these studies, which is 

less stable (by 0.05 eV) when compared to the PAc configuration presented in this work. 

Although this may be a small difference, as stated earlier, the C−COOH rotation barrier is 

significant and cannot be neglected.35 In addition, experimental evidence suggests a 

bidentate adsorption mode. These results highlight the importance of the PAc binding 

mode, and the value of the in situ DRIFTS measurements, which confirm that PAc 

predominantly binds to the Ni surface in a bidentate configuration. In view of the latter, 

efforts to elucidate the DCN mechanism focused on routes that start with PAc adsorbed on 

Ni[111] in a bidentate configuration (in which an α-carbon dehydrogenation of PAc is 

unlikely to occur).  

CH3CH2CO* → CH3CH2* + CO*: The direct −CO abstraction of the CH3CH2CO* 

intermediate is exothermic on Ni[111] with Δ𝐺𝑟𝑥𝑛 of −0.58 eV. Zare and co-workers report 

similar Δ𝐺𝑟𝑥𝑛 with an activation barrier of 0.78 eV;18 in this work, the activation energy 

was determined to be 0.74 eV with the transition state identified with an imaginary 

frequency of 418i cm-1. This similarity suggests that the binding mode, which differs in 

this work and in that of Zare and co-workers, only impacts some elementary steps within 

the DCN mechanism.  
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CH3CH2CO* → CH3CHCO* + H*: As shown by Lu and co-workers15, the α-carbon 

dehydrogenation steps likely lead to the surface formation of ethylidyne (CH3C*), which 

is a well-known coking precursor.176-178 Here, this step is exothermic on Ni[111] with a 

Δ𝐺𝑟𝑥𝑛 of −0.31 eV, an activation barrier Δ𝐺𝑎 of 0.29 eV, and a transition state with an 

imaginary frequency of 821i cm-1. Notably, this α-carbon dehydrogenation step is more 

feasible than previous reports of Δ𝐺𝑟𝑥𝑛 and Δ𝐺𝑎 values on Ni[111] (0.19 eV and 0.49 eV, 

respectively)18.   

CH3CHCO* → CH3CCO* + H*: The α-carbon dehydrogenation of CH3CHCO* is 

exothermic with a Δ𝐺𝑟𝑥𝑛 of −0.74 eV and a Δ𝐺𝑎 of 0.14 eV. The transition state has an 

imaginary frequency of 271i cm-1. Zare and co-workers18 report a very similar Δ𝐺𝑟𝑥𝑛 and 

Δ𝐺𝑎. 

CH3CCO* → CH3C* + CO*: The decarbonylation of CH3CCO* to form ethylidyne on 

Ni[111] is highly exothermic (−1.20 eV) and, hence, thermodynamically favorable. 

However, the energetics involved in all prior steps required to form CH3CCO* need to be 

taken into consideration as they indicate that alternative pathways are more favorable. The 

activation barrier Δ𝐺𝑎 was 0.08 eV with the transition state identified at 322i cm-1. 

CH3CHCO* → CH3CH* + CO*: Since the formation of CH3CHCO* on Ni[111] is 

exothermic with a relatively low barrier, and the decarbonylation of CH3CHCO* is also 

exothermic (by −1.07 eV on Ni[111]), the formation of CH3CH* (a transition state with an 

imaginary frequency of 456i cm-1) appears to be a favorable pathway for the DCN reaction 
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to proceed. However, an activation barrier Δ𝐺𝑎 of 0.35 eV, which is more than double a 

previously reported barrier,18 suggests a thermodynamically driven step.  

Hydrogenation steps: Hydrogenation is key to the propensity for coke precursor formation 

on the catalyst surface. Both the hydrogenation of ethylidyne (CH3C*) to afford CH3CH* 

as well as the hydrogenation of the latter to form CH3CH2* are endothermic on Ni[111] 

(0.86 and 0.80 eV, respectively). The activation barriers for both hydrogenation steps are 

0.86 eV, suggesting that these steps are unfavorable. Lastly, the hydrogenation of 

CH3CH2* to yield ethane is thermoneutral (0.08 eV) with a barrier of 0.48 eV, which 

suggests that this step is thermodynamically viable. It is important to note that ethylene 

formation competes with ethane formation; however, the latter is more thermodynamically 

driven than the former, as shown by Zare and co-workers.18 Albeit this is not critical in 

studies probing and striving to elucidate the DCN mechanism, it could be addressed in 

future works focused on coking.  

Considering we could not obtain a converged saddle point for the transition state 

concerning the α−carbon dehydrogenation of PAc, we reduce the DCN mechanism to 

consist of only DCN1, DCN2 and DCN3. The resulting free energy diagram with the 

respective reaction free energies and activation barriers are shown in Figure 3.3. 



59 

 

 

 

Figure 3.3 Free energy surface diagrams for three DCN reaction pathways on a Ni[111] 

surface with CH3CH2COOH(g) + H2(g) + * as the reference state (transition states with an 

activation barrier are shown in red for each elementary step). 

3.3.2 Microkinetic modeling 

Microkinetic modeling is widely used to study reaction mechanisms under 

experimental conditions using parameters derived from DFT calculations.173 This approach 

can be used to analyze the role of key intermediates in a reaction mechanism in ways that 

are typically beyond the reach of experimental measurements. Here, the methods described 

by Dumesic and co-workers173 were employed. Admittedly, stepped facets have been 

demonstrated to facilitate DCN/DCX pathways more readily than the [111] facet on 

transition metal surfaces.18, 36, 179 However, the study of key intermediates and likely 
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DCN/DCX pathways on the Ni[111] facet represents a necessary first step preceding 

studies involving other surfaces, since Ni[111] is a stable (lower energy) surface on which 

to perform binding energy and transition state calculations.  

Against this backdrop, a simple mean-field microkinetic model180 was used to study 

the DCN mechanisms of PAc on the Ni[111] surface. The experimental conditions reported 

for the DCN of PAc over Ni-based catalyst17, 181 – namely, a temperature of 573 K and a 

total pressure of 1 bar (pPAc =  0.01 bar; pH2
= 0.20 bar; rest inert balance) – were used 

to construct the model. It is important to note that the experimental work reported a very 

low activity (<1% conversion) at 473K for deoxygenation of PAc on a Ni catalyst and 

observed highest activity at 623K, which presents a strong case for the use of higher 

reaction temperatures in the microkinetic model.17, 181 Otyuskaya and co-workers also 

suggest that higher H2 partial pressure results in increased propanol formation.17 For these 

reasons, the partial pressure of PAc used was small enough to model a low conversion 

transient continuous stirred tank reactor (CSTR) with the ratio of PAc:H2 set to 1:20. Rate 

expressions for all the elementary steps were written as follows: 

𝑟𝑖 = 𝑘𝑖
+ ∏ 𝜃𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡

− 𝑘𝑖
− ∏ 𝜃𝑝𝑟𝑜𝑑𝑢𝑐𝑡

𝑝𝑟𝑜𝑑𝑢𝑐𝑡

 

where for the elementary step ′𝑖′, 𝑘𝑖
+ is the forward rate constant, 𝑘𝑖

− is the reverse rate 

constant, 𝑝 is the partial pressure and 𝜃 is the fractional surface coverage of the reactant or 

product.  

The set of rate expression can be expressed as, 
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𝑟0 = 𝑘0
+𝑝𝐴𝜃∗ − 𝑘0

−𝜃𝐴 

𝑟1 = 𝑘1
+𝜃𝐴𝜃∗ − 𝑘1

−𝜃𝐿𝜃𝑂𝐻 

𝑟2 = 𝑘2
+𝜃𝐴𝜃∗ − 𝑘2

−𝜃𝐵𝜃𝐻 

𝑟3 = 𝑘3
+𝜃𝐿𝜃∗ − 𝑘3

−𝜃𝐽𝜃𝐶𝑂 

𝑟4 = 𝑘4
+𝜃𝐿𝜃∗ − 𝑘4

−𝜃𝐷𝜃𝐻 

𝑟5 = 𝑘5
+𝜃𝐵𝜃∗ − 𝑘5

−𝜃𝐷𝜃𝑂𝐻 

𝑟6 = 𝑘6
+𝜃𝐵𝜃∗ − 𝑘6

−𝜃𝐹𝜃𝐻 

𝑟7 = 𝑘7
+𝜃𝐷𝜃∗ −  𝑘7

−𝜃𝐼𝜃𝐶𝑂 

𝑟8 = 𝑘8
+𝜃𝐷𝜃∗ − 𝑘8

−𝜃𝐸𝜃𝐻 

𝑟9 = 𝑘9
+𝜃𝐸𝜃∗ − 𝑘9

−𝜃𝐺𝜃𝐶𝑂 

𝑟10 = 𝑘10
+ 𝜃𝐺𝜃𝐻 − 𝑘10

− 𝜃𝐼𝜃∗ 

𝑟11 = 𝑘11
+ 𝜃𝐼𝜃𝐻 − 𝑘11

− 𝜃𝐽𝜃∗ 

𝑟12 = 𝑘12
+ 𝜃𝐽𝜃𝐻 − 𝑘12

− 𝜃𝐾𝜃∗ 

𝑟13 = 𝑘13
+ 𝑝𝐾𝜃∗ − 𝑘13

− 𝜃𝐾  

𝑟14 = 𝑘14
+ 𝜃𝐹𝜃∗ − 𝑘14

− 𝜃𝐸𝜃𝑂𝐻 

𝑟15 = 𝑘15
+ 𝑝𝐶𝑂𝜃∗ − 𝑘15

− 𝜃𝐶𝑂  

𝑟16 = 𝑘16
+ 𝜃𝑂𝐻𝜃𝐻 − 𝑘16

− 𝜃𝐻2𝑂𝜃∗ 
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𝑟17 = 𝑘17
+ 𝑝𝐻2𝑂𝜃∗ − 𝑘17

− 𝜃𝐻2𝑂 

𝑟18 = 𝑘18
+ 𝜃𝐻2

𝜃∗ − 𝑘18
− 𝜃𝐻

2  

𝑟19 = 𝑘19
+ 𝑝𝐻2

𝜃∗ − 𝑘19
− 𝜃𝐻2

 

where, the shorthand notations are listed in Table 3.3 

Table 3.3 Shorthand notation of DCN reaction intermediates 

Intermediate Notation 

CH3CH2COOH A 

CH3CHCOOH B 

CH3CH2CO L 

CH3CHCO D 

CH3CCO E 

CH3CCOOH F 

CH3C G 

CH3CH I 

CH3CH2 J 

CH3CH3 K 

CO CO 

OH OH 

H H 

 

The elementary steps and their designated numbers are provided in  
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Table 3.4 

Table 3.4 List of all elementary steps in the DCN mechanism  
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Step # Elementary Step 

0 CH3CH2COOH (g) + * → CH3CH2COOH* 

1 CH3CH2COOH* + * → CH3CH2CO* + OH* 

2 CH3CH2COOH* + * → CH3CHCOOH* + H* 

3 CH3CH2CO* + * → CH3CH2* + CO* 

4 CH3CH2CO* + * → CH3CHCO* + H* 

5 CH3CHCOOH* + * → CH3CHCO* + OH* 

6 CH3CHCOOH* + * → CH3CCOOH* + H* 

7 CH3CHCO* + * → CH3CH* + CO* 

8 CH3CHCO* + * → CH3CCO* + H* 

9 CH3CCO* + * → CH3C* + CO* 

10 CH3C* + H* → CH3CH* + * 

11 CH3CH* + H* → CH3CH2* + * 

12 CH3CH2* + H* → CH3CH3* + * 

13 

14 

CH3CH3(g) + * → CH3CH3* 

CH3CCOOH* + * → CH3CCO* + OH* 

15 CO (g) + * → CO* 

16 OH* + H* → H2O* +* 

17 H2O (g) + * → H2O* 

18 H2* + * → H* + H* 

19 H2(g) + * → H2* 
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Applying the pseudo-steady state approximation and rearranging for the surface 

concentration for each intermediate, we arrive at: 

𝑑𝜃𝐴

𝑑𝑡
= 𝑟0 − 𝑟1 = 0 ⟹ 𝑘0

+𝑝𝐴𝜃∗ − 𝑘0
−𝜃𝐴 − 𝑘1

+𝜃𝐴𝜃∗ + 𝑘1
−𝜃𝐿𝜃𝑂𝐻 = 0 

𝑑𝜃𝐿

𝑑𝑡
= 𝑟1 − 𝑟3 − 𝑟4 = 0

⟹ 𝑘1
+𝜃𝐴𝜃∗ − 𝑘1

−𝜃𝐿𝜃𝑂𝐻 − 𝑘3
+𝜃𝐿𝜃∗ + 𝑘3

−𝜃𝐽𝜃𝐶𝑂 − 𝑘4
+𝜃𝐿𝜃∗ + 𝑘4

−𝜃𝐷𝜃𝐻 

= 0 

𝑑𝜃𝐷

𝑑𝑡
= 𝑟4 − 𝑟7 − 𝑟8 = 0

⟹ 𝑘4
+𝜃𝐿𝜃∗ − 𝑘4

−𝜃𝐷𝜃𝐻 − 𝑘7
+𝜃𝐷𝜃∗ +  𝑘7

−𝜃𝐼𝜃𝐶𝑂 − 𝑘8
+𝜃𝐷𝜃∗ + 𝑘8

−𝜃𝐸𝜃𝐻 

= 0 

𝑑𝜃𝐸

𝑑𝑡
= 𝑟8 − 𝑟9 = 0 ⟹ 𝑘8

+𝜃𝐷𝜃∗ − 𝑘8
−𝜃𝐸𝜃𝐻 − 𝑘9

+𝜃𝐸𝜃∗ + 𝑘9
−𝜃𝐺𝜃𝐶𝑂 = 0 

𝑑𝜃𝐺

𝑑𝑡
= 𝑟9 − 𝑟10 = 0 ⟹ 𝑘9

+𝜃𝐸𝜃∗ − 𝑘9
−𝜃𝐺𝜃𝐶𝑂 − 𝑘10

+ 𝜃𝐺𝜃𝐻 + 𝑘10
− 𝜃𝐼𝜃∗ = 0 

𝑑𝜃𝐼

𝑑𝑡
= 𝑟7 + 𝑟10 − 𝑟11 = 0

⟹ 𝑘7
+𝜃𝐷𝜃∗ −  𝑘7

−𝜃𝐼𝜃𝐶𝑂 + 𝑘10
+ 𝜃𝐺𝜃𝐻 − 𝑘10

− 𝜃𝐼𝜃∗ − 𝑘11
+ 𝜃𝐼𝜃𝐻 + 𝑘11

− 𝜃𝐽𝜃∗ 

= 0 

𝑑𝜃𝐽

𝑑𝑡
= 𝑟3 + 𝑟11 − 𝑟12 = 0

⟹ 𝑘3
+𝜃𝐿𝜃∗ − 𝑘3

−𝜃𝐽𝜃𝐶𝑂 + 𝑘11
+ 𝜃𝐼𝜃𝐻 − 𝑘11

− 𝜃𝐽𝜃∗ − 𝑘12
+ 𝜃𝐽𝜃𝐻 + 𝑘12

− 𝜃𝐾𝜃∗ 
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= 0 

𝑑𝜃𝐾

𝑑𝑡
= 𝑟12 + 𝑟13 = 0 ⟹ 𝑘12

+ 𝜃𝐽𝜃𝐻 − 𝑘12
− 𝜃𝐾𝜃∗ + 𝑘13

+ 𝑝𝐾𝜃∗ − 𝑘13
− 𝜃𝐾 = 0 

𝑑𝜃𝐶𝑂

𝑑𝑡
= 𝑟3 + 𝑟7 + 𝑟9 + 𝑟15 = 0 

⟹ 𝑘3
+𝜃𝐿𝜃∗ − 𝑘3

−𝜃𝐽𝜃𝐶𝑂 + 𝑘7
+𝜃𝐷𝜃∗ −  𝑘7

−𝜃𝐼𝜃𝐶𝑂 + 𝑘9
+𝜃𝐸𝜃∗ − 𝑘9

−𝜃𝐺𝜃𝐶𝑂 + 𝑘15
+ 𝑝𝐶𝑂𝜃∗ 

−𝑘15
− 𝜃𝐶𝑂  = 0 

𝑑𝜃𝑂𝐻

𝑑𝑡
= 𝑟1 − 𝑟16 = 0 ⟹ 𝑘1

+𝜃𝐴𝜃∗ − 𝑘1
−𝜃𝐿𝜃𝑂𝐻 − 𝑘16

+ 𝜃𝑂𝐻𝜃𝐻 + 𝑘16
− 𝜃𝐻2𝑂𝜃∗ = 0 

𝑑𝜃𝐻

𝑑𝑡
= 𝑟4 + 𝑟8 − 𝑟10 − 𝑟11 − 𝑟12 − 𝑟16 + 𝑟18 = 0  

⟹ 𝑘4
+𝜃𝐿𝜃∗ − 𝑘4

−𝜃𝐷𝜃𝐻 + 𝑘8
+𝜃𝐷𝜃∗ − 𝑘8

−𝜃𝐸𝜃𝐻 − 𝑘10
+ 𝜃𝐺𝜃𝐻 + 𝑘10

− 𝜃𝐼𝜃∗ − 𝑘11
+ 𝜃𝐼𝜃𝐻 + 𝑘11

− 𝜃𝐽𝜃∗

− 𝑘12
+ 𝜃𝐽𝜃𝐻 + 𝑘12

− 𝜃𝐾𝜃∗ − 𝑘16
+ 𝜃𝑂𝐻𝜃𝐻 + 𝑘16

− 𝜃𝐻2𝑂𝜃∗ + 𝑘18
+ 𝜃𝐻2

𝜃∗ − 𝑘18
− 𝜃𝐻

2

= 0 

𝑑𝜃𝐻2

𝑑𝑡
= −𝑟18 + 𝑟19 = 0 ⟹ −𝑘18

+ 𝜃𝐻2
𝜃∗ + 𝑘18

− 𝜃𝐻
2 + 𝑘19

+ 𝑝𝐻2
𝜃∗ − 𝑘19

− 𝜃𝐻2
 

𝑑𝜃𝐻2𝑂

𝑑𝑡
= 𝑟16 + 𝑟17 = 0 ⟹ 𝑘16

+ 𝜃𝑂𝐻𝜃𝐻 − 𝑘16
− 𝜃𝐻2𝑂𝜃∗ + 𝑘17

+ 𝑝𝐻2𝑂𝜃∗ − 𝑘17
− 𝜃𝐻2𝑂 = 0 
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𝑑𝜃∗

𝑑𝑡
= −𝑟9 + 𝑟10 + 𝑟11 + 𝑟12 − 𝑟13 − 𝑟15 + 𝑟16 − 𝑟17 − 𝑟18 − 𝑟19 − 𝑟0 − 𝑟1 − 𝑟4 − 𝑟8 = 0

⟹ −𝑘9
+𝜃𝐸𝜃∗ + 𝑘9

−𝜃𝐺𝜃𝐶𝑂 + 𝑘11
+ 𝜃𝐼𝜃𝐻 − 𝑘11

− 𝜃𝐽𝜃∗
3 + 𝑘10

+ 𝜃𝐺𝜃𝐻 − 𝑘10
− 𝜃𝐼𝜃∗

+ 𝑘12
+ 𝜃𝐽𝜃𝐻 − 𝑘12

− 𝜃𝐾𝜃∗ − 𝑘13
+ 𝑝𝐾𝜃∗ + 𝑘13

− 𝜃𝐾 − 𝑘15
+ 𝑝𝐶𝑂𝜃∗ + 𝑘15

− 𝜃𝐶𝑂  

+ 𝑘16
+ 𝜃𝑂𝐻𝜃𝐻 − 𝑘16

− 𝜃𝐻2𝑂𝜃∗ − 𝑘17
+ 𝑝𝐻2𝑂𝜃∗ + 𝑘17

− 𝜃𝐻2𝑂−𝑘18
+ 𝜃𝐻2

𝜃∗ + 𝑘18
− 𝜃𝐻

2

− 𝑘19
+ 𝑝𝐻2

𝜃∗ + 𝑘19
− 𝜃𝐻2

− 𝑘0
+𝑝𝐴𝜃∗

2 + 𝑘0
−𝜃𝐴 − 𝑘1

+𝜃𝐴𝜃∗ + 𝑘1
−𝜃𝐿𝜃𝑂𝐻

− 𝑘4
+𝜃𝐿𝜃∗

2 + 𝑘4
−𝜃𝐷𝜃𝐻 − 𝑘8

+𝜃𝐷𝜃∗ + 𝑘8
−𝜃𝐸𝜃𝐻 = 0 

The site balance equation can be written such that the mass conservation rule applies: 

𝜃∗ + 𝜃𝐴 + 𝜃𝐿 + 𝜃𝐷 + 𝜃𝐸 + 𝜃𝐺 + 𝜃𝐼 + 𝜃𝐽 + 𝜃𝐾 + 𝜃𝐶𝑂 + 𝜃𝑂𝐻 + 𝜃𝐻 + 𝜃𝐻2𝑂 = 1 

The set of ordinary differential equations were solved to obtain the steady-state fractional 

coverage of each intermediate. 

3.3.2.1 Lateral interaction effect 

Our transient CSTR model showed a 0.5 ML coverage of H* on the surface under 

steady state conditions. To account for the lateral interaction effect of H* on the binding 

energy of key reaction intermediates on the catalyst surface, we carried out a simple first 

order approximated co-adsorption calculations of one H-atom co-adsorbed with the 

intermediate on the surface. Considering the TOF (net rate) for all elementary steps shown 

in Table 3.5, the dominant pathway identified in this work starts with the dehydroxylation 

of PAc (CH3CH2COOH* → CH3CH2CO*) followed by two α−carbon dehydrogenation 

steps (CH3CH2CO* → CH3CHCO* → CH3CCO*) then, the decarbonylation of CH3CCO* 

to ethylidyne (CH3C*) and finally, the hydrogenation of ethylidyne to yield ethane. In the 
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co-adsorbed state, the binding energy of PAc was lowered to (−0.49 eV). All other key 

intermediates also showed stronger binding in the presence of H* co-adsorbed on the 

surface (see Table 3.2 and Table 3.5). However, the activation barriers calculated using 

Bragg-Williams approximation16, 182 for key reaction intermediates showed an increase in 

𝐸𝑎 for all elementary steps in the dominant pathway due to the interaction with co-adsorbed 

H* (see Table 3.2 and Table 3.5).  

Including the lateral interaction effects on key intermediates, the adsorption of PAc 

(competes with H2 (g) adsorption) is reversible with a TOF of 1.70 × 10−6 𝑠−1 favorable 

in the reverse direction followed by the elementary step of PAc dehydroxylation on the 

Ni[111] surface with a TOF of 2.75 × 10−11 𝑠−1 and is irreversible, while the 

decarbonylation of CH3CH2CO* has a TOF of 3.71 × 10−14 s−1 (also irreversible). The 

decarbonylation of CH3CH2CO* is slower than the α−carbon dehydrogenation 

(2.75 × 10−11 𝑠−1) step by three orders of magnitude and hence it is likely that PAc 

dehydroxylation is followed by α−carbon dehydrogenation of CH3CH2CO* instead of the 

direct decarbonylation. The steps including and following the α−carbon dehydrogenation 

of CH3CH2CO* are all in steady state with the irreversible dehydroxylation of PAc and for 

this reason, we believe that dehydroxylation of PAc is the rate determining step in the 

dominant pathway. The overall TOF is 2.75 × 10−11 s−1 at 573K under the given reaction 

conditions, which is much slower than the experimental181 TOF of 1.50 × 10−4 s−1. This 

could be attributed to the Ni[111] facet being less active to deoxygenation than other nickel 

surfaces. 
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Table 3.5 Zero-point energy corrected activation energy barrier, reaction free energy 

change, and turnover frequency for each elementary step involved in the DCN mechanism 

of PAc on Ni[111] with lateral interaction effects included. 

Elementary step 

Activation 

Barrier 

(𝑬𝒂; eV) 

Reaction 

free 

energy 

(∆𝑮𝒓𝒙𝒏; 

eV) 

TOF (𝒔−𝟏) 
Forward 

rate (𝒔−𝟏) 

Reverse 

rate (𝒔−𝟏) 

CH
3
CH

2
COOH

(g)
 + * → CH

3
CH

2
COOH* 0.00 −0.49 −1.70 × 10−6 9.22 × 102 9.22 × 102 

CH
3
CH

2
COOH* +* → CH

3
CH

2
CO* + 

OH* 
0.65 −0.30 2.75 × 10−11 2.75 × 10−11 6.41 × 10−26 

CH
3
CH

2
CO* + * → CH

3
CH

2
* + CO* 0.85 −0.49 3.71 × 10−14 3.71 × 10−14 3.35 × 10−28 

CH
3
CH

2
CO* + * → CH

3
CHCO* + H* 0.38 −0.33 2.75 × 10−11 3.35 × 10−10 3.08 × 10−10 

CH
3
CHCO* + * → CH

3
CCO* + H* 0.23 −0.70 2.52 × 10−11 2.56 × 10−11 4.48 × 10−13 

CH
3
CCO* + * → CH

3
C* + CO* 0.11 −1.31 2.52 × 10−11 2.52 × 10−11 1.45 × 10−23 

CH
3
C* + H* → CH

3
CH* + * 0.86 0.86 2.52 × 10−11 4.71 × 10−8 4.71 × 10−8 

CH
3
CH* + H* → CH

3
CH

2
* + * 0.86 0.80 2.75 × 10−11 2.76 × 10−11 8.35 × 10−14 

CH
3
CH

2
* + H* → CH

3
CH

3
* + * 0.48 0.08 2.75 × 10−11 2.75 × 10−11 1.33 × 10−26 

CH
3
CHCO* → CH

3
CH* + CO* 0.44 −1.00 2.30 × 10−12 2.30 × 10−12 8.05 × 10−25 

CO
(g)

 + * → CO* 0.00 −2.09 
−2.75
× 10−11 

0 2.75 × 10−11 

CH
3
CH

3(g) 
+ * → CH

3
CH

3
* 0.00 0.27 

−2.75
× 10−11 

0 2.75 × 10−11 

OH* + H* → H
2
O* + * 1.14 0.56 2.75 × 10−11 2.75 × 10−11 4.28 × 10−23 

H
2
O

(g)
 + * → H

2
O* 0.00 −0.09 

−2.75
× 10−11 

0 2.75 × 10−11 

H
2
* + * → H* + H* 0.31 −0.98 −1.89 × 10−7 1.25 × 102 1.25 × 102 

H
2(g) 

+ * → H
2
* 0.00 −0.63 −2.68 × 10−3 2.24 × 106 2.24 × 106 
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Campbell reported a method to identify the rate determining step in a reaction 

mechanism based on the reversibility of elementary steps, viz. the ratio of the reverse rate 

to the forward rate.183 Using this approach, the adsorption of PAc on Ni[111] is determined 

to be a reversible step, while the dehydroxylation step is irreversible, and the α−carbon 

dehydrogenation of CH3CH2CO* has a reversibility of 0.92. From this analysis, 

dehydroxylation of PAc can be confirmed to be the rate determining step with a TOF of 

2.75 × 10−11𝑠−1. 

Campbell also reported that by changing the energy of a transition state and keeping 

the energies of all other intermediates and transition states constant, the importance of a 

particular transition state to the overall reaction rate can be ascertained.183-184 It should be 

noted that in this analysis, the equilibrium constant remains unchanged while the forward 

and reverse rate constants change. The degree of rate control for step ‘i’ is written as 

follows: 

𝑋𝑅𝐶,𝑖 = 
𝑘𝑖
⃗⃗  ⃗

𝑟
(

𝜕𝑟

𝜕𝑘𝑖
⃗⃗  ⃗

)

𝐾𝑖,𝑒𝑞;𝑘𝑗≠𝑖

 

where 𝑘𝑖
⃗⃗  ⃗ is the forward rate constant and 𝑟 is the overall reaction rate. The degree of rate 

control analysis suggests that CH3CH2COOH* dehydroxylation to CH3CH2CO* is the rate 

controlling step (𝑋𝑅𝐶,𝑖 = 1.0), while all other steps had 𝑋𝑅𝐶,𝑖 = 0. This is expected due to 

the irreversible nature of the step and all following steps were in steady state. 

Since the apparent activation energy (𝐸𝑎𝑝𝑝) depends on the reaction conditions, 

microkinetic modeling can be used to probe the influence of these conditions on 𝐸𝑎𝑝𝑝. In 
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addition, the reaction order with respect to the partial pressure of the reactants can also be 

estimated. Moreover, the changes in these parameters caused by variations in the reaction 

conditions can be employed to obtain the overall rate equation. With the aid of the 

Arrhenius plot in Figure 3.4, 𝐸𝑎𝑝𝑝 is found to be 1.15 eV or (111.08 𝑘𝐽/𝑚𝑜𝑙) for the 

temperature range between 473 and 673 K. For the reaction conditions used in this model, 

Otyuskaya and co-workers report an 𝐸𝑎𝑝𝑝 of 118 𝑘𝐽/𝑚𝑜𝑙 (1.22 eV) which is in agreement 

with our model.17 A higher 𝐸𝑎𝑝𝑝 = 2.38 eV was reported by Zare and co-workers18 on 

Ni[111], which could be attributed to different conditions used for microkinetic modeling 

and the different reaction pathway proposed by these authors. Although these results 

suggest an area amenable to more detailed investigation, the latter is beyond the scope of 

this study. 
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Figure 3.4 Arrhenius plot built to determine the apparent activation energy for the overall 

rate of the PAc DCN reaction in the 473 to 673 K temperature range. 

The apparent activation energy from Campbell’s degree of rate control for a 

reaction with two rate determining steps can be determined using the following relation:185 

𝐸𝑎𝑝𝑝 = 𝑋𝑅𝐶,1𝐸1
‡ + 𝑋𝑅𝐶,2𝐸2

‡ − 𝑛𝜃𝑀𝐴𝑆𝐼𝐻𝑀𝐴𝑆𝐼
𝑔

 

where 𝑋𝑅𝐶 is the degree of rate control for the two rate determining steps, 𝐸1
‡
 and 𝐸2

‡
 are 

the enthalpy of formation of the transition states for the two steps, 𝑛 is the number of sites 

involved in the elementary steps, 𝜃𝑀𝐴𝑆𝐼 is the fractional coverage of the most abundant 

surface intermediate (MASI) and 𝐻𝑀𝐴𝑆𝐼
𝑔

 is the enthalpy of formation of the MASI from the 

gas phase (𝑋𝑅𝐶,2 = 0 in this model). According to this relation, 𝐸𝑎𝑝𝑝 for the DCN of PAc 

was calculated to be 0.92 eV, which is comparable to 1.15 eV calculated from the 

Arrhenius plot. The reaction rate with respect to H2 and PAc partial pressure is calculated 

by relating the changes to the overall rate of the reaction when small changes are made to 
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the partial pressure of either PAc or H2, keeping the other constant. The reaction rate with 

respect to H2 partial pressure drops with an inverse order of 𝑎𝐻2
= −2.0 when 𝑝𝐻2

 is varied 

from 0.1925 bar to 0.2125 bar. The reaction rate increases with PAc partial pressure with 

a positive order of 𝑎𝑃𝐴𝑐 = 2.0 when the pressure is varied from 0.0096 bar to 0.0106 bar.  

For the most dominant pathway identified in this work, the overall rate equation 

was derived analytically by considering the dehydroxylation step to be rate determining 

and all other steps as quasi-equilibrated using Langmuir−Hinshelwood-based kinetic 

equation.151 Equilibrium rate expressions for PAc and H2 adsorption can be written as,  

𝐾𝐴 =
𝜃𝐴

𝑝𝐴𝜃∗
 ; 𝐾𝐻2

=
𝜃𝐻2

𝑝𝐻2𝜃∗
 

The overall rate equation can be written as the forward rate of the elementary step 3 since 

it is the rate determining step. 

𝑟𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑘1
+𝜃∗𝜃𝐴 

Using the site balance equation, for a transient condition where product and surface 

intermediates’ concentrations are all zero,  

𝜃∗ + 𝜃𝐴 + 𝜃𝐻2
= 1 

and rearranging the equilibrium constant expressions to get 𝜃𝐴 and 𝜃∗ in terms of partial 

pressures of the respective reactants and products, we obtain the overall rate expression as, 

𝑟𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =
𝑘1

+𝐾𝐴𝑝𝐴

(1 + 𝐾𝐴𝑝𝐴 + 𝐾𝐻2
𝑝𝐻2

)
2 
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From the analytical expression, the reaction order with respect to surface 

concentration of PAc was 𝑎𝑃𝐴𝑐 = (1 − 2𝜃𝑃𝐴𝑐) and with respect to surface H2
* is 𝑎𝐻2

=

−(2𝜃𝐻2
). This shows, under low surface concentration of PAc, the reaction is first order 

and at high surface concentration of H2
* we see an inverse second order. However, using 

the above rate expression, the analytically determined order was 𝑎𝑃𝐴𝑐 = 0.99 and 𝑎𝐻2
=

−1.51. The deviation in the 𝑎𝑃𝐴𝑐 from the microkinetic model to the analytical expression 

could be due to competitive adsorption. The expression for 𝐸𝑎𝑝𝑝 determined analytically 

is, 

𝐸𝑎𝑝𝑝 = 𝐸𝑎
𝑑𝑒ℎ𝑦𝑑𝑟𝑜𝑥𝑦𝑙𝑎𝑡𝑖𝑜𝑛

+ ∆𝐻𝑃𝐴𝑐(1 − 2𝜃𝑃𝐴𝑐) + ∆𝐻𝐻2
(−2𝜃𝐻2

) 

where, 𝐸𝑎
𝑑𝑒ℎ𝑦𝑑𝑟𝑜𝑥𝑦𝑙𝑎𝑡𝑖𝑜𝑛

 is the activation barrier for the dehydroxylation step, ∆𝐻𝑃𝐴𝑐 is the 

enthalpy change in binding of PAc, 𝜃𝑃𝐴𝑐 is the surface coverage of PAc, ∆𝐻𝐻2
 is the 

enthalpy change in binding of H2, and 𝜃𝐻2
 is the surface coverage of H2. Note, the terms in 

the round brackets represent the analytical expression for the respective orders. Using this 

expression and the orders determined above, the analytical 𝐸𝑎𝑝𝑝 was 1.10 eV, which agrees 

with the microkinetic model. This equation also confirms the contribution of binding 

energies to the apparent activation energy of the overall reaction and highlights the 

importance of determining the most stable binding mode of the reactant molecule. In future 

work, it would be warranted to include van der Waals correction to the functional used for 

binding energy predictions since vdW forces can influence the preferred adsorption mode 

of reactant molecules.166-170 
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3.4 Conclusion 

Inexpensive Ni-based catalysts have been reported to display comparable 

performance to costly Pt- and Pd-based formulations in the deoxygenation of fatty acids 

and their derivatives to fuel-like hydrocarbons via DCN/DCX. In this contribution, a model 

carboxylic acid (PAc) is as a surrogate for fatty acids to investigate the DCN reaction 

mechanism over a Ni[111] surface. Notably, both first-principles electronic structure 

calculations and in situ DRIFTS measurements establish that PAc predominantly adopts a 

bidentate binding mode on Ni[111]. Microkinetic modeling making use of DFT-

determined parameters shows that PAc dehydroxylation followed by two α−carbon 

dehydrogenation steps of CH3CH2CO* intermediate to CH3CCO*, then the −CO 

abstraction and ultimately hydrogenation to ethane as the dominant pathway at 573 K. The 

lateral interaction effect with first order approximated H* coverage on the reaction 

mechanism shows an increase in the activation barriers of key elementary steps. The model 

also provides valuable insights on the reaction orders of the gas phase species. The pathway 

proposed in this contribution has a TOF of 2.75 × 10−11𝑠−1, which is slower than the 

reported experimental value although, the 𝐸𝑎𝑝𝑝 of 1.15 eV (0.92 eV if the value is estimated 

using Campbell’s degree of rate control) is in reasonable agreement with experiment. The 

key differences between the conclusions of this contribution and those from previous 

reports15, 18-19 mainly stem from – and highlight the importance of – the agreement between 

DFT and experimental identification of the binding mode of reagents on transition metal 

surfaces. Indeed, the bidentate adsorption mode of PAc on Ni[111] spectroscopically 

observed in this work afforded valuable insights vis-à-vis the accessibility of α-carbon 
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hydrogen atoms, which in turn informed the mechanistic pathways that could possibly 

follow.  
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CHAPTER 4. IMPACT OF FLUORINATED ANILINIUM-BASED LIGANDS ON THE 

SURFACE ELECTRONIC PROPERTIES OF FORMAMIDINIUM TIN IODIDE 

(FASNI3) PEROVSKITE 

4.1 Introduction 

As discussed in Chapter 1, perovskites are promising materials for a wide range of 

semiconducting applications, including as the active materials in solar cells, transistors, 

and lighting, as one can tune the material properties through modification of the bulk 

perovskite chemistry and structure and the surface chemistry. Here, we employ density 

functional theory (DFT) calculations to investigate how surface ligands impact the 

electronic properties of FASnI3, with focus on the [110] surface. We are particularly 

interested in anilinium-based ligands that vary by the number of fluorine atoms appended 

to the phenyl ring. Similar ligands have been shown to offer wide variability in the surface 

electronic properties of indium tin oxides (ITOs)186-191 and graphene oxides (GOs)192-194 as 

a function of the degree of fluorination and/or variability in self-assembled monolayers 

(SAMs).  

We set as a baseline the structural and electronic properties of the high-temperature 

cubic phase of FASnI3 (Figure 4.1 (A)) and proceed to model a clean FASnI3[110] surface 

with FA−I termination. We then investigate the influence of five anilinium (An)-based 

ligands (An+, 4−FAn+, 2,6−FAn+, 3,4,5−FAn+, 2,3,4,5,6−FAn+) (see Figure 4.1 (B)) on 

the surface energy, relative binding energy, surface charge density difference, and work 

function. It was hypothesized that with changing the net dipole moment of the ligand due 

to fluorination of the phenyl ring of anilinium that we would observe a change in the work 

function, as seen for ITOs and GOs. A key finding is that the anilinium ligands with varying 
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degree of fluorination, in-line with similar ligands on other systems, show a correlation 

with the FASnI3-ligand surface electronic properties.  

 

Figure 4.1 The bulk cubic structure of FASnI3 perovskite (A) and the proposed surface 

ligands (B) 

4.2 Methods 

All DFT calculations for bulk and slab systems were carried out with the Vienna 

Ab-initio Simulation Package (VASP),157, 195 using plane-wave basis sets to solve the 

Kohn-Sham equations. To describe the electron-ion interactions, the projector-augmented 

wave (PAW) method was used, and the PBE functional within the generalized gradient 

approximation (GGA) was used to calculate the exchange-correlation energies.145-146 For 

ionic relaxations, the conjugate gradient algorithm was employed.196 To account for the 

deficiencies in local and semi-local exchange-correlations, we used Dudarev’s rotationally 
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invariant, simplified approach197 of the DFT+U, where the Hubbard parameter (U) was 

empirically determined to be 6.52 eV by fitting the band gap of a periodic orthorhombic 

FASnI3 unit cell to the experimentally determined band gap of 1.4 eV.82, 198-200 The 

optimized U-parameter was used in all the subsequent calculations. On-site interactions 

were turned on for all the p-orbitals of Sn. DFT-D3 dispersion corrections from Grimme’s 

method with Becke-Johnson damping function was adopted to account for the improper 

description of van Der Waals interactions due to the hybrid nature of exchange-correlation 

functionals.201-202 Spin-orbit coupling (SOC) effects were considered to further account for 

the interaction of the electron spin with its orbital motion.203 The plane-wave energy cut-

off was set to 520 eV and structures were optimized until the residual forces were smaller 

than 0.001 eV/Å.  

We first optimized a cubic bulk structure as it provides the high temperature surface 

observed experimentally at 298 K.204-205 A (2x2) cubic, FA−I terminated FASnI3 [110] 

surface consisting of four layers was constructed from the cubic bulk structure to study the 

surface electronic properties. The bottom two layers consisting of FA and Sn−I3 were 

constrained to represent the bulk nature of the surface with the top two layers allowed to 

relax. A K-point mesh of 4 x 4 x 1 was used for all surface calculations. A vacuum layer 

of 15 Å was applied to avoid interactions between repeating units in the periodic 

calculations. Since the slabs generated are asymmetric, dipole corrections were applied to 

counteract the finite-size errors in the potential and forces. We note that attempts to use a 

larger vacuum space for determining the work function did not converge as they required 

considerable computational cost.  
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The ligands used for slab calculations were first optimized using the Gaussian16 

(Revision A.03)206 software suite. The M06 functional was used for all calculations as it 

was developed for use with both transition metals and non-metals.207 The 6-31G(d,p) Pople 

basis set208-211 was used for all elements with an ultrafine grid for energy calculations. All 

ligands were optimized with a net +1 charge (except for the calculation of the net dipole 

moment) and normal mode analyses were carried out to ensure that no negative frequencies 

were present for the optimized geometries. These ligands were then used for surface 

calculations. 

4.3 Results and Discussion 

To set the stage to understand the electronic properties of An-based ligand-

terminated FASnI3 [110] surfaces, we start with a description of the bulk cubic FASnI3 

structure; we are primarily interested in the cubic (space group Pm3̅m) phase as it is the 

high-temperature phase (298 K) where PSC operate.204-205 The lattice constant of the bulk 

structure was determined empirically to be 6.35 Å, which is similar to recent reports.204-205 

A slightly indirect bandgap of 1.37 eV (see Figure 4.2) is likely due to Rashba or 

Dresselhaus effects, where spin-splitting occurs due to SOC.212-213 The experimental 

bandgap is 1.41 eV.200 Literature reports205, 212 also show via partial density of states 

(pDOS) that the valence band maximum (VBM) and the conduction band minimum (CBM) 

are predominantly dominated by the I(p) and Sn(p) states respectively, which aligns with 

our findings from the DOS of the bulk cubic structure of FASnI3 as shown in Figure 4.2.  
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Figure 4.2 The electronic density of states (DOS) (A) and the band structure (B) of the bulk 

cubic FASnI3 perovskite determined at PBE+U level of theory. The DOS shows the nature 

of VBM and CBM with a slight indirect bandgap of 1.37 eV shown via the band structure. 

Phenyl-based ligands with varying degrees fluorination and patterns of fluorine 

substitution around the phenyl ring offer the ability to tune the dipole moment of the 

individual ligand molecules that, when aligned on a surface as a SAM, can be used to alter 

the material (here perovskite) work function. To explore this phenomenon, we started with 

the DFT determined net dipole moments for each ligand under consideration. To avoid 

issues with determining the dipole moments of the protonated (charged) anilinium-based 

ligands, we used neutral amine-based ligands as a proxy to evaluate how fluorination 

impacted the molecular dipole moment, shown in Figure 4.1(B). It is quite clear that the p-

substituted aniline (An) ligands (4−FAn and 3,4,5−FAn) show the largest dipole moments 

(see Figure 4.3), with the 2,3,4,5,6−FAn ligand possessing a nearly identical magnitude of 

the net dipole moment as the 4−FAn ligand. The 2,6−FAn ligand (m-substituted) shows a 

decrease in the magnitude of the net dipole moment when compared to An.  
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Figure 4.3 Net dipole moments of fluorine substituted Aniline (An) based ligands 

calculated at M06L/6-31g(d,p) level of theory.  
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For each ligand considered (Figure 4.1 (B)), the [110] surface was covered by one 

monolayer (1ML) of ligand, as shown in Figure 4.4. Several orientations for each ligand 

were considered, with results from the most stable configurations reported here.  

 

Figure 4.4 Periodic DFT optimized surfaces (side view) with 1ML coverage of each 

ligands. The surface structures shown here are the most stable modes. 

 

The relative binding energy of one ion on the surface was determined in accordance 

with the work from Shu and co-workers64 
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 𝐸𝑎𝑑𝑠 =
(𝐸𝑝𝑒𝑟𝑜𝑣𝑠𝑘𝑖𝑡𝑒/𝑖𝑜𝑛 − 𝐸𝑝𝑒𝑟𝑜𝑣𝑠𝑘𝑖𝑡𝑒 − 2𝐸𝑖𝑜𝑛)

2
 (4.1) 

where Eperovskite/ion is the total DFT energy of the perovskite surface with 1 ML of the 

respective ion on the surface, Eperovskite is the total DFT energy of the clean perovskite 

surface, Eion is the DFT energy of the isolated ion in the gasphase, and the normalizing 

factor 2 accounts for per ion basis of the adsorption energy. An+ and its derivatives bind 

strongly when compared to the surface FA+ cations with the exception of 2,3,4,5,6−FAn+. 

The result for 2,3,4,5,6−Fan+, which has a binding energy similar to FA+, is likely due to 

strong and repulsive intermolecular F-F interactions among the closely packed ligands on 

the surface. We hypothesize that this result may also be in part due to the over-penetration 

of the 2,3,4,5,6−FAn+ ligands into the surface. To investigate this, we examined the 

geometric effects of ligand binding on the surface of the perovskite. Although there is some 

distortion in the ∠I-Sn-I ∠Sn-I-Sn angles, a direct correlation to the relative binding energy 

cannot be made. The distance between the N-atom of the amine group and the I-atom 

underneath on the surface of the perovskite suggests excessive penetration of the 

2,3,4,5,6−FAn+ ligand, which has been shown to destabilize the MAPbI3 perovskite 

surface.63 Further investigation is needed to better understand this behavior. 

The surface energy (in eV/Å), which is a metric to understand surface stabilities, is 

determined by 

 𝛾 =
(𝐸𝐷𝐹𝑇

𝑠𝑙𝑎𝑏 − 𝑛𝐸𝐷𝐹𝑇
𝑏𝑢𝑙𝑘)

2𝑆
 (4.2) 
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where 𝐸𝐷𝐹𝑇
𝑠𝑙𝑎𝑏 is the total DFT energy (in eV) of the slab, 𝑛 is the number of repeat units 

(four unit cell repeats to construct the slab), 𝐸𝐷𝐹𝑇
𝑏𝑢𝑙𝑘 is the DFT energy (in eV) of the bulk 

structure, 𝑆 is the total area of the surface in Å and the normalizing factor as it provides 

energy per surface since the slab termination has two surfaces along the z-axis.  

Table 4.1 Surface energy, relative binding energy, work function, N−I distance, ∠I−Sn−I 

and ∠Sn−I−Sn of periodic surfaces at PBE+U level of theory. 

Surface 
Surface 

energy 

(γ) 

(eV/Å) 

Relative 

Binding 

energy 

(ΔB.E.) 

(eV) 

Relative 

Work 

function 

(ΔФ) 

(eV) 

N−I 

distance 

(Å) 

∠I−Sn−I  ∠Sn−I−Sn  

Clean −0.14 0.00 0.00 3.81 92.7° 170.3° 

An+ −0.98 −0.47 −0.56 3.54 89.5° 164.4° 

4−FAn+ −0.98 −0.48 0.19 3.55 87.2° 164.6° 

2,6−FAn+ −0.98 −0.46 −0.73 3.42 87.1° 158.7° 

3,4,5−FAn+ −0.98 −0.25 0.86 3.46 87.7° 168.6° 

2,3,4,5,6−FAn+ −0.97 0.07 0.40 3.40 91.4° 162.4° 

 

Hydrophobic materials have lower surface energy (γ) than hydrophilic materials, 

and when two materials with different γ are mixed to form a layer, the material with low γ 

tends to be distributed at the surface.214 It should be noted that the surface energy 

calculation is not straightforward for asymmetric slabs where the chemical characteristics 
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of the top and bottom surfaces differ, which is the case here. To circumvent this problem, 

we first calculated the surface energy of the clean slab (𝛾𝑠𝑢𝑟𝑓) using equation (4.2) and 

used equation (4.3) to calculate the surface energy at the top of the slab for all the surfaces 

with 1ML coverage of An+ and its derivatives.  

 𝛾 = [
(𝐸𝐷𝐹𝑇

𝑠𝑙𝑎𝑏 − 𝑛𝐸𝐷𝐹𝑇
𝑏𝑢𝑙𝑘)

𝑆
] − 𝛾𝑠𝑢𝑟𝑓 (4.3) 

The first term in the bracket is the total surface energy of the slab consisting of two (top 

and bottom) surfaces, which is subtracted by the surface energy of the bottom surface 

which is equivalent to the clean slab.  

We note that lower surface energies due to the presence of SAM on perovskite 

surfaces has been shown to increase hydrophobicity and improve PCEs.64, 68-69 

Qualitatively, the results presented here are in line with literature precedent. However, 

negative surface energies indicate that the bulk system would spontaneously disintegrate. 

There are several reasons that can lead to negative surface energies, such as the reference 

chosen to calculate the surface energy likely does not account for the asymmetric nature of 

the bottom and top surfaces of the slab. Although the 𝛾𝑠𝑢𝑟𝑓 is subtracted in the equation 

(4.3), the calculation of 𝛾𝑠𝑢𝑟𝑓 is based on the relaxed surface while the bottom surface of 

the slab models in Figure 4.4 are constrained for bulk representation. Another problematic 

aspect could be due to the nature of the bulk calculation, where it is likely that the structure 

resides at a local minima and not the global minima on the potential energy surface. It is 

imperative to further investigate these concerns and efforts are underway.  
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The work function can be used to understand the influence of ligands on the 

electronic properties of perovskites. The work function represents the photon energy 

needed to displace an electron from the bulk of a crystal to the vacuum region where the 

influence from the crystal surface is negligible.215 The work function is calculated as 

 𝜙 = 𝐸𝑣𝑎𝑐 − 𝐸𝑓𝑒𝑟𝑚𝑖 (4.4) 

where, 𝐸𝑣𝑎𝑐 is the vacuum potential, 𝐸𝑓𝑒𝑟𝑚𝑖 is the Fermi energy. 

From Table 4.1, we see that the substitution of surface FA+ with An+ reduces the work 

function by −0.56 eV, where the relative work function is with respect to the work function 

of the clean slab (FA−I terminated). Further, the subsequent fluorination of the phenyl ring 

to 4−FAn+ increases the work function substantially by −0.19 eV relative to the clean slab. 

Notably, fluorinating the phenyl ring at the 2,6−position decreases the relative work 

function substantially, while 3,4,5−FAn and 2,3,4,5,6−FAn substitutions increases the 

relative work function (see Table 4.1 and Figure 4.5). This behavior is in-line with 

observations of similar ligands on ITO and graphene that show a change in work function 

of up to 1.2 eV.186, 188 However, it should be noted that the mechanism of surface 

modification in those studies were either through physisorption or chemisorption while this 

work pertains to surface substitutions.  
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Figure 4.5 Correlation diagram of net molecular dipole moment and the surface work 

function. 

Since the work function depends on the Fermi energy of the surface and the vacuum 

potential, it is worthwhile to understand their dependence on the net dipole moment of the 

isolated ligands (see Figure 4.6). Although it should be noted that the surface dipoles can 

vary from the net dipole moment of isolated ligands and a direct correlation cannot be 

made, we can make observations on the dependence of 𝐸𝑣𝑎𝑐 and 𝐸𝑓𝑒𝑟𝑚𝑖 on the surface 

orientation of ligands (in particular, the fluoride pointing towards or away from the 

surface).  
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Figure 4.6 Vacuum potential and the fermi energy for 1ML coverage of An+ and its 

fluorinated derivatives. The reference line chosen is with respect to An+ on the surface.  

From Figure 4.6, we observe that the 𝐸𝑣𝑎𝑐 and 𝐸𝑓𝑒𝑟𝑚𝑖 are almost linearly dependent 

with respect to fluorination of the An+ ligand for a monolayer. We do observe changes in 

𝐸𝑓𝑒𝑟𝑚𝑖 and 𝐸𝑣𝑎𝑐 show a reasonable dependence on the ‘net’ direction of −F on the surface 

monolayer. For the case of 2,6−FAn+, we see from Figure 4.4 that the F atoms point 

towards the surface and is the only case where there are no F atoms pointing away from 

the surface, which results in an increase in the 𝐸𝑓𝑒𝑟𝑚𝑖 and 𝐸𝑣𝑎𝑐. Whereas for all other 

fluorinated An+ cases, we observe a decrease in 𝐸𝑓𝑒𝑟𝑚𝑖 and 𝐸𝑣𝑎𝑐 with respect to 1ML An+ 

on the surface. This result shows the effect of surface geometry on the Fermi energy and 

vacuum potential are correlated and it is reflected in the change of work function as a 

function of net molecular dipole moments.  
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Charge density difference (∆𝜌) plots were examined to study the interaction of the 

ligands with the perovskite surface where, the ∆𝜌 was determined by64 

∆𝜌 =  𝜌𝑠𝑙𝑎𝑏
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

− 𝜌𝑠𝑙𝑎𝑏
𝑖𝑜𝑛𝑠 − 𝜌𝑠𝑙𝑎𝑏

𝑝𝑒𝑟𝑜𝑣𝑠𝑘𝑖𝑡𝑒
 

where, 𝜌𝑠𝑙𝑎𝑏
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

, 𝜌𝑠𝑙𝑎𝑏
𝑖𝑜𝑛𝑠, 𝜌𝑠𝑙𝑎𝑏

𝑝𝑒𝑟𝑜𝑣𝑠𝑘𝑖𝑡𝑒
 is the charge density of the perovskite−ion interface, 

ions on the slab and the bare perovskite respectively. Several works on metal HPs (ABX3) 

have shown that the bandgap and in-turn, the work function, can be tuned by varying the 

ionic character of the B−X bond.77, 216-219 From these works, it is evident that the 

electronegativity of the metal (B=Sn) shows a correlation with the respective perovskite 

work function.  

The charge density difference plots are shown in Figure 4.7, where the yellow 

region shows charge accumulation and the blue region shows charge depletion. 

Interestingly, the interaction between the ligand and the perovskite surface is stronger for 

the case of An+ and its derivatives, which is shown by the increased volume of charge 

accumulation and depletion regions for these surfaces when compared to the clean surface. 

Prior studies have demonstrated stronger interaction and higher surface stability with 

increasing volume of charge accumulation and depletion regions.64, 220 This behavior is in 

line with the N−I distance observed for each ligand on the surface (see Table 4.1) where 

stronger interactions result in shorter N−I distance. A closer look at the charge density 

difference (Figure 4.8) reveals the nature of the interaction to be very similar for all ligands 

regardless of the extent of fluorination. The amine group of the ligand shows considerable 

charge depletion. To balance the charge distribution, we observe accumulation on the 
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phenyl ring and the surface iodine atoms. Due to charge accumulation on the iodine atoms, 

a small region of charge depletion is observed between the Sn−I bond that results in charge 

accumulation on the Sn atom. This behavior is consistent with all the surfaces under 

consideration, regardless of the type of ligand on the surface. The charge accumulation on 

Sn makes it more electronegative, resulting in lowering of the ionic character of the Sn−I 

bond with stonger antibonding coupling. Shi and co-workers80 studied this behavior in 

MASnI3 and FASnI3 where they observed a higher antibonding coupling between Sn(5s) 

and I(5p) in MASnI3, which resulted in lower PV performance when compared to FASnI3. 

Therefore, it is necessary to change the ionic character of the B metal by increasing or 

decreasing the antibonding coupling of the metal-halide bond in the perovskite structure to 

significantly change the work function of the material. Since An+ and its fluorinated 

derivates interact strongly with the perovskite surface, the likely change in the ionic 

character of the Sn atom remains more or less the same for all the surfaces and is likely 

responsible for changes in the work function (as shown by the charge density difference 

plots in Figure 4.7 and Figure 4.8).   
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Figure 4.7 Charge density difference plots (side view) of periodic surfaces at PBE+U level 

of theory where, the yellow and blue regions represent charge accumulation and depletion 

respectively. 
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Figure 4.8 Charge density difference plots (top) view of clean surface and 1ML of An+ and 

its fluorinated derivatives. The figure depicts the regions of charge accumulation (yellow) 

and depletion (blue) on the ligands, Sn and I atoms.  

4.4 Conclusion 

Perovskites demonstrate immense potential as alternatives to silicon for 

semiconductor applications. Due to their chemical structure and composition, they possess 

drawbacks that limit large-scale application. In this work, we employed DFT calculations 

to explore some of the proposed ligands that are known to passivate the oxidation of the 

Sn2+ to Sn4+ in the perovskite structure. In particular, we studied the bulk properties of 

cubic FASnI3 perovskite and surface electronic properties of [110] FA−I terminated 

perovskite slab. The geometric structure calculations showed that substitution of surface 

FA+ cations with An+ and its fluorinated derivatives greatly reduced the surface energy of 

formation, indicating a more stable surface structure. An+ and its fluorinated derivatives 

bind stronger than FA+ cations to the perovskite surface except for 2,3,4,5,6−FA+ cation, 

likely due to the extent of ligand penetration. Since the net dipole moment of An+ can be 

varied via fluorination of the phenyl ring, its effect on the work function was studied. A 

clear correlation was established between the change in the net molecular dipole moment 

and the work function of the surface structures. The charge density difference plots showed 

larger volume of charge accumulation and depletion regions that explain the stronger 

binding of these ligands to the perovskite surface making them more hydrophobic. 

Understanding this behavior can lead to effective design of the perovskite surface to tune 

the work function and control the surface electronic properties.   
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CHAPTER 5. DFT STUDIES OF CO2 REDUCTION USING N-ANNULATED 

PERYLENE DIIMIDE RHENIUM BIPYRIDINE DYADS 

5.1 Introduction 

In Chapter 1, the need for a theoretical understanding of the role of a chromophore 

in the electrocatalytic reduction of CO2 was presented. Dr. Gregory Welch’s group at the 

University of Calgary, studied the properties of N-annulated perylene diimide (PDI) and 

demonstrated the stability of these films in polar and non-polar solvents due to π−π 

stacking and suggested its function as an electron transport layer.221 They also observed 

lowering of CO2 reduction overpotentials when the Re(bpy) catalyst is tethered to PDI.112  

The computational work presented in this chapter was carried out in collaboration 

with Dr. Welch’s group and is published.112, 221 Here, we will focus on examining the 

frontier molecular orbitals (FMOs) of PDI and discuss its applicability to CO2 reduction 

catalysts. We will then proceed to study the geometric and electronic properties of the 

Re(bpy-C2-PDI) catalyst. In particular, the FMOs and spin densities of each reduced specie 

are examined to elucidate the role of PDI tethered to the catalyst. The active intermediate 

in the catalytic cycle is identified and its presence and influence are demonstrated at high 

and low overpotentials using the FMOs.  

5.2 Methods 

Density functional theory (DFT) and time-dependent DFT (TDDFT) calculations 

were carried with in the Gaussian16 (Revision A.03)206 software suite. The M06 functional 

was used for all calculations as it was developed for use with both transition metals and 

non-metals.207 The 6-31G(d,p) Pople basis set208-211 was used for all non-metal elements, 
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and the LANL2DZ basis set222-224 was used for Re, with 60 core electrons subsumed into 

the effective core potentials. For all optimized geometries, normal mode analyses were 

carried out to ensure that no negative frequencies were present. To reduce computational 

cost, all terminal N-alkyl groups were truncated to methyl groups. For highly charged 

species, full convergence was first obtained by using the loose criteria for convergence, 

followed by the tighter, default grid. In addition to this, the NoSymm tag was used for 

initial convergence of the –3 charged species and then removed to attain full convergence. 

Molecular orbitals and spin densities were visualized using GaussView 5.0.9.225 

The SMD implicit solvation model226 was used to compute the fixed concentration 

free energies of solvation of PDI and PDI− in 1-propanol. The combination of computed 

free energies and gas phase energies were employed to determine the pKa using methods 

described by others.227-232 TDDFT calculations provided the excited-state transitions up to 

10 states and the simulated absorption spectrum of PDI and PDI−. 

5.3 Results and discussion 

PDI molecules are known to self-assemble into strongly overlapping π-stacks 

which makes this chromophore appropriate for electron transport materials.233-235 In 

addition to its well explored transport properties, understanding its ability to solubilize 

when deprotonated can render this material as synthetically versatile for a potential 

chromophore tethered to Re(bpy) catalysts.123-126   
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5.3.1 Electronic and optical properties of PDI and PDI─ 

Select frontier molecular orbitals (MOs) for PDI and the deprotonated PDI− anion 

are shown in Figure 5.1. The highest-occupied MO (HOMO) and lowest-unoccupied MO 

(LUMO) for both species maintain similar spatial distribution, as expected. The pyrrolic 

N-atom of the PDI molecule is depicted in Figure 5.2. Deprotonation of PDI to form the 

PDI− anion results in a considerable energetic destabilization of both the HOMO (from –

6.17 eV in PDI to –2.84 eV in PDI−) and LUMO (from –3.11 eV in PDI to +0.03 eV in 

PDI−). Notably, the HOMO-LUMO gap of PDI− is 0.19 eV smaller than that of PDI. 

The smaller HOMO-LUMO gap for PDI− correlates well with the smaller S0→S1 

vertical transition for PDI− (2.32 eV) compared to PDI (2.61 eV) as determined by TDDFT 

calculations at the M06/6-31G(d,p) level of theory. Both S0→S1 transitions are described 

by a one-electron excitation from HOMOLUMO (95% electronic configuration for PDI–

, and 98% electronic configuration for PDI). The simulated absorption spectra based on the 

TDDFT calculations correlate well with the experimental UV/vis spectra (Figure 5.3) 

suggesting dissolution of the deprotonated PDI– which adds a lone pair of electrons to the 

pyrrolic N-atom, subsequently destabilizing the HOMO and LUMO energies.221  
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Figure 5.1 Pictorial representations of select frontier molecular orbitals (MO) for PDI− and 

PDI as determined at the M06/6-31G(d,p) level of theory. 

 

Figure 5.2 Pyrrolic N-atom of the PDI molecule. 
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Figure 5.3 Simulated absorption spectra for PDI– and PDI as determined via TDDFT 

calculations at the M06/6-31G(d,p) level of theory. The full width at half-maximum 

(fwhm) used in the gaussian convolution of the vertical excited states was 0.33 eV.  

These results show that the FMO energy levels of PDI upon deprotonation is 

slightly destabilized which improves the energetic match with the FMOs of Re(bpy) moiety 

and allows for tethering the PDI to the Re(bpy) catalyst.112, 126, 221 In addition, the DFT 

predicted pKa of the PDI molecule in the implicit solvent 1-propanol was estimated to be 

19.70, which confirms deprotonation of the molecule in basic medium as suggested by 

experiments.221 And, as stated in Chapter 1, the deprotonated pyrrolic N-atom is well 

explored to tether PDI to organic solar cells and OFETs and has been explored for the 

Re(bpy) catalyst in this study.112, 123-126, 221  
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5.3.2 Investigation of CO2 reduction mechanism using Re(bpy-C2-PDI) 

All optimized geometries described herein were determined to be minima on the 

potential energy surface through normal mode analyses. The DFT-optimized structure of 

neutral-state Re(bpy-C2-PDI) (see Figure 5.4) showed excellent correlation with the 

single-crystal X-ray diffraction connectivity map.112 A molecular orbital (MO) diagram of 

Re(bpy-C2-PDI) (Figure 5.5), constructed using the optimized geometries of Re(bpy-TAz) 

and PDI, also correlated well to the electrochemically determined redox events.112 The 

localized nature of the frontier MOs revealed that the two fragments were nearly 

electronically isolated, which is reasonable considering the system is not conjugated 

through π-orbitals. We note that in the optimized ground-state geometry of the complex 

that the PDI and Re(bpy-TAz) were near each other, with the alkyl arm folded to bring the 

moieties in proximity. All attempts to optimize the geometry of Re(bpy-C2-PDI) starting 

from an extended conformation were unable to deliver an optimized structure, confirming 

intramolecular folding is important to this system.  
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Figure 5.4 DFT-optimized structure of ground-state Re(bpy-C2-PDI) determined at 

M06/6- 31G(d,p)/LANL2DZ level of theory.  
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Figure 5.5 Molecular orbital diagram of Re(bpy-C2-PDI) (center), comprised of N- 

annulated PDI (left) and Re(bpy-TAz) (right) as determined at the M06/6-

31G(d,p)/LANL2DZ level of theory. 

We next turned our attention to the nature of the electronic states to propose a 

catalytic cycle (Figure 5.6). Emphasis was placed on the optimized geometries, frontier 

MOs, and spin-density maps to demonstrate the distributions of the electron spin in open-

shell states. From the ground-state ReI(bpy-C2-PDI)0 (Figure 5.6A), two electrons can be 

added to the system without significantly affecting the molecular geometry of the complex 
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(Figure 5.7 to Figure 5.11). While both the singlet ReI(bpy-C2-PDI2─) and triplet 

ReI(bpy●─-C2-PDI●─) states were considered, it was found that an unrestricted open-shell 

calculation for doubly reduced dyad converged with all electrons paired on PDI. Given that 

the doubly reduced product was diamagnetic and no Δvco was observed in the FTIR SEC 

experiments,112 it is highly likely that singlet state ReI(bpy-C2-PDI2─) is favored. This 

notion was further substantiated by comparing the MOs of the singlet and triplet states, 

where ReI(bpy-C2-PDI2─) exhibited no Re-C≡O anti-bonding character (Figure 5.11) and 

ReI(bpy●─-C2-PDI●─) showed significant Re-C≡O anti-bonding interactions (Figure 5.10).  

 

Figure 5.6 Proposed electrocatalytic CO2 reduction cycle of Re(bpy-C2-PDI). Optimized 

geometries and relevant HOMO or HOαO calculations were determined at the M06/6-

31G(d,p)/LANL2DZ level of theory. Black, green, or blue coloration of the Re(bpy-TAz) 

and PDI structural moieties indicate the presence of zero, one, or two electrons, 

respectively.  
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Figure 5.7 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the doublet state of ReI(bpy-C2-PDI●─) as determined at the 

M06/6- 31G(d,p)/LANL2DZ level of theory. 
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Figure 5.8 Frontier molecular orbitals of the doublet state of ReI(bpy-C2-PDI●─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents HOαO and (B & C) 

represent the LUαO and LUβO with α- and β-spins, respectively. 
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Figure 5.9 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map(B & D) for the triplet state of ReI(bpy-C2-PDI2─) as determined at the M06/6- 

31G(d,p)/LANL2DZ level of theory. 
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Figure 5.10 Frontier molecular orbitals of the triplet state of ReI(bpy-C2-PDI2─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A & B) represent the HOαO-1 and 

HOαO with α-spins, respectively, and (C) is the LUβO with β-spin. 

 

Figure 5.11 Frontier molecular orbitals of the singlet state of ReI(bpy-C2-PDI2─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO and (B) is 

the LUMO. 
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Subsequent one-electron reduction of the complex to ReI(bpy●─-C2-PDI2─) resulted 

in a substantial geometric rearrangement (Figure 5.6B and Figure 5.12). Instead of PDI 

being folded over the Re(bpy-TAz)-moiety, the alkyl arm extended to separate the PDI and 

Re(bpy-TAz) moieties. Looking at the MOs of the doublet state of ReI(bpy●─-C2-PDI2─), 

the highest occupied molecular orbital (HOMO) was PDI-localized, while the highest 

occupied α-spin orbital (HOαO) was exclusively Re(bpy-TAz) in character (Figure 5.13). 

The extended geometry of the ReI(bpy●─-C2-PDI2─) likely resulted from electrostatic 

repulsion between the negatively charged PDI2─ and Re(bpy-TAz)●─ moieties.  

 

Figure 5.12 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the doublet state of ReI(bpy●─-C2-PDI2─) as determined at the 

M06/6- 31G(d,p)/LANL2DZ level of theory. 
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Figure 5.13 Frontier molecular orbitals of the doublet state of ReI(bpy●─-C2-PDI2─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO with 

electrons paired on PDI, while (B & C) represent the HOαO and LUβO with α- and β-

spins, respectively. 

At high overpotentials, ReI(bpy•−-C2-PDI2−) would be reduced once more, causing 

the displacement of the axial chloride-ligand and generating highly nucleophilic Re0(bpy•−-

C2-PDI2−) (Figure 5.6C). Geometry optimization calculations performed on this 5-

coordinate Re0(bpy●─-C2-PDI2─) species showed that PDI was still in an extended state 

relative to the Re(bpy-TAz)-moiety (Figure 5.14 and Figure 5.15). The MO diagram of this 

triplet species (Figure 5.16) revealed that the HOMO was exclusively PDI in character and 

that the overall energy level was unaltered relative to the ReI(bpy●─-C2-PDI2─) precursor 

(Figure 5.17), while the HOαO-1 and HOαO for Re0(bpy●─-C2-PDI2─) was delocalized 

over the Re(bpy-TAz)-moiety only (Figure 5.15). We note that the calculated HOαO-1 and 
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HOαO of Re0(bpy●─-C2-PDI2─) were nearly identical to the system reported by Kubiak 

and co-workers.236 

 

Figure 5.14 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the triplet state of Re0(bpy●─-C2-PDI2─) as determined at the 

M06/6- 31G(d,p)/LANL2DZ level of theory. 
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Figure 5.15 Frontier molecular orbitals of the triplet state of Re0(bpy●─-C2-PDI2─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO with paired 

electrons on PDI, and (B & C) are the α-spin HOαO-1 and HOαO, respectively. 
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Figure 5.16 Molecular orbital diagram of Re0(bpy●─-C2-PDI2─) showing HOMO-1, 

HOMO, HOαO, LUβO, and LUMO+1 as determined at the M06/6-31G(d,p)/LANL2DZ 

level of theory. 
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Figure 5.17 Molecular orbital diagram of ReI(bpy●─-C2-PDI2─) showing HOMO, HOαO 

and LUβO as determined at the M06/6-31G(d,p)/LANL2DZ level of theory. 

With FTIR SEC experiments112, it was observed that ReI(bpy●─-C2-PDI2─) could 

undergo chloro-dissociation to generate a 5-coordinate Re0(bpy●─-C2-PDI●─) species at 

lower overpotentials (Figure 5.6D). The optimized geometry of Re0(bpy●─-C2-PDI●─) 

showed that PDI was once again extended away from the Re(bpy-TAz)-moiety (Figure 

5.18). Examining the MOs of doublet state Re0(bpy●─-C2-PDI●─), the HOαO was PDI-

centered, while the HOMO was distributed over the Re(bpy-TAz)-moiety (Figure 5.19). 

These MOs imply that an electron was transferred from the PDI2─ electron-reservoir to the 

5-coordinate Re(bpy-TAz) catalyst center and can be observed in the MO diagram of 

Re0(bpy●─-C2-PDI●─) (Figure 5.20). Since Re(bpy-C2-PDI) is not through-conjugated, the 

electron transfer process likely occurred via either a through-bond mechanism similar to 

RuII-ReI systems136-137, 237 or a through-space mechanism that was facilitated by the 

orientation of the chromophore.238  
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Figure 5.18 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the doublet state of Re0(bpy●─-C2-PDI●─) as determined at the 

M06/6-31G(d,p)/LANL2DZ level of theory. 
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Figure 5.19 Frontier molecular orbitals of the doublet state of Re0(bpy●─-C2-PDI●─) at the 

M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO with paired 

electrons on Re(bpy), and (B & C) are the HOαO and LUβO with α- and β-spins, 

respectively. 
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Figure 5.20 Molecular orbital diagram of Re0(bpy●─-C2-PDI●─) showing HOMO-1, 

HOMO, HOαO, LUβO, and LUMO+1 as determined at the M06/6-31G(d,p)/LANL2DZ 

level of theory. 

Experimentally there was minimal direct evidence of Re(bpy-C2-PDI) adopting 

either a Re0(bpy-TAz●─) or a Re-I conformation.140, 239-241 We note that attempts to reconcile 

theoretical data on Re0(bpy●─-C2-PDI●─) via calculations with the SMD implicit solvation 

model,242 explicit inclusion of DMF in the coordination sphere of Re(bpy-TAz) (Figure 

5.21) or explicit protonation of the PDI2─ imide oxygens (Figure 5.22) each resulted in the 

same MO and spin-density descriptions. While the electronic configuration for the 

calculated Re0(bpy●─-C2-PDI●─) species was not detected experimentally,112 the 

possibility of an electron-transfer that results in a Re0(bpy-TAz●─) conformation cannot be 

excluded either. It is important to note that a similar electron-transfer process was observed 
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by Li and co-workers during a DFT analysis of their nanographene-appended rhenium 

diimine complex.243 It was elucidated that losing the axial chloride resulted in the 

hybridization of the Re dz2/pz orbitals, whereby the energy level of this hybrid orbital was 

low enough to facilitate electron-transfer from the ligand. In a direct comparison of the MO 

diagrams of ReI(bpy•−-C2-PDI2−) and Re0(bpy●─-C2-PDI●─), it was revealed that the 

displacement of the axial chloride not only altered the symmetry of the Re(bpy-TAz)-based 

MOs, but also stabilized these MOs such that an electron-transfer from PDI to the Re(bpy-

TAz)-moiety could be facilitated under appropriate conditions (Figure 5.23). Based on the 

HOMO symmetry of Re0(bpy●─-C2-PDI●─) being appropriate for a proton-mediated, two-

electron nucleophilic attack on CO2, this species is considered a key intermediate in the 

catalytic cycle.236  
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Figure 5.21 Frontier molecular orbitals and spin density mapping at the M06/6-31G(d,p)/ 

LANL2DZ level of theory for the doublet state of Re0(bpy●─-C2-PDI●─) stabilized by an 

explicit molecule of DMF, where (A) represents the HOMO with paired electrons on 

Re(bpy), and (B & C) are the HOαO and LUβO with α- and β-spins, respectively, and (D) 

is the spin density map. 
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Figure 5.22 Frontier molecular orbitals and spin density mapping at the M06/6-31G(d,p)/ 

LANL2DZ level of theory for the doublet state of Re0(bpy●─-C2-PDI●─) stabilized by 

explicit protonation of PDI imide oxygens, where (A) represents the HOMO with paired 

electrons on Re(bpy), and (B & C) are the HOαO and LUβO with α- and β-spins, 

respectively, and (D) is the spin density map. 
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Figure 5.23 Molecular orbital diagram showing the transition from ReI(bpy●─-C2-PDI2─) 

to Re0(bpy●─-C2-PDI●─) as determined at the M06/6-31G(d,p)/LANL2DZ level of theory. 

Loss of axial chloride leads to significant stabilization of relative energy levels. 

Since CO was the major product of CPE experiments,112 HOOC-ReI(bpy-C2-

PDI●─) was most likely formed following CO2 activation by Re0(bpy●─-C2-PDI●─) (Figure 

5.6E). The optimized geometry of this intermediate still demonstrated an extended bpy-

C2-PDI ligand and the spin-density for the doublet state was largely located on PDI (Figure 

5.24). A proton-coupled electron-transfer was invoked in this first catalytic step because 

the unprotonated ─OOC-ReI(bpy-C2-PDI●─) species was found to be much higher in 

energy. Moreover, the calculated Re-CO2
─ bond length (3.91 Å) can be described as 

nonbonding as it exceeds the sum of the van der Waals radii (Figure 5.25 to Figure 5.27). 

Subsequent reduction of the protonated intermediate would yield HOOC-ReI(bpy●─-C2-

PDI●─) (Figure 5.6F and Figure 5.28). Coincidentally, this same species would also result 
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from the proton-coupled activation of CO2 by Re0(bpy●─-C2-PDI2─) at higher 

overpotentials. While both the singlet and triplet states of HOOC-ReI(bpy●─-C2-PDI●─) 

were considered, the triplet state was ~0.4 eV more stable. The triplet state of HOOC-

ReI(bpy●─-C2-PDI●─) displayed an extended conformation, with significant delocalization 

across both the HOαO-1 and the HOαO orbitals (Figure 5.29). Moreover, appreciable back-

bonding interactions were observed between Re and COOH, which could facilitate the 

proton-assisted displacement of H2O, en route to forming OC-ReI(bpy●─-C2-PDI●─).240  

 

Figure 5.24 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the doublet state of HOOC-ReI(bpy-C2-PDI●─) as determined at 

the M06/6-31G(d,p)/LANL2DZ level of theory. 
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Figure 5.25 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the triplet state of ─OOC-ReI(bpy-C2-PDI●─) as determined at the 

M06/6-31G(d,p)/LANL2DZ level of theory. 
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Figure 5.26 Frontier molecular orbitals of the triplet state of ─OOC-ReI(bpy-C2-PDI●─) at 

the M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO, and (B 

& C) are the HOαO and LUβO with α- and β-spins, respectively. 
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Figure 5.27 Molecular orbital diagram showing the transition from ─OOC-ReI(bpy-C2-

PDI●─) to HOOC-ReI(bpy-C2-PDI●─) as determined at the M06/6-31G(d,p)/LANL2DZ 

level of theory. Addition of proton leads to significant stabilization of relative energy 

levels. 
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Figure 5.28 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the triplet state of HOOC-ReI(bpy●─-C2-PDI●─) as determined at 

the M06/6-31G(d,p)/LANL2DZ level of theory. 
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Figure 5.29 Frontier molecular orbitals of the triplet state of HOOC-ReI(bpy●─-C2-PDI●─) 

at the M06/6-31G(d,p)/LANL2DZ level of theory, where (A) represents the HOMO, and 

(B & C) are the HOαO-1 and HOαO with α-electrons, respectively. 

The optimized geometry of OC-ReI(bpy●─-C2-PDI●─) showed that PDI folds back 

over the Re(bpy-TAz)-moiety (Figure 5.6G and Figure 5.30). Here, the triplet state was 

more energetically favorable (by ~0.5 eV) than the corresponding spin-paired singlet state. 

The spin-density map of the triplet state, containing both HOαO-1 and HOαO character 

(Figure 5.31), indicated extensive electron delocalization. Moreover, there were still back-

bonding interactions between Re-CO in the HOαO, which would assist with the 

displacement of CO. Adding another electron to the system, generating transition-state 

OC∙∙∙Re0(bpy●─-C2-PDI●─), dramatically impacted the molecular geometry (Figure 5.6 and 

Figure 5.32). Not only was twisting observed in the bpy-TAz ligand, but there was also a 

distinct lengthening in one of the axial Re-CO bonds that became essentially non-bonding 



127 

 

 

(at 3.22 Å). The spin density of this pseudo-5-coordinate species was entirely on PDI, 

signifying the electron was added to the lowest unoccupied β-spin orbital (LuβO) of the 

preceding species. Furthermore, the spin density of OC∙∙∙Re0(bpy●─-C2-PDI●─) was 

reminiscent of 5-coordinate Re0(bpy●─-C2-PDI●─), indicating the regeneration of this 

active species for the low overpotential catalytic cycle. At high overpotentials, Re0(bpy●─-

C2-PDI●─) would likely undergo a one-electron reduction to regenerate the Re0(bpy●─-C2-

PDI2─) species.  

 

Figure 5.30 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the triplet state of OC-ReI(bpy●─-C2-PDI●─) as determined at the 

M06/6-31G(d,p)/LANL2DZ level of theory. 
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Figure 5.31 Frontier molecular orbitals of the triplet state of OC-ReI(bpy●─-C2-PDI●─) at 

the M06/6-31G(d,p)/LANL2DZ level of theory, where (A & B) represent the HOαO-1 and 

HOαO with α-electrons, and (C) is the LUβO with β-spin. 
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Figure 5.32 Face-on and side-on perspectives of the optimized geometry (A & C) and spin 

density map (B & D) for the doublet state of OC∙∙∙Re0(bpy●─-C2-PDI●─) as determined at 

the M06/6-31G(d,p)/LANL2DZ level of theory. 

5.4 Conclusions 

Lowering the overpotential of the electrochemical reduction of CO2 is vital to 

improve the efficiency of the organometallic catalyst. From the electronic properties, we 

observe the narrowing of the HOMO-LUMO gap of the deprotonated PDI─ and 

destabilization of the HOMO and LUMO when compared to PDI and this allows the 

energetic match with the FMOs of the Re(bpy) catalyst and as such, facilitates the tethering 

of PDI to the catalyst. Tethering the PDI chromophore to the catalyst is initially perceived 

to lower the overpotential due to unique properties of the PDI molecule. 
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With a dissection of all the data from our comprehensive studies, information 

relevant to the electrocatalytic CO2 reduction mechanism may be summarized as follows. 

Using first principles DFT calculations, we showed that geometric orientation between PDI 

and Re(bpy)-moiety is important to the electron-transfer dynamics during CO2 reduction 

where an extended conformation was favorable. We also showed the PDI works 

cooperatively with the Re(bpy)-moiety to manage electrons for the reduction of CO2. The 

5-coordinated complex of Re0(bpy●─-C2-PDI2─) was identified as the active complex in 

the catalytic cycle that facilitated the proton-coupled electron-mediated reduction of CO2. 

It was further elucidated that the PDI can act as an electron reservoir for the Re(bpy)-

moiety at low overpotentials as indicated by the MO diagram of the 5-coordinated 

complex. This electron reservoir effect allowed for enhanced CO2 reduction activity at low 

overpotentials observed in experiments.112 These results could help guide future molecular 

design by thoughtfully tailoring of both the chromophore (electron reservoir) and the 

metal−ligand complex.  

This work clearly demonstrates the utility of organic chromophore electron 

reservoirs to effectively lower the overpotential required for CO2 reduction for Re(bpy) 

complexes. Operation of these molecular electrocatalysts at lower overpotentials not only 

decreases the required energetic input but also may improve system longevity.114, 133 

Moreover, these chromophores may serve as useful electrode anchoring units (i.e., through 

π-stacking), a strategy that is well-known to simultaneously increase catalyst activity and 

longevity.58, 244-249 A combination of these concepts of diminished overpotential and 

improved catalyst stability together may afford the prospect of developing industrially 
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feasible devices.129, 250-253 Given the abundance of photoactive π-conjugated 

chromophores, an opportunity exists to systematically synthesize a variety of CO2 

reduction catalysts that have tailored properties to maximize performance. 
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CHAPTER 6. SYNOPSIS 

6.1 Conclusions and future perspective 

The current global energy outlook is complex and multifaceted, with a range of 

factors influencing the production, consumption, and distribution of energy around the 

world. Despite efforts to improve energy efficiency and conservation, the energy demand 

is expected to continue to grow in the coming decades, driven by population growth, 

urbanization, and rising living standards in developing countries. The mix of energy 

sources is also changing, with renewable energy sources like solar and wind power playing 

an increasingly important role, fossil fuels remain a significant part of the energy mix in 

many countries. It is quite evident from Chapter 1 of this dissertation that a multi-pronged 

approach is needed to achieve net-zero carbon emission and mitigate climate change. 

Biofuels offer a way to diversify the renewable energy sector, reducing reliance on 

solar and wind power, which can be intermittent and weather dependent. Biofuels also help 

reduce waste by utilizing organic matter that would otherwise be disposed of in landfills 

or left to decompose, which can lead to the release of methane, a potent greenhouse gas. 

However, there are challenges to biofuels production and one such challenge of developing 

well performing catalysts for deoxygenation of feedstock materials is explored in Chapter 

3 of this work. Understanding the reaction mechanism of deoxygenation reactions on 

catalytic surfaces can greatly improve our ability to design better catalysts.  

To move a step closer to achieving this objective, we employed DFT calculations 

to establish that PAc predominantly adopts a bidentate binding mode on Ni[111]. 

Microkinetic modeling making use of DFT-determined parameters shows that PAc 
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dehydroxylation followed by two α−carbon dehydrogenation steps of CH3CH2CO* 

intermediate to CH3CCO*, then the −CO abstraction and ultimately hydrogenation to 

ethane as the dominant pathway at 573 K. The lateral interaction effect with first order 

approximated H* coverage on the reaction mechanism showed an increase in the activation 

barriers of key elementary steps. The model also provides valuable insights on the reaction 

orders of the gas phase species. The pathway proposed in this contribution has a TOF of 

2.75 × 10−11𝑠−1, which is slower than the reported experimental value although, the 𝐸𝑎𝑝𝑝 

of 1.15 eV (0.92 eV if the value is estimated using Campbell’s degree of rate control) is in 

reasonable agreement with experiment. We showed that the adsorption geometry of the 

organic molecule on the surface of the catalyst plays an important role in reaction 

mechanism.  

Perovskites are a promising candidate for solar cells because they have comparable 

efficiencies to silicon-based solar cells with lower manufacturing cost, versatile absorption 

range of the solar spectrum and tunable properties. However, as stated in Chapter 1, they 

are challenged by surface instability and higher defects to name a few. To improve its 

stability and tune its optical properties, in Chapter 4, we studied the effect of SAMs of An+ 

based ligands on the surface of FASnI3 perovskite. We employed DFT calculations to 

explore some of the proposed ligands that are known to passivate the perovskite structure. 

We explored the bulk properties of cubic FASnI3 perovskite and surface electronic 

properties of [110] FA−I terminated perovskite slab. The geometric structure calculations 

showed that substitution of surface FA+ cations with An+ and its fluorinated derivatives 

greatly reduced the surface energy of formation, indicating a more stable surface structure. 
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An+ and its fluorinated derivatives bind stronger than FA+ cations to the perovskite surface 

except for 2,3,4,5,6−FA+ cation, likely due to the extent of ligand penetration. Surface 

modification of the FASnI3 perovskite with An+ and its fluorinated derivatives showed a 

correlation between the net molecular dipole moment and the work function. A correlation 

was also observed between the net dipole moment and the vacuum potential and the Fermi 

energy. The charge density difference plots showed that An+ and its derivatives did not 

change the electronic structure significantly but showed stronger binding of the ligands on 

the surface when compared to the FA+ ions. Understanding this behavior can lead to 

effective design of the perovskite surface to tune the work function and control the surface 

electronic properties.   

In Chapter 5, we explore the possibility of improving catalysts for CO2 conversion 

that can essentially close the carbon-loop and mitigate climate change. CO2 conversion 

involves transforming CO2 into other useful products, such as fuels, chemicals, or building 

materials, through chemical or biological processes. By converting CO2 into valuable 

products, we can reduce the amount of CO2 released into the atmosphere, thereby reducing 

the concentration of greenhouse gases and mitigating the effects of climate change.  

Lowering the overpotential of the electrochemical reduction of CO2 is vital to 

improve the efficiency of the organometallic catalyst. To achieve this objective, we used 

DFT calculations to study the electronic properties of the catalyst and the chromophore. 

From the electronic properties, we demonstrated that the PDI chromophore possess 

properties that make it viable for tethering to the Re(bpy) catalyst. Tethering the PDI 

chromophore to the catalyst is shown to lower the overpotential due to unique properties 
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of the PDI molecule. The geometric orientation between PDI and Re(bpy)-moiety is 

important to the electron-transfer dynamics during CO2 reduction where an extended 

conformation was favorable. We also showed the PDI works cooperatively with the 

Re(bpy)-moiety to manage electrons for the reduction of CO2. The active complex 

identified in the study facilitated the proton-coupled electron-mediated reduction of CO2. 

It was further elucidated that the PDI can act as an electron reservoir for the Re(bpy)-

moiety at low overpotentials as indicated by the MO diagram of the active complex. This 

electron reservoir effect allowed for enhanced CO2 reduction activity at low overpotentials 

observed in experiments.112 These results could help guide future molecular design by 

thoughtfully tailoring of both the chromophore (electron reservoir) and the metal−ligand 

complex. This work clearly demonstrates the utility of organic chromophore electron 

reservoirs to effectively lower the overpotential required for CO2 reduction for Re(bpy) 

complexes. Given the abundance of photoactive π-conjugated chromophores, an 

opportunity exists to systematically synthesize a variety of CO2 reduction catalysts that 

have tailored properties to maximize performance. 

This dissertation reports on the computational methods and the analyses that 

provide atomic-scale understanding of key properties of materials for green energy 

generation. A requisite to design principles of materials through understanding of 

geometric effects of surfaces and molecules is presented. The overarching hypothesis of 

this dissertation, critical understanding of surface and molecular geometry of 

functionalized materials from first principles can be used to tune the performance 

parameters for green energy generation, is achieved through first principles simulations.  
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To further this initiative, artificial intelligence (AI) and machine learning (ML) 

methods are proving to be an accelerated approach to predicting properties of materials. 

Given the complexity of first principles calculations and the extensive resources that they 

command, AI/ML methods have the potential to drive materials discovery for green energy 

generation into new frontiers. The balance between acceleration and accuracy of the 

prediction is critical to these types of methods. In addition, data generation, collection and 

curation are also challenging, and emergence of many databases are beginning to address 

them. First principles calculations, in general, can generate enormous amount of data that 

is often not shared publicly. Mining data from output files of these calculations can greatly 

facilitate the ease of building AI/ML models with better accuracy, lower bias and avoid the 

problem of overfitting. The full potential of AI/ML methods remains to be explored but is 

showing promising signs in the field of materials discovery for green energy generation. 
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