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ABSTRACT OF DISSERTATION

Advanced Mathematical Graph-based Machine Learning and Deep Learning Models
for Drug Design

Drug discovery is a highly complicated and time-consuming process. One of the main
challenges in drug development is predicting whether a drug-like molecule will interact
with a specific target protein. This prediction accelerates target validation and drug
development. Recent research in biomolecular sciences has shown significant interest
in algebraic graph-based models for representing molecular complexes and predicting
drug-target binding affinity. In this thesis, we present algebraic graph-based molecu-
lar representations to create data-driven scoring functions (SF) using extended atom
types to capture wide-range interactions between targets and drug candidates. Our
model employs multiscale weighted colored subgraphs for the protein-ligand com-
plex, colored based on SYBYL atom types. Utilizing machine learning and deep
learning techniques such as gradient-boosting decision trees (GBDT), random forests
(RF), support vector machines (SVM), extreme gradient boosting (XGBoost), convo-
lutional neural networks (CNNs), and graph convolutional neural networks (GCNs),
our SF outperformed numerous state-of-the-art models in various PDBbind bench-
mark datasets for binding affinity scoring power, the D3R dataset, a worldwide grand
challenge in drug design, and various blood-brain permeability prediction datasets.

KEYWORDS: Machine Learning, Protein-Ligand Binding Affinity Prediction, Weighted
Colored Subgraph, Blood-Brain Permeability Prediction
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Chapter 1 Drug Discovery Introduction

1.1 Process of Drug Discovery

Developing new drugs is both time-consuming and expensive, encompassing the en-
tire journey from research and development (R&D) to market approval. Navigating
a drug through testing and trials to clinical application involves several phases, each
with its own potential for failure, which can result in a significant amount of costs,
especially in the later stages [31]. Identifying or designing truly novel drugs is sci-
entifically challenging and commercially risky, as it requires substantial investment
and carries a high degree of uncertainty. This complex, interdisciplinary process in-
tegrates knowledge and techniques from various scientific fields, including structural
biology, pharmacology, and computer science, to identify new candidate medications
[34]. The integration of these diverse disciplines is crucial for addressing the mul-
tifaceted challenges of drug discovery. For instance, biological studies, such as ge-
nomics, transcriptomics, and proteomics, help in understanding disease mechanisms
and identifying potential drug targets by analyzing gene expression and protein inter-
actions [38]. Chemistry is essential for designing and synthesizing new compounds,
employing techniques like medicinal chemistry and combinatorial chemistry to cre-
ate molecules with desired biological activities [114]. Pharmacology provides insights
into the drug’s effects on biological systems through pharmacokinetic and pharmaco-
dynamic studies, which help in understanding how drugs are absorbed, distributed,
metabolized, and excreted in the body [104]. Computational science offers powerful
tools for modeling, simulating, and analyzing data throughout the drug discovery
process, using methods such as molecular docking, quantitative structure-activity re-
lationship (QSAR) models, and machine learning algorithms to predict the behavior
of potential drug candidates [35].

The modern drug discovery process has evolved over decades and now includes
several key phases: target identification and validation, hit generation, lead optimiza-
tion, preclinical development, and clinical trials, which typically takes 10 to 15 years
for the whole process [31, 99], as presented in Figure 1.1. Each of these stages em-
ploys computational methods to enhance efficiency and precision, especially after the
drug target is identified. The following sections will delve into each phase of the drug
discovery process, with a particular focus on the role of computational techniques.

Target Identification and Validation The target identification and validation
phase in drug discovery involves identifying a biological target linked to a specific dis-
ease. These targets are usually proteins, such as enzymes, receptors, or ion channels,
that are integral to the disease’s pathology. Research has shown that a significant
portion of drug development failures stem from incorrect target selection [106]. This
underscores the importance of confirming that small molecules designed to bind a par-
ticular target will effectively treat or mitigate the disease in patients. Once a target is
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identified, its role in the disease is validated through various biological experiments.
This implies that modulating the target with a drug will have a therapeutic effect.

In this phase, computational methods are extensively used alongside bioinformat-
ics tools to analyze complex biological datasets. Innovations in technology have sig-
nificantly enhanced the capacity to process and interpret large volumes of genomic,
transcriptomic, proteomic, and metabolomic data, allowing researchers to identify
potential targets with greater precision. For example, machine learning algorithms
can detect patterns in extensive datasets that may suggest a protein’s involvement
in disease pathology. Additionally, systems biology approaches enable the modeling
of intricate biological networks, which aids in predicting the impact of targeting a
specific protein within the overall system [35, 38].

Once potential targets are identified, their roles in the disease are validated
through rigorous biological experiments, such as gene knockout studies, RNA in-
terference, and CRISPR-Cas9 gene editing [42, 33, 110]. This thorough validation
process supports that modulating the target with a drug will produce a therapeutic
effect, thereby increasing the likelihood of successful treatment outcomes.

Identifying small molecule inhibitors or activators remains a fundamental aspect of
drug discovery. Therefore, this thesis will concentrate on the computational methods
and tools developed for discovering small molecule drug candidates. These approaches
are pivotal in enhancing the efficiency and precision of the drug discovery process,
ultimately aiding in the identification of promising therapeutic compounds.

Hit Generation After identifying and validating a drug target, the drug discovery
process moves to the hit identification stage, which focuses on discovering ’hit’ com-
pounds that demonstrate strong binding affinity, typically in the micromolar range or
better, for the target. Binding affinity is the primary criterion at this stage; however,
it is equally important to evaluate other pharmacokinetic properties such as ADMET
(absorption, distribution, metabolism, excretion, and toxicity). These properties are
crucial in determining whether a compound is a viable drug candidate, ensuring it
not only binds effectively to the target but also possesses the necessary characteristics
for further development.

After analyzing the properties of a long list of approved drugs, researchers employ
various computational and experimental techniques to identify hit compounds. High-
throughput screening (HTS) is a widely used method that allows the rapid testing of
thousands to millions of compounds for activity against the target in order to iden-
tify the ’hit’. HTS involves the use of robotics, automated workflows, and sensitive
detection methods to identify compounds that exhibit desired biological activity [82].

Computational methods are used to screen compound libraries in silico, predicting
which compounds are likely to bind to the target based on molecular modeling and
docking simulations. Techniques such as molecular docking, quantitative structure-
activity relationship (QSAR) models, and machine learning algorithms are employed
to identify promising candidates from large datasets [107].

The hit identification stage is critical because it lays the foundation for subsequent
lead optimization and preclinical development. Identified hits undergo further valida-
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tion and optimization to enhance their binding affinity, selectivity, and pharmacoki-
netic properties. This iterative process ensures that the most promising compounds
advance to the next stages of drug development, ultimately increasing the likelihood
of successful drug candidates.

Lead Optimization After the hit identification stage, the drug discovery process
advances to lead optimization. This phase aims to refine the identified hits into leads
with improved binding affinity, efficacy, selectivity, and pharmacokinetic properties,
ensuring they meet the stringent criteria for a viable drug candidate.

The initial step in lead optimization involves confirming the activity of the hits
identified during the screening phase. This is achieved through secondary assays that
validate the primary screening results, ensuring reproducibility and accuracy [82].
One of the core aspects of lead optimization is the study of Structure-Activity Re-
lationships (SAR). This involves systematic modifications to the chemical structure
of the hits to identify changes that enhance biological activity and reduce off-target
effects. Computational chemistry techniques, such as molecular dynamics simula-
tions and energy minimization, are often employed to predict the effects of these
modifications and guide the design of new analogs [107].

In addition to optimizing binding affinity and selectivity, lead optimization also
focuses on improving pharmacokinetic properties, including absorption, distribution,
metabolism, and excretion (ADME). These properties are critical for ensuring that
the drug reaches the target site in the body at therapeutic concentrations without
causing toxicity. High-throughput ADME screening assays and in silico models, such
as physiologically based pharmacokinetic (PBPK) models, are used to predict and
optimize these properties [63]. Ensuring that the lead compounds are safe and non-
toxic is another critical aspect of lead optimization. Comprehensive in vitro and in
vivo toxicology studies are conducted to evaluate potential adverse effects. Compu-
tational toxicology models can predict toxicological outcomes based on the chemical
structure, helping to identify and mitigate potential safety issues early in the devel-
opment process.

Enhancing the selectivity of lead compounds to ensure they specifically interact
with the target protein without affecting other biological pathways is essential, as
off-target effects can lead to undesirable side effects and toxicity. High-throughput
screening against panels of related proteins, along with in silico modeling, helps iden-
tify and mitigate these off-target interactions [13]. Lead optimization is an iterative
process involving cycles of design, synthesis, and testing. Each iteration aims to refine
the properties of the lead compounds, guided by data from biological assays and com-
putational predictions. This approach ensures that the lead compounds progressively
meet the desired criteria for efficacy, safety, and pharmacokinetics. Overall, lead op-
timization is a critical stage in drug discovery that transforms promising hits into
potential drug candidates by improving their pharmacological profiles and ensuring
they are suitable for further development.
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Preclinical Development The preclinical development stage is a critical phase
in drug discovery that involves comprehensive testing of lead compounds to ensure
their safety and efficacy before proceeding to clinical trials in humans. This stage
encompasses several key activities, including toxicology studies, pharmacokinetics
(PK) and pharmacodynamics (PD) evaluations, and in vivo efficacy testing.

One of the primary goals of preclinical development is to assess the potential
toxicity of the lead compounds. Toxicology studies are conducted in vitro (e.g., using
cell cultures) and in vivo (e.g., using animal models) to evaluate the safety profile
of the compound. These studies help identify any adverse effects and establish safe
dosage ranges. Regulatory guidelines require extensive toxicological evaluation to
ensure that the compound does not pose significant risks to human health.

In vivo efficacy testing is conducted in this phase to demonstrate the compound’s
therapeutic potential in animal models of the disease. These studies aim to con-
firm that the compound can effectively modulate the target and produce the desired
therapeutic effects, providing valuable insights into efficacy, pharmacodynamics, and
potential side effects.

Preclinical development also involves identifying and mitigating potential risks,
such as off-target effects, drug-drug interactions, and long-term toxicity. Compu-
tational toxicology models and high-throughput screening assays help predict and
address these risks early in the development process [78].

Clinical Trials The clinical trial stage is a crucial phase in drug development,
involving human participants to evaluate the safety, efficacy, and optimal dosing of
the drug. Given the high costs associated with clinical trials, only the most promising
compounds progress to this stage. Compounds exhibiting undesirable properties,
such as off-target effects, high toxicity, or low solubility, are usually excluded from
further development. As per the FDA website [43], this stage is divided into four
phases: Phase I, Phase II, Phase III, and Phase IV, each with distinct objectives and
methodologies. Phase I trials are the first stage of testing in human subjects and are
primarily focused on assessing the safety, tolerability, pharmacokinetics (PK), and
pharmacodynamics (PD) of the drug. Typically, these studies involve less than a
hundred healthy volunteers or patients and aim to determine the optimal dosage to
maximize therapeutic benefits without causing intolerable side effects. Approximately
70% of drug candidates successfully move on to Phase II. In Phase II trials, the
primary goal is to evaluate the drug’s efficacy while continuing to assess its safety.
This phase involves up to several hundred patients who have the condition that the
drug is intended to treat. Researchers gather additional safety data and refine the
dosing regimen based on the results. Phase II trials help establish the therapeutic
potential of the drug and design protocols for the next phase. About 33% of drugs
in Phase II progress to Phase III. Phase III trials are large-scale studies involving
several hundred to several thousand patients to confirm the drug’s efficacy, monitor
side effects, and compare it to existing treatments. Successful Phase III trials are
essential for submitting a New Drug Application (NDA) to regulatory agencies such
as the FDA or EMA. Phase IV, or post-marketing surveillance, occurs after the drug
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has been approved and marketed. This phase monitors the drug for any adverse
effects or long-term efficacy issues in the general population.

Figure 1.1: Drug Discovery Pipeline

1.2 Application of Machine Learning in Drug Discovery

Machine learning (ML) and its subset, deep learning, have revolutionized the field
of drug discovery by providing advanced methods to analyze vast amounts of data,
predict drug-target interactions, optimize drug properties, and identify potential drug
candidates. In recent years, the integration of machine learning (ML) and artificial
intelligence (AI) into drug discovery has created new opportunities for innovation [124,
47]. These technologies significantly accelerate the drug discovery process and reduce
costs by learning from historical data and making accurate predictions. This section
explores the various applications of machine learning in drug discovery, highlighting
key techniques and their impact on the industry.

A crucial aspect of in silico drug development is predicting drug-protein interac-
tions using diverse biological data sources. This task is complicated by the vast num-
ber of unknown interactions, which can hinder the accuracy of large-scale predictions.
For instance, Wei, Zhang, and Gong (2022) [133] introduced DeepLPI, a deep learning
model aimed at predicting protein-ligand interactions to facilitate drug repurposing.
The model integrates ResNet-based 1-dimensional convolutional neural networks (1D
CNNs) and bi-directional long short-term memory networks (biLSTMs) to process
raw molecular sequences and protein sequences. DeepLPI was trained and evaluated
on datasets from BindingDB and Davis, and also tested on a COVID-19 dataset. A
decision tree-based meta-classifier had been developed by Costa et al. (2010) [23] to
predict morbid and druggable human genes on a genome-wide scale, where ”morbid”
refers to genes associated with diseases whose mutations or variations can lead to
pathological conditions. The classifier was trained using network topology features
of protein-protein, metabolic, and transcriptional interactions, along with tissue ex-
pression and subcellular localization data. Their approach correctly identified 66% of
known morbid genes and 78% of known druggable genes. This work demonstrates the
potential of using systems-level data and machine learning to accelerate the discov-
ery of gene-disease associations and druggable targets. Whereas, Jeon et al. (2014)
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[60] developed a support vector machine (SVM)-based model to classify proteins as
drug targets or non-drug targets specifically for breast, pancreatic, and ovarian can-
cers. This SVM classifier was trained using various genomic datasets, including gene
expression profiles, sequence information, and structural data. By integrating these
diverse data sources, the model could effectively capture the complex relationships
and features that distinguish drug targets from non-drug targets.

Virtual screening (VS) is another significant application where ML models eval-
uate vast libraries of compounds to identify those most likely to bind to a specific
target. By predicting the binding affinity of compounds, ML significantly reduces
the number of compounds that need to be tested experimentally. VS for hit and lead
identification typically involves two main approaches: structure-based (SBVS) and
ligand-based (LBVS) [70]. In SBVS, known protein structures are used to dock small
molecules from a compound library into the target’s active site. A mathematical scor-
ing function evaluates binding tightness, and a post-processing step ranks compounds
based on these scores. The top-ranked compounds are selected for further experimen-
tal testing. Various docking programs with different sampling algorithms and scoring
functions are available for this purpose, such as AUTODOCK [88], Autodock Vina
[123], DOCK [40], and GOLD [62]. On the other hand, LBVS relies on the properties
of known active ligands to predict the activity of new compounds. This approach
uses chemical and physical similarities between compounds to identify potential drug
candidates, without requiring the 3D structure of the target protein. Techniques
such as quantitative structure-activity relationships (QSAR) and similarity searches
[77, 83] are commonly employed in LBVS.

In addition to structure-based computational methods, such as protein-ligand
binding affinity scoring functions and molecular docking, machine learning-based
techniques like de novo fragment growth methods [57] have also significantly ad-
vanced the field of drug discovery. ML based de novo fragment growth methods
[29, 50], generate new molecular structures from scratch, focusing on growing frag-
ments of molecules to optimize their properties. This technique has proven to be
effective in exploring chemical spaces that were previously inaccessible, leading to
the discovery of novel compounds with desirable pharmacological characteristics. In
many ways, these methods can be viewed as a form of in silico combinatorial chem-
istry, where large virtual libraries of molecular structures are generated and evaluated
for potential biological activity. This approach leverages computational power to ef-
ficiently explore vast chemical spaces and identify promising candidates for further
development.

1.3 Machine Learning Algorithms

Machine learning (ML) and deep learning, a subset of ML, have become an essen-
tial tool in drug discovery, providing powerful methods to analyze vast amounts of
data, predict drug-target interactions, optimize drug properties, and identify potential
drug candidates. These algorithms can learn from historical data and make accurate
predictions, significantly accelerating the drug discovery process and reducing costs.
Machine learning techniques can be broadly classified into several categories based
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on the nature of the training data, the manner in which this data is presented to the
model, and the criteria used for evaluating the algorithm’s performance [87].

• Supervised Learning: In supervised learning, the model is trained using a
dataset of labeled examples and then generates predictions for new, unseen
data. This approach is highly effective for tasks such as predicting drug-target
interactions and optimizing drug properties. Techniques like support vector
machines (SVMs), decision trees, and deep neural networks are commonly used
in supervised learning. These methods are widely applied in classification, re-
gression, and ranking problems, making them valuable for virtual screening and
QSAR modeling [12].

• Unsupervised Learning: In unsupervised learning, the model is provided exclu-
sively with unlabeled training data and is responsible for identifying patterns
and making predictions based on this data. Without labeled examples, quan-
titatively evaluating the model’s performance can be challenging. However,
unsupervised learning is particularly valuable for identifying inherent patterns
and structures within the data. In graph learning, for example, the model pro-
cesses unlabeled data to uncover patterns, with node clustering being a common
unsupervised learning task. This approach is especially useful for tasks such as
clustering similar compounds and discovering hidden relationships in chemical
datasets [51].

• Semi-supervised Learning: Semi-supervised learning uses a combination of la-
beled and unlabeled data to train models. By utilizing the large amounts of
available unlabeled data, this approach improves predictive accuracy and re-
duces dependence on labeled data for a variety of problems from classifica-
tion and regression to clustering and association. This method is particularly
useful when acquiring labeled data is expensive or time-consuming. Common
techniques in this category include self-training, co-training, and graph-based
methods [20].

1.3.1 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a nonprobabilistic kernel-based supervised learning
method that operates by mapping input vectors into a high-dimensional feature space
where a decision hyperplane is constructed to delineate between different classification
or regression targets [125]. The main objective of the SVM algorithm is to find the
optimal hyperplane in an N-dimensional space that can effectively separate the data
points belonging to different classes within the feature space. The decision hyperplane
in SVM is defined by the equation:

ω · x+ b = 0 (1.1)

where ω represents the weight vector, x denotes the input feature vector, and b the
bias term. The hyperplane aims to maximize the margin between the closest points
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of different classes, known as support vectors. The margin is the distance between
the hyperplane and the nearest data points from each class, which forms the positive
and negative hyperplanes, see Figure 1.2. The hyperplane aims to maximize the
margin between the closest points of different classes, ensuring robust classification.
The dimension of the hyperplane is determined by the number of features present in
the dataset, as it spans across the feature space to delineate between classes. The
hyperplane is defined by a decision function

f(x) = ωx+ b (1.2)

where ω represents the weight vector, x denotes the input feature vector, and b
denotes the bias term.

During SVM training, the goal is to minimize the combination of a regularization
term and an error term, while ensuring that errors are constrained to a specified tol-
erance level. The regularization term, often denoted by the parameter C governs the
trade-off between achieving a broad margin and minimizing errors. An excessively
large value of C might induce overfitting by compelling the model to incorporate
unnecessary support vectors to avoid the high penalty for non-separable points. Con-
versely, choosing a very small value of C could lead to underfitting, as the model
might not capture the complexities the data adequately. SVM utilizes kernel func-
tions like linear, polynomial, and radial basis function (RBF) to transform the input
feature space into higher dimensions, allowing for the representation of nonlinear re-
lationships. Parameter γ in the RBF kernel controls the width of the kernel and,
consequently, influences the generalization capability of the SVM model. A large γ
value might result in overfitting, as the support vectors would only have a substantial
influence on a small region nearby. Conversely, a small γ value may lead to under-
fitting by restricting the model’s capacity to incorporate information from the input
data. The fine-tuning of parameters like C and γ plays an important role in shaping
its effectiveness across diverse datasets.

1.3.2 Random Forest (RF)

The Random Forest algorithm is a robust tree-learning technique widely utilized in
machine learning [16], which has seen significant application in predicting binding
affinity problems [9, 130]. It offers several advantages, notably its ability to handle
feature selection without complex procedures. RF is known for its robustness to
parameter settings and its resilience in the face of redundant features.

RF constructs multiple decision trees during training and aggregates their outputs
to improve accuracy and control overfitting. The process begins with bootstrapping,
where each tree is trained on a different subset of the training data. These subsets
are created by randomly sampling the training data with replacement, ensuring that
each tree receives a slightly different dataset.

Each tree in the forest is a decision tree that splits the data based on feature values
to make predictions. These splits are determined by metrics such as information gain
for classification or variance reduction for regression. Unlike traditional decision trees
that consider all possible features for splits, Random Forests introduce randomness
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Figure 1.2: A diagram of Support Vector Machine algorithm [Image: Gupta, 2023]

by allowing each node to consider only a random subset of features. This approach
enhances diversity among the trees and reduces their correlation, making the ensemble
more robust.

The trees in a Random Forest are grown to their maximum depth without pruning,
which means each tree is fully grown and can potentially overfit the training data.
However, the ensemble of many overfitted trees reduces the overall variance, leading
to a more robust model.

For classification tasks, each tree in the forest votes for a class, and the class with
the majority vote is chosen as the final prediction, see Figure 1.3. For regression
tasks, each tree predicts a numerical value, and the final prediction is the average of
these values.

Several hyperparameters can be tuned to optimize the performance of a Random
Forest model. The number of trees (n estimators) is a critical parameter; increas-
ing the number usually improves performance but also increases computational cost.
The default value for n estimators is 100. The maximum depth (max depth) of
each tree can be controlled to prevent overfitting, with the default value being None,
which means nodes are expanded until all leaves are pure or contain fewer than
min samples split samples. Parameters like the minimum samples required to split
an internal node (min samples split, default value of 2) and the minimum samples
required to be at a leaf node (min samples leaf, default value of 1) can also be
adjusted to smooth the model and control its complexity. The bootstrap parameter
(default value True) determines whether bootstrap samples are used when building
trees, and the criterion parameter specifies the function used to measure the quality
of a split. For classification, common criteria include ”gini” (Gini impurity, default)
and ”entropy” (information gain), while for regression, options include ”mse” (mean
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squared error, default) and ”mae” (mean absolute error).
Mathematically, Gini impurity for classification tasks is a measure of how often

a randomly chosen element would be incorrectly labeled if it was randomly labeled
according to the distribution of labels in the subset. It is defined as:

Gini(D) = 1−
K∑
k=1

p2k

where pk is the proportion of samples belonging to class k in dataset D.
For regression tasks, the Mean Squared Error (MSE) measures the quality of a

split by assessing the average squared difference between the observed actual outcomes
and the outcomes predicted by the model. It is defined as:

MSE =
1

N

N∑
i=1

(yi − ŷi)
2

where yi are the true values, ŷi are the predicted values, and N is the number of
samples.

In regression tasks, the ensemble prediction in Random Forest is derived by aver-
aging the predictions of individual decision trees. Conversely, for classification tasks,
the ensemble prediction involves voting among the predictions of the trees. This
versatile approach allows Random Forest to effectively handle high-dimensional data,
capture complex relationships, and mitigate overfitting, making it a widely used tech-
nique in machine learning.

Figure 1.3: A diagram of random forest algorithm [Image: Evans et al., 2019 ]
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1.3.3 Gradient Boosting Decision Trees (GBDT)

Gradient Boosting Decision Trees (GBDT) is a potent supervised learning technique
that merges gradient descent optimization with decision trees [44], effectively com-
bining the strengths of both approaches to create a robust and versatile ensemble
learning algorithm, where each decision tree acts as a weak learner contributing to
the collective predictive power of the model. It operates on a dataset {x(i), y(i)}Mi=1,
consisting of input features x(i) and their corresponding target values y(i), aiming to
construct an ensemble of T decision trees. Every tree is trained to minimize a specific
loss function L(yi, f(xi)) given by

argmin
f

∑
i

li(yi, f(xi))

In this approach, individual decision trees are trained sequentially and are assembled
in a stagewise manner to enhance their ability to learn complex features. Each sub-
sequent tree corrects the residuals of the previous iteration. The ensemble prediction
is computed by aggregating the predictions of all trees as follows,

ŷi = f(xi) =
T∑
t=1

νft(x; Θt)

where {ft(x; Θt)}Tt=1 are incremental functions with initial value ŷ(0) = 0 and ν is
the learning rate. During each iteration, the negative gradient of the loss function

r
(n)
i = −

[
∂L(y(i), f(xi))

∂f(xi)

]
f(x)=ŷ(t−1)

is computed with respect to the previous iteration’s prediction. This gradient
represents the residual errors that need to be corrected by the new decision tree. The
next step involves finding the new tree ft(x; Θt) that minimizes the sum of squared
differences between these residuals and the tree predictions::

ft = argmin
h

M∑
i=1

(r
(n)
i − f(xi))

2

After that a optimal weight γt for the new tree ft(x; Θt) has been computed

γt = argmin
γ

M∑
i=1

L(yi, ŷt−1(xi) + νft(xi))

After computing the optimal weight γt for the new tree ft(x; Θt), the model is
updated by incorporating the weighted contribution of this new tree into the existing
model. This involves adjusting the current model to account for the newly calculated
tree and its weight. Subsequently, the final model, which is the aggregate of all N
trees, is employed to generate predictions for new input data, see Figure 1.4. This
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Figure 1.4: Gradient boosting decision tree diagram [Image: Zhang et al., 2023]

approach ensures that each successive tree refines the model by correcting errors from
previous iterations, thereby enhancing the overall predictive accuracy of the model.

GBDT is well-known for its simplicity, yet it remains a powerful, widely used,
and robust method against overfitting [61]. One notable advantage of GBDT over
deep neural networks (DNNs) is its faster training speed, facilitating rapid model
development and experimentation, which can be crucial in scenarios requiring swift
model iteration and deployment.

XGBoost, or Extreme Gradient Boosting, is an advanced implementation of GBDT
that incorporates several enhancements and optimizations. Unlike traditional GBDT,
XGBoost includes both L1 (Lasso) and L2 (Ridge) regularization, which helps to
prevent overfitting and improve model generalization. Additionally, XGBoost has an
inbuilt capability to handle missing data by automatically learning the best imputa-
tion strategy. Another key difference is that XGBoost utilizes parallel processing to
build trees, making it significantly faster and more efficient than traditional GBDT.
XGBoost also employs a more sophisticated tree pruning technique known as ”max
depth,” which improves the accuracy of the model by trimming trees after a specified
depth. Furthermore, XGBoost is designed to be highly scalable, capable of handling
very large datasets effectively. These enhancements make XGBoost a powerful tool
for a wide range of predictive modeling tasks, offering improved performance and
efficiency compared to traditional GBDT.

1.3.4 Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNNs) are a class of deep neural networks commonly
used for analyzing visual data. They are particularly effective for tasks such as
image recognition, object detection, and segmentation due to their ability to capture
spatial hierarchies in data. A typical CNN architecture consists of three key layers:
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convolutional layers, activation functions, pooling layers, and fully connected layers.
Figure 1.5 depicts a typical diagram of CNN architecture.

The convolutional layer is a crucial part of a CNN, where most of the computations
occur. In this layer, a filter or kernel—a small matrix of weights—moves across the
receptive field of an input image to identify specific features.

The kernel slides over the image’s width and height, gradually covering the entire
image over several iterations. At each position, it calculates a dot product between the
kernel’s weights and the pixel values of the image beneath it. This process converts
the input image into a series of feature maps or convolved features, each indicating
the presence and intensity of particular features at different locations in the image. To
maintain the spatial dimensions of the input, padding is often applied to the edges of
the image. Padding adds extra pixels around the border of the input image, allowing
the kernel to properly cover the edges and preserve the size of the output feature
maps.

Mathematically, the convolution operation for a 2D input image I with a kernel
K is defined as:

(I ∗K)(i, j) =
k∑

m=−k

k∑
n=−k

I(i+m, j + n) ·K(m,n)

where k is the kernel size, and (i, j) are the spatial coordinates. This operation
involves sliding the kernel over the input image and computing the dot product be-
tween the kernel and the overlapping region of the image, producing feature maps
that capture local patterns such as edges.

After the convolutional layer, a nonlinear activation function is applied to intro-
duce non-linearity into the model. The most commonly used activation function in
CNNs is the Rectified Linear Unit (ReLU), which is mathematically defined as:

ReLU(x) = max(0, x)

The ReLU function sets all negative values in the feature map to zero, allowing
the network to learn more complex patterns.

Following the activation layer, a pooling layer is typically applied. Pooling is a
downsampling method that reduces the feature dimensions, helping to decrease the
computational load and control overfitting. The most common pooling operation is
max pooling, which takes the maximum value in each sub-region of the feature map.
Mathematically, max pooling with a pool size of p× p can be defined as:

Pi,j = max{I(m,n) | (m,n) ∈ Ri,j}

where Ri,j represents the receptive field in the input feature map corresponding
to the pooling window centered at (i, j).

Fully connected layers are used at the end of the CNN architecture to make
predictions. Each neuron in a fully connected layer is connected to every neuron in
the previous layer, allowing the network to combine features learned at different levels
of abstraction.
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Figure 1.5: A diagram of typical CNN architecture [Image: Moustafa, 2023 ]

Training a CNN involves minimizing a loss function using an optimization algo-
rithm. The choice of the loss function depends on the type of task. For classification
tasks, the cross-entropy loss function is commonly used:

Cross-Entropy = −
∑
i

yi log(pi)

where yi is the true label and pi is the predicted probability for class i
For regression tasks, the common loss function is mean squared error (MSE),

which is the average of the squared differences between the predicted, ŷi, and the
actual, yi as defined by:

MSE =
1

n

n∑
i=1

(yi − ŷi)
2

Once a loss function is determined, an optimization method is used to minimize
this loss function. The optimizer iteratively changes the model parameters (weights
and biases) to minimize the specified loss. The most commonly used algorithm for
training neural networks is Stochastic Gradient Descent (SGD), and it serves as the
foundation for many other optimization methods. SGD works by iteratively updating
model parameters based on the gradient of the loss function with respect to those
parameters, computed over small, randomly selected batches of data, rather than the
entire dataset as defined by

θt+1 = θt − α∇θJ(θt)
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where θt represents the model parameters at iteration t, α is the learning rate, and
J(θt) is the loss function.

Adaptive Moment Estimation (Adam) is another widely used optimizer that uti-
lizes estimates of the first and second moments of the gradients to provide the fol-
lowing parameter update:

θt+1 = θt −
αm̂t√
v̂t + ϵ

where m̂t is the estimate of the first moment (mean), v̂t is the estimate of the second
moment (uncentered variance) defined by

m̂t =
mt

1− βt
1

v̂t =
vt

1− βt
2

with the estimates of the first and second moments of the gradients,

mt = β1mt−1 + (1− β1)∇θJ(θt)

vt = β2vt−1 + (1− β2)(∇θJ(θt))
2

where, β1 and β2 are exponential decay rates for these estimates, α is the learning
rate, and ϵ is a small constant added for numerical stability.

1.3.5 Graph Convolutional Neural Network (GCN)

The Graph Convolutional Network (GCN) is a type of Graph Neural Network (GNN),
presented by Kipf and Welling (2017) [66], specifically designed for semi-supervised
classification tasks on graph-structured data. It employs an efficient layer-wise prop-
agation rule based on a first-order approximation of spectral convolutions on graphs.
This model has the capability to encode both the graph structure and node features,
making it particularly useful for semi-supervised classification tasks.

There are mainly two types of GCNNs: spatial GCNNs and spectral GCNNs.
Spatial GCNNs operate directly on the graph structure by defining convolution oper-
ations in the spatial domain of the graph. They perform convolutions by aggregating
information from a node’s neighbors, effectively capturing local graph structures. On
the other hand, spectral GCNNs define convolution operations in the spectral domain
using the graph Laplacian eigenvectors. This approach transforms the graph signal
into the spectral domain, applies filters, and then transforms it back to the spatial
domain.

We investigated spatial-based graph convolutional models, similar to the Graph
Convolutional Network (GCN) introduced by [66]. The GCN model operates on
an undirected graph, G(V , E) with N vertices vi ∈ V , edges (vi, vj) ∈ E , and A ∈
RN×N is the weighted adjacency matrix. The graph Laplacian matrix L is defined as,
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L = D −A, where D is the degree matrix Dii =
∑

j Aij, along with feature vector

matrix X ∈ RN×C assigned to each node with C be the dimension of a feature vector.
After receiving the graph input and feature vector matrix A, the GCN proceeds with
the task of learning representations of the graph’s nodes and their relationships and
produces a node feature matrix as follows.

Each neural network layer in a GCN can be expressed as a non-linear function:

H(l+1) = f(H(l), A)

where H(0) = X, is the initial node feature matrix and H(L) = Z for graph-level out-
puts), with L being the total number of layers. The difference between specific models
lies in how f(·, ·) is defined and parameterized. Hence, the layer-wise propagation
defined by

f(H(l), A) = σ(AH(l)W (l))

where W (l) is a weight matrix for the lth neural network layer and σ(·) is a
non-linear activation function like the ReLU.

There are two limitations of this simple model: multiplying with A results in
summing the feature vectors of all neighboring nodes but not the node itself. This
limitation can be addressed by adding self-loops, achieved by adding the identity
matrix I to A, i.e. Â = A+ I.

The second limitation is thatA is typically not normalized, which changes the scale
of the feature vectors. Normalizing A so that all rows sum to one, i.e., D−1Â, where D
is the diagonal node degree matrix, addresses this. Multiplying by D−1Â corresponds
to averaging neighboring node features. In practice, symmetric normalization, i.e.,
D−1/2ÂD−1/2, is used for better results. Combining these adjustments, we arrive at
the propagation rule introduced by Kipf and Welling (2017) [66]:

f(H(l), A) = σ(D−1/2ÂD−1/2H(l)W (l))

where Â = A+ I and D̂ is the diagonal node degree matrix of Â.
Following the above, a Graph Convolutional Network (GCN) typically proceeds

with post-processing steps that are specific to the task being performed. If the task
is classification, the output from the readout phase may be passed through a softmax
function to obtain class probabilities. These probabilities can then be used to make
predictions for each class. If we consider a two-layer GCN for semi-supervised node
classification on a graph with a symmetric adjacency matrix A and if we calculate
Ã = D−1/2ÂD−1/2 in the pre-processing step, then the model can be described as:

Z = f(X,A) = softmax(ÃReLU(ÃXW (0))W (1))

Here, W (0) ∈ RC×H is an input-to-hidden weight matrix for a hidden layer with
H feature maps. W (1) ∈ RH×F is a hidden-to-output weight matrix. Both W (0) and
W (1) are trained using gradient descent. The softmax activation function, defined as
softmax(xi) =

exp(xi)
Z

with Z =
∑

i exp(xi) is applied row-wise. An illustration of a
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Figure 1.6: A diagram of graph convolutional network with two GCN layers and
ReLU activation function [Image: Pham, 2020]

graph convolutional network with two GCN layers and a ReLU activation function
has been depicted in Figure 1.6

In computational biology, the structure of GCN lends itself well to analyzing
molecular structures represented as graphs [136, 77]. By leveraging the inherent con-
nectivity and spatial relationships between atoms and molecules, GCN can effectively
learn representations that capture important molecular features for tasks such as drug
discovery, protein-ligand binding prediction, and molecular property prediction.
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Chapter 2 Mathematical Graph-Based Machine Learning Models

2.1 Backgrounds

Graph theory, a branch of discrete mathematics established in the 18th century by
Leonhard Euler with his solution to the Königsberg bridge problem [39], has evolved
significantly over the centuries. It provides a robust framework for modeling and
analyzing pairwise relationships through vertices (nodes) and edges (links). The util-
ity of graph theory spans various scientific domains beyond mathematics, including
chemistry and biology, where it is particularly valuable for representing and analyzing
molecular structures.

In molecular modeling, graph theory offers a natural and intuitive way to depict
molecules. Atoms are treated as vertices, while chemical bonds or interactions are
considered edges. This representation facilitates the application of graph-theoretic
concepts to investigate the structural and functional properties of molecules.

The application of graph theory to chemistry dates back to the early 20th cen-
tury. Jacobus Henricus van’t Hoff and Joseph Achille Le Bel, although not explicitly
using graph theory, laid the groundwork for its application in chemistry through their
pioneering work in stereochemistry, which involves understanding the spatial arrange-
ment of atoms in molecules [121]. This early work was foundational in showing that
the spatial relationships in molecules could be systematically studied and understood,
a key concept that graph theory would later formalize.

Subsequently, the mid-20th century saw the development of topological indices,
such as the Wiener index, which further demonstrated the potential of graph theory
in quantifying molecular properties and predicting chemical behavior. Harold Wiener
introduced the Wiener index in 1947 as a way to correlate molecular structure with
boiling points of paraffins [134]. Topological indices [49], which are numerical values
derived from the graph representation of molecules, have been widely used to describe
molecular structure, reactivity, and biological activity. These indices include measures
such as the degree distribution, centrality, and connectivity, which provide insights
into the stability, reactivity, and overall behavior of molecules [93].

Spectral graph theory, a subfield that studies the properties of graphs through
the eigenvalues and eigenvectors of associated matrices (e.g., adjacency and Lapla-
cian matrices), has provided new avenues for molecular analysis. The eigenvalues
of these matrices, known as the graph spectrum, encapsulate information about the
graph’s structure and dynamics, where dynamics refers to the study of how molecular
structures, particularly proteins, move and change shape over time.. Spectral graph
theory has been particularly influential in understanding vibrational modes, stability,
and flexibility of molecular structures, leading to techniques such as normal mode
analysis (NMA) and elastic network models (ENM) that leverage spectral properties
to study protein dynamics and interactions [8, 137].

By bridging historical developments and modern applications, graph theory has
continually enhanced our ability to model and predict molecular behavior, providing
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valuable insights that drive advancements in chemistry and biology.

2.1.1 Graph Theory Definitions

In graph theory, a graph is a structure that represents a set of objects where some
pairs of objects are connected in a meaningful way. These objects are represented
by vertices, and each connection between a pair of vertices is called an edge. In
the context of machine learning, each vertex is usually associated with a feature
vector that provides descriptive information. This representation allows for effective
modeling and analysis of complex networks and relationships across various domains,
including social networks, biological systems, and recommendation engines.

Definition 1 (Graph). A graph G = (V , E) is a mathematical structure consisting
of a set of vertices V and a set of edges E , where E ⊆ {(vi, vj) | vi, vj ∈ V}. Each edge
(vi, vj) ∈ E represents a connection or relationship between the vertices vi and vj.

Definition 2 (Complete Graph). A complete graph is an undirected graph in
which every pair of distinct vertices is connected by a unique edge. In other words,
every vertex in a complete graph is adjacent to all other vertices.

Definition 3 (Bipartite Graph). A bipartite graph is a type of graph where the
set of vertices can be divided into two distinct, non-overlapping subsets U and V
such that no two vertices within the same subset are adjacent. Formally, a graph
G = (U, V, E) is bipartite if every edge (u, v) ∈ E connects a vertex u ∈ U to a vertex
v ∈ V . This means there are no edges connecting vertices within the same subset U
or V . Bipartite graphs are often used to model relationships between two different
classes of objects, such as jobs and workers, or students and classes.

Definition 4 (Complete Bipartite Graph). A Complete bipartite graph is a spe-
cial type of bipartite graph where every vertex of one set is connected to every vertex
of other sets. That is, a complete bipartite graph G = (U, V, E) is a graph where
the vertex set is partitioned into two subsets U and V such that each vertex in U is
connected to every vertex in V , and there are no edges between vertices within the
same subset.

Examples of a graph, complete graph, bipartite graph, and complete bipartite
graph are illustrated in Figures 2.1a, 2.1b, 2.1c, and 2.1d, respectively.

Definition 5 (Directed and Undirected Graph). A directed graph (or di-
graph) is one where each edge has a specific direction, represented as an ordered pair
(u, v), indicating a connection from vertex u to vertex v. In this type of graph, the
edge (u, v) is different from (v, u).

In contrast, an undirected graph has edges without any direction. Each edge
is an unordered pair {u, v}, indicating a bidirectional connection between vertices u
and v. Here, the edge {u, v} is considered identical to {v, u}. Figure 2.2 presents an
example of directed and undirected graphs.

Definition 6 (Subgraph). A subgraph is a portion of a graph that consists of a
subset of the vertices and edges of the original graph. Specifically, if G = (V,E) is
a graph, then a subgraph H = (VH , EH) is defined such that VH ⊆ V and EH ⊆ E.

19



1 2

3

4

1 2

3 4

1

2

3

a

b

1

2

3

a

b

Graph Complete Graph

Bipartite Graph Complete Bipartite Graph

a b

c d

Figure 2.1: A diagram of (a) a simple graph, (b) a complete graph, (c) bipartite
graph, and (d) complete bipartite graph.

Figure 2.2: A diagram of (a) directed graph, (b) undirected graph.

The subgraph retains the relationships between the vertices as they are in the original
graph.

Definition 7 (Colored Graph). A colored graph is a graph in which each vertex
or edge is assigned a color. Vertex coloring and edge coloring are used to study various
graph properties and solve problems such as the graph coloring problem, where the
goal is to assign colors to vertices so that no two adjacent vertices share the same
color.

Definition 8 (Weighted Graph). A weighted graph is a graph where each edge is
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assigned a numerical value known as a weight. These weights can denote different
measures depending on the scenario, such as distance, cost, time, or capacity.

Definition 9 (Adjacency Matrix). The adjacency matrix of a graph G with n
vertices is an n×n matrix A where Aij = 1 if the pairs of vertices i and j are adjacent
and Aij = 0 otherwise. For undirected graphs, the adjacency matrix is symmetric.

Definition 10 (Degree Matrix). The degree matrix D of a graph is a diagonal
matrix where each diagonal element Dii represents the degree of vertex i. The degree
of a vertex is the number of edges incident to it.

Definition 11 (Laplacian Matrix). The Laplacian matrix L of a graph G, also
called a graph Laplacian, is defined as L = D − A, where D is the degree matrix
and A is the adjacency matrix of the graph. The Laplacian matrix is used in various
applications, including spectral graph theory and network analysis.

Figure 2.3: A diagram of a) a graph with four vertices, b) the corresponding graph
adjacency matrix, c) the degree matrix, and, d) the graph Laplacian matrix.

Mathematically, the Laplacian matrix L of a graph exhibits several key properties
that are fundamental to its application in spectral graph theory.

• L is symmetric and positive semi-definite, implying that all of its eigenvalues
are non-negative if the graph is undirected.

• The sum of the elements in each row (and column) of L is zero. This property
is due to the fact that each row sum in A is equal to the corresponding diagonal
entry in D.

• The eigenvalues of L are of particular interest in spectral graph theory. The
smallest eigenvalue of L is always 0, corresponding to the eigenvector 1 (the
all-ones vector). The second smallest eigenvalue, known as the algebraic con-
nectivity or Fiedler value, provides information about the graph’s connectivity.
This eigenvalue is greater than 0 if and only if G is a connected graph. This
stems from the principle that the number of zero eigenvalues in the Laplacian
matrix corresponds to the number of connected components in the graph. The
value of this eigenvalue reflects the overall connectivity strength of the graph.
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Figure 2.3 presents an example of a simple graph and its corresponding adjacency,
degree, and Laplacian matrices.

2.2 Graph Theory-Based Methods for Biomolecules

RI-Score

In this research, Wei et al. [14] introduce the Multiscale Weighted Colored Graph
(MWCG) model to enhance the analysis of protein flexibility and rigidity. This
novel approach leverages geometric graph theory to improve predictions of protein
structural fluctuations, specifically targeting the Debye-Waller factors or B-factors,
which correlate with protein flexibility and function.

The Multiscale Weighted Colored Graph (MWCG) model provides an advanced
framework for analyzing protein flexibility and rigidity by employing a geometric
graph-based approach. In this model, a protein is represented as a graph G(V,E),
where V is the set of vertices (atoms) and E is the set of edges (interactions). Each
edge eij ∈ E is associated with a weight wij and a color that corresponds to the type
of atomic interaction of a protein-graph (e.g., carbon-carbon (CC), carbon-nitrogen
(CN), carbon-oxygen (CO)).

A central concept in this model is the use of generalized centrality measures to
assess the rigidity of subgraphs. The rigidity at each node i is quantified using
correlation functions that consider multiscale interactions. Specifically, the rigidity
measure µi for node i is computed as:

µi =
N∑
j=1

wijΦk(∥ri − rj∥; ηij)

where wij is the weight function, Φk is a generalized correlation function, ∥ri−rj∥
is the Euclidean distance between atoms i and j, and ηij is a characteristic distance.
The correlation functions used are often generalized exponential or Lorentz functions,
such as:

Φk(∥ri − rj∥; ηij) = e
−
(

∥ri−rj∥
ηij

)κ

Φk(∥ri − rj∥; ηij) =
1

1 +
(

∥ri−rj∥
ηij

)ν

Where, κ and τ are exponential and Lorentz kernel parameters (κ = 1, τ = 1, 3).
These functions are chosen to ensure they approach 1 as the distance goes to 0 and
0 as the distance goes to infinity, reflecting the strength of interactions based on
distance.

The flexibility index fi is then derived as the reciprocal of the rigidity measure:

fi =
1

µi
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This flexibility index is used to predict the B-factors of protein atoms, which
correlate with thermal motion. The theoretical B-factor Bi for atom i is modeled as:

Bt
i =

m∑
k=1

ckf
k
i + b

where ck are coefficients, fk
i are flexibility indices at different scales, and b is a

constant offset. These coefficients are determined by minimizing the error between
the theoretical and experimentally measured B-factors Be

i :

min
ck,b

N∑
i=1

(
Bt

i −Be
i

)2
To incorporate multiscale interactions, the model uses multiple characteristic

length scales ηn to capture short-range, medium-range, and long-range interactions.
The flexibility of atom i at scale n due to interaction type k is given by:

fk,n
i =

1∑N
j=1 w

n
ijΦk(∥ri − rj∥; ηnij)

where ηnij is the scale-specific characteristic distance. The final B-factor prediction
integrates these multiscale flexibility indices.

The MWCG model has been validated on diverse protein datasets, demonstrat-
ing superior accuracy compared to traditional methods like Normal Mode Analysis
(NMA) and the Gaussian Network Model (GNM). The Pearson correlation coeffi-
cients for MWCG often exceed 0.8, significantly improving the reliability of protein
flexibility predictions.

In applications, the MWCG model provides detailed predictions of B-factors and
flexibility indices for all atoms in a protein, enhancing structural analysis and insights
into protein function and stability. Its ability to account for multiscale interactions
makes it a powerful tool for understanding complex molecular dynamics.

AGL-Score

The AGL-Score model, developed by Nguyen and Wei (2019) [93], represents an ad-
vanced approach in predicting protein-ligand interactions, focusing on scoring, rank-
ing, docking, and screening. This model leverages algebraic graph theory to encode
high-dimensional physical and biological information into low-dimensional represen-
tations using multiscale weighted colored subgraphs. A subgraph is a smaller graph
extracted from the original graph that focuses on interactions between specific types
of atom elements such as C-O, C-N, N-O so on. These subgraphs allow the model to
handle the complexity of different interaction types separately and at multiple scales.

The initial step in the AGL-Score model involves constructing a graph G(V , E)
for each molecule or a biomolecular complex. In this graph, atoms are represented as
vertices, and interactions between atoms are represented as edges. Each vertex V is
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labeled with its corresponding element type αj and its position rj.

V = {(rj, αi)|rj ∈ R3;αj ∈ C; j = 1, 2, · · · , N} (2.1)

The interactions (edges) E between these atoms are quantified using weight functions,
which capture the strength of the interaction based on the distance between atoms
and their types.

E = {Φ(∥ri − rj∥; ηkk′)|αi = Ck, αj = Ck′ ;
i, j = 1, 2, · · · , N ; ∥ri − rj∥ > ri + rj + σ}, (2.2)

The subgraph weight function Φ is designed to decay with increasing distance
between atoms, ensuring that closer interactions are weighted more heavily. Mathe-
matically, this function is defined such that it approaches 1 as the distance approaches
zero and decays toward zero as the distance increases. This allows the model to effec-
tively capture non-covalent interactions that are crucial for protein-ligand binding.

Φ(∥ri − rj∥; ηkk′) = 1, as ∥ri − rj∥ → 0, (2.3)

Φ(∥ri − rj∥; ηkk′) = 0, as ∥ri − rj∥ → ∞, αi = Ck, αj = Ck′ .

Once the subgraphs are constructed, the next step is to derive algebraic represen-
tations using matrices such as the Laplacian matrix (L) and the adjacency matrix
(A) to encode the connectivity and interaction strengths within the graph.

The eigenvalues λj and eigenvectors uj of these matrices are computed to derive
descriptors that represent the molecular properties. The eigenvalues provide a spec-
trum that captures various interaction strengths and connectivity patterns within the
graph. For instance, an atomic descriptor µi for the i− th atom can be calculated as:

µL
i (ηkk′) =

∑
l

(uL
il)

2λL
l (2.4)

Statistical measures of these nontrivial eigenvalues, such as their sum, mean, max-
imum, minimum (the Fiedler value, that is the first non-zero eigenvalue of L(ηkk′ is the
algebraic connectivity or Fiedler value, which is included as the smallest eigenvalue),
and standard deviation, are used as features in the predictive model. These mea-
sures capture different aspects of the molecular structure and interactions, providing
a comprehensive representation.

The AGL-Score model has demonstrated superior performance across multiple
PDBbind benchmark datasets, outperforming other state-of-the-art scoring functions
in scoring, ranking, docking, and screening tasks. This success validates the model’s
ability to accurately capture and predict complex molecular interactions using alge-
braic graph theory and machine learning. The combination of detailed graph-based
representations and robust machine learning techniques makes the AGL-Score model
a powerful tool for protein-ligand binding analysis.
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2.3 Algebraic Graph Learning-based Machine Learning Model for Ex-
tended Atom Type (AGL-EAT)

2.3.1 Model Development

Extended Atom-Type Multiscale Weighted Colored Subgraphs

In this section, we explore the development of comprehensive graph theory descriptors
for a biomolecule or molecular complex. A biomolecular graph, denoted as G(V , E),
is composed of vertices V and edges E , providing a powerful tool for representing
non-covalent interactions among atoms within the molecule. This graph theory rep-
resentation is further enriched through the technique of graph coloring, which assigns
distinct labels to various types of elements. This coloring process creates a graph
that encodes different atomic interactions, enabling the construction of an inclusive
and simplified representation of the dataset. Within this framework, atoms in the
molecule, identified by these labels, are organized into subgraphs, and the colored
edges signify element-specific interactions.

In our previous studies [94, 93], the classification of interactions relied on com-
binations of element symbols of protein-ligand atoms involved, such as C–O, C–N,
etc. Following our most recent work[102], bipartite-colored subgraphs are defined
for protein-ligand complexes, where graph coloring is based on extended atom types
for proteins and SYBYL atom types for ligands. Protein atom types are identified
by their names within the protein data bank (PDB) structure such as carbon alpha
(CA), carbon beta (CB), carbon delta-1 (CD1), etc. These atom names serve as iden-
tifiers for specific positions within a protein’s three-dimensional arrangement. They
help define the individual atoms that constitute amino acids, the building blocks
of proteins, and provide crucial information about their spatial arrangement and
chemical properties. A total of 37 distinct atom names are considered that are fre-
quently found in protein structures within the PDB database. In ligand Tripos Mol2
structure, SYBYL atom types classify atoms based on their chemical attributes and
surroundings within molecular structures, aiding in the identification of diverse atom
categories, considering factors like hybridization state, bonding characteristics, and
potential interactions. The incorporation of SYBYL atom types enables precise clas-
sification, including distinct subtypes for Carbon (C) elements, such as C.1, C.2, C.3,
C.ar, and C.cat. The set Ap represents atom names of proteins,

Ap = {C,CA, . . . , N,ND1, . . . , O,OD1, . . . , SD, SG} (2.5)

And, the set Al represents atom types of ligands,

Al = {As,B,Be, . . . , C.1, C.2, . . . , N.1, N.2, . . . , V, Zn} (2.6)

For convenience, We define A as the collection of all atom types within a given
molecular dataset as described above, where Ak denotes the atom type at the ith
position within the set. We further symbolize the subgraph vertices as V , which are
characterized by the atom coordinates ri and their corresponding atom types αi:

V = {(ri, αi)|ri ∈ R3;αi ∈ A; i = 1, 2, · · · , N} (2.7)
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Additionally, we symbolize the subgraph edges as E and defined as follows:

E = {Φ(∥ri − rj∥; ηkk′)|αi = Ak, αj = Ak′ ;

i, j = 1, 2, · · · , N ; ∥ri − rj∥ ≤ c}, (2.8)

Here, we calculate the edge weights based on the characteristics distance ηkk′ between
pairs of atom types Ak and Ak′ using the subgraph weight function Φ. And, ∥ri − rj∥
denotes the Euclidean distance between the ith and jth atoms and c is a predefined
cutoff distance that defines the binding site of the atom type Ak and Ak′ . The weight
function Φ assesses the interaction strength between atoms, taking into account their
Euclidean distances, and it satisfies the following conditions:

Φ(∥ri − rj∥; ηkk′) = 1, as ∥ri − rj∥ → 0, (2.9)

Φ(∥ri − rj∥; ηkk′) = 0, as ∥ri − rj∥ → ∞, αi = Ak, αj = Ak′ .

Often, a popular selection for Φ is the generalized exponential function or the gener-
alized Lorentz function denoted as follows:

ΦE(∥ri − rj∥; ηkk′) = e−(∥ri−rj∥/ηkk′ )κ , κ > 0, (2.10)

and

ΦL(∥ri − rj∥; ηkk′) =
1

1 + (∥ri − rj∥/ηkk′)ν
, ν > 0, (2.11)

The generated weighted colored subgraph G(V , E) offers a robust depiction of molec-
ular attributes at the atomic scale. Analyzing this subgraph allows us to extract
detailed molecular descriptors and explore the system’s multiscale behavior. This
behavior is a result of considering various characteristic distances ηkk′ for different
atom type pairs, enabling the creation of diverse and scalable graph-based descrip-
tors, including the geometric subgraph centrality. This extends the concept of the
bipartite subgraph we utilized in our prior research on predicting protein-ligand bind-
ing affinities and free energy ranking [94], where every edge connects an atom in the
protein with an atom in the ligand. The matrix representations of such subgraphs
offer a simple and expressive way to describe the interactions between subgraph el-
ements using matrices. As following our previous study[93], we utilized two highly
significant matrices: the Laplacian matrix and the adjacency matrix in our present
work.

For each atom-type pair subgraph, we compute the Laplacian matrix L (ηkk′),
which is defined as follows:

Lij (ηkk′) =


−Φ (∥ri − rj∥ ; ηkk′) if i ̸= j, αi = Ak, αj = Ak′

and ∥ri − rj∥ ≤ c;

−
∑

j Lij if i = j

(2.12)

The proposed atom-type weighted labeled Laplacian matrix possesses symmetry, di-
agonal dominance, and positive semidefiniteness, which guarantees that all its eigen-
values are nonnegative. The first non-zero eigenvalue of L (ηkk′) is referred to as the
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algebraic connectivity or Fiedler value of the subgraphs. Let us define the eigenval-
ues and eigenvectors of L (ηkk′) as λj

L,j = 1, 2, . . . . We can directly create a set
of weighted labeled Laplacian matrix-based molecular descriptors for extended atom
types by utilizing the statistics of nontrivial eigenvalues λj

L,j = 1, 2, . . . . In this
context, the Fiedler value is included as the smallest eigenvalue.

For each atom-type pair subgraph, we also compute the adjacency matrix A (ηkk′).
We obtain the adjacency matrix by setting the diagonal elements of the Laplacian
matrix to zero. The adjacency matrix simplifies the representation while maintaining
the fundamental properties of the molecular structure. The adjacency matrix is
defined as:

Aij (ηkk′) =


−Φ (∥ri − rj∥ ; ηkk′) if i ̸= j, αi = Ak, αj = Ak′

and ∥ri − rj∥ ≤ c;

0 if i = j

(2.13)

The adjacency matrix A(ηkk′) is a symmetric, nonnegative matrix that contains
the same information as the corresponding Laplacian matrix. However, its eigenval-
ues λA

j (j = 1, 2, . . .) and eigenvectors uA
j (j = 1, 2, . . .) exhibit different behaviors

compared to those of the Laplacian matrix.
The Laplacian and adjacency matrices corresponding to the weighted colored sub-

graph GO.2−N.am of the Xanthin molecule C5H4N4O2 has been illustrated in Figure
2.4.

Indeed, eigenvalue analysis is widely recognized as a computationally expensive
task. However, our AGL-EAT-Score approach benefits from two crucial factors that
enhance its computational efficiency. Firstly, we restrict matrix constructions to en-
compass solely those atoms located in the proximity of the protein-ligand binding site.
Furthermore, our atom-type-specific criteria further narrow down the atoms involved
in each matrix construction. Consequently, we work with numerous small matri-
ces, which enables an efficient spectral approach for analyzing protein-ligand binding
affinities by significantly reducing the computational burden and helps maintain the
stability of eigenvalue calculations.

2.3.2 Algebraic Graph Learning

We employed Machine learning algorithms to analyze the eigenvalue statistics descrip-
tors generated from the weighted colored subgraph Laplacian matrix or adjacency
matrix as discussed above. These extracted features contain valuable information
about the complex, allowing the algorithms to identify patterns and predict essential
properties of molecular complexes more accurately.

Supervised machine learning algorithms can encompass both classification and
regression tasks, the labeled dataset is divided into two subsets: a training set and a
test set. Let us denote G(Xi, λ), a function encoding the geometric information of a
molecule into suitable graph representations using Xi, a labeled dataset corresponding
to the ith data point in the training set and λ, a set of kernel parameters. The
following loss minimization problem further reformulates the optimization process
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Figure 2.4: An illustration of the construction of weighted adjacency and weighted
Laplacian matrices from the weighted colored subgraphs of a molecule. In the top row,
an example molecule, Xanthin (C5H4N4O2; CHEBI:17712), the colored graph struc-
ture of the xanthin, and three example colored subgraphs of GO.2−N.am, GO.2−N.pl3,
GO.2−N.2. In the bottom row, generated weighted adjacency matrix (A) and weighted
Laplacian matrix (L) from a example subgraph GO.2−N.am.

for training a machine learning model,

min
λ,θ

∑
i∈I

L(yi,G(Xi, λ); θ) (2.14)

Here, L denotes a scalar loss function that needs to be minimized, and yi refers
to the labels assigned to the ith sample in the training set I. The set θ includes
hyperparameters that are dependent on the chosen machine learning algorithm and
are usually tuned to achieve optimal performance. While various machine learning
algorithms, including random forest, gradient boosting trees, graph neural networks,
and convolutional neural networks, can be applied alongside the graph descriptors
introduced in our study, our primary focus is to assess the effectiveness of the proposed
algebraic graph features.
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2.4 Geometric Graph Learning-based Ligand-only Machine Learning Model
for Extended Atom Type

2.4.1 Model Development

Following the previous section (2.2), our geometric graph learning-based model is de-
veloped based on the extended atom type weighted colored subgraphs of the molecules.
However, this model was constructed based solely on ligand structures, unlike the ge-
ometric graph learning for protein-ligand complexes [102]. We incorporate SYBYL
atom types for the ligand structures to integrate the graph coloring based on atom
types and their chemical environments, which enhances the representation of molec-
ular structures in our model.

The model begins by constructing a graph G(V , E) representation of the ligand
molecule, where V is the set of vertices and E is the set of edges. Each atom in
the ligand is treated as a node, and the interactions or bonds between these atoms
are represented as edges. The graph is then enhanced through the process of graph
coloring, wherein different types of atoms are assigned distinct labels. This coloring
process helps encode various chemical properties and interaction types into the graph
structure. Following our AGL-EAT-Score model, we have employed the SYBYL atom
types for the ligands to capture the detailed chemical description. In the Tripos Mol2
structure for ligands, SYBYL atom types categorize atoms based on their chemical
properties and the context within molecular structures. This classification aids in
identifying various atom types by considering factors such as hybridization state,
bonding characteristics, and potential interactions. This comprehensive approach
facilitates accurate modeling and analysis of molecular behavior. For instance, there
are five subtypes for Carbon (C) elements, five subtypes for Oxygen (O) elements,
and seven subtypes for Nitrogen (N) elements.

The notation T is defined as the collection of all atom types within a given molec-
ular ligand dataset. Here, Tk represents the atom type at the kth position within
the set. The vertices of the subgraph, denoted as V , are characterized by the atom
coordinates ri and their corresponding atom types αi:

V = {(ri, αi)|ri ∈ R3;αi ∈ T ; i = 1, 2, · · · , N} (2.15)

The edges of the subgraph, symbolized as E , are defined by::

E = {Φ(∥ri − rj∥; ηkk′)|αi = Tk, αj = Tk′ ;

i, j = 1, 2, · · · , N ; ∥ri − rj∥ ≤ c}, (2.16)

In this context, the edge weights are calculated based on the characteristic distance
ηkk′ between pairs of atom types Tk and Tk′ using the subgraph weight function Φ.
The Euclidean distance between the ith and jth atoms is denoted by ∥ri − rj∥. The
weight function Φ evaluates the interaction strength between atoms, considering their
Euclidean distances, and satisfies the following conditions:

Φ(∥ri − rj∥; ηkk′) = 1, as ∥ri − rj∥ → 0, (2.17)

Φ(∥ri − rj∥; ηkk′) = 0, as ∥ri − rj∥ → ∞, αi = Tk, αj = Tk′ .
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We utilized a commonly selected form for Φ, specifically the generalized exponential
function or the generalized Lorentz function, as defined in Equation (2.9) in this work.
These functions provide flexible and robust methods for evaluating the interaction
strength between atoms, considering their Euclidean distances and ensuring that the
interaction strength appropriately diminishes with increasing distance. This approach
allows us to capture the essential characteristics of non-covalent interactions within
the molecular structures.

Analyzing this subgraph allows us to extract detailed molecular descriptors and
explore the system’s multiscale behavior. This behavior is a result of considering
various characteristic distances ηkk′ for different atom type pairs, enabling the creation
of diverse and scalable graph-based descriptors, including the geometric subgraph
centrality, defined as

GSC(ηkk′) =
∑
i

µG
i (ηkk′) =

∑
i

∑
j

Φ(∥ri − rj∥; ηkk′),

αi = Ak, αj = Ak′ , (2.18)

This extends the concept of the bipartite subgraph we utilized in our prior research on
predicting protein-ligand binding affinities and free energy ranking [94], where every
edge connects an atom in the protein with an atom in the ligand. Our objective is to
comprehensively characterize the complex by assigning atom-specific descriptions and
subgraph weights to the bipartite graph. This approach enables the capture of diverse
intermolecular interactions, including hydrogen bonding, polarization, electrostatics,
van der Waals interactions, hydrophilicity, and hydrophobicity. Through this method,
we aim to develop a comprehensive representation of the complex that considers the
unique properties of individual atoms and their interactions. This this work, our
objective is to comprehensively characterize the ligand structures by assigning atom-
specific descriptions and subgraph weights to the bipartite graph that considers the
unique properties of individual ligand atoms and their interactions.

2.4.2 Geometric Graph Learning

The process of combining weighted colored geometric subgraph descriptors with ma-
chine learning or deep learning algorithms for predicting molecular properties involves
several systematic steps. Weighted colored bipartite geometric subgraphs are con-
structed for each pair of atom types within the ligand, capturing spatial relationships
and interactions while incorporating geometric and structural information.

Once the subgraphs are constructed, machine learning features are generated by
aggregating statistical information from each interaction subgraph, including met-
rics such as the sum, mean, maximum, minimum, and standard deviation. These
features collectively provide a comprehensive representation of the complex, indepen-
dent of molecular specifics. Finally, the generated feature vectors are incorporated
into existing machine learning or deep learning algorithms, enabling the utilization
of a diverse range of models and techniques to leverage predictive capabilities and
strengths inherent in different approaches.
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Following this systematic approach, we seamlessly integrate the molecule complex
with machine learning or deep learning algorithms to predict molecular properties.
The generated features capture relevant information about the complex, enabling
the algorithms to learn patterns and make accurate predictions. From the machine
learning perspective, we employ a supervised learning algorithm involving a training
set and a test set to address either a classification or a regression problem, assuming
the dataset is labeled. The training process is formulated as a minimization problem,
as shown and discussed in equation (2.10).

Copyright© Farjana Tasnim Mukta, 2024.

31



Chapter 3 Prediction of Protein-Ligand Binding Affinity

3.1 Backgrounds and Motivations

In the rapidly evolving field of structure-based drug design, the precise prediction of
ligand-receptor binding affinity stands as a cornerstone of success. This critical aspect
determines the efficacy of a drug (ligand) in interacting with its target, typically a
protein, shaping the outcome of drug discovery processes. Central to advancing these
predictions is the application of graph theory, a vital branch of discrete mathematics
that provides a structured framework for modeling complex relationships in molecular
interactions.

Graph theory, with its diverse branches including geometric, algebraic, and topo-
logical graph theory, has revolutionized the way scientists approach ligand-receptor
binding affinity. Geometric graph theory focuses on spatial connectivity, capturing
the essence of geometric relationships within molecular structures [94, 102]. Alge-
braic graph theory, on the other hand, delves into the realm of algebraic connectivity,
utilizing matrix representations like adjacency and Laplacian matrices to elucidate
molecular interactions [93, 21]. Topological graph theory bridges graphs and topo-
logical spaces, offering insights into the more abstract aspects of molecular configura-
tion [131, 84]. These methodologies have not only enhanced drug discovery but also
found widespread applications in biomedical sciences [115, 67, 100], chemical analy-
sis [122, 108, 58, 5], molecular property evaluation [10, 103], and drug repurposing
[48, 56].

Scoring functions (SFs) are computational methods used to evaluate protein-
ligand interactions and are crucial in structure-based drug design for differentiat-
ing between viable and non-viable hypotheses. These scoring functions, based on
their theoretical underpinnings, can generally be categorized into the following types:
physics-based scoring functions [?], empirical scoring functions [145, 127, 36], knowledge-
based scoring functions [89, 126], and the increasingly prominent machine learning
(ML)-based scoring functions [9, 65]. ML-based SFs, in particular, have garnered
attention for their superior performance, driven by extensive datasets, comprehen-
sive molecular descriptors, and advanced machine learning algorithms. However, the
efficacy of these functions is often contingent on the size of the training set and the
similarity between the training and test sets, a challenge that has been the focus of
several recent studies [77, 73, 74, 117, 37, 28].

Significant strides in developing machine learning-based scoring functions have
been made by utilizing three distinct types of descriptors. These include physics-
based descriptors, which cover aspects like electrostatic binding energies and atomic
interactions (Coulombic and van der Waals) [129]; descriptors based on geometric
graph theory [94]; and those derived from algebraic topology [17]. The core idea
behind these methodologies is the assumption that the essential physical phenomena
are typically found within low-dimensional spaces or manifolds, even though they
exist in a broader, high-dimensional data space. This concept, while recognized in
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the field of manifold learning, presents a major challenge: effectively translating
critical physical information from a high-dimensional context into a practical, low-
dimensional format for molecules and their complexes. A notable approach to tackle
this challenge is the application of multiscale weighted colored subgraphs (MWCS)
[14]. In this approach, a protein’s structural graph is colored based on the types of
interactions between its nodes, leading to the formation of distinct subgraphs. This
method stands out for its simplicity, low-dimensional nature, and robustness. A key
advantage is its minimal data input requirements for binding affinity predictions,
which only need atomic names and coordinates. This simplicity allows the method
to circumvent complex data processing and parameterization steps, eliminating the
need for molecular mechanical force fields, like charges, bond measurements, van der
Waals parameters, and others. This not only streamlines the process but also reduces
errors often associated with parameterization.

In our prior research [102], we developed the sybylGGL-Score, a sophisticated geo-
metric graph-based method using extended multiscale weighted colored subgraphs for
protein-ligand complexes. This approach leveraged graph coloring techniques based
on protein atom names and ligand SYBYL atom types. While sybylGGL-Score demon-
strated exceptional efficacy in predicting protein-ligand binding affinity, surpassing
other advanced methods, it did not fully explore the potential of algebraic graph
theory within the extended MWCS framework.

In our current study, we take this concept further by developing an algebraic
graph-based MWCS with extended atom-type graph coloring, known as the AGL-
EAT-Score. This model employs both the Laplacian and adjacency matrices to rep-
resent subgraphs, characterizing molecules and their interactions through eigenvalues
and eigenvectors. The effectiveness of AGL-EAT-Score has been rigorously evaluated
using benchmark datasets like CASF-2016, CASF-2013, and the Cathepsin S dataset.
To enhance our model’s robustness, we conducted a similarity search to eliminate re-
dundant complexes from our training sets, ensuring a more reliable analysis.

3.1.1 Protein-Ligand Complex

Proteins are molecular devices on the nanometer scale that perform essential biolog-
ical functions [71]. They are the building blocks of all cells in our bodies and in all
living organisms across the world [15]. They are made up of hundreds or thousands
of smaller units called amino acids, which are attached to one another in long chains.
There are 20 different types of amino acids that can be combined to make a pro-
tein. The sequence of amino acids determines each protein’s unique 3-dimensional
structure and its specific function.

A ligand is a substance that interacts with a biomolecule to perform a specific
biological function. Ligands can be ions, small organic molecules, or even macro-
molecules. In drug discovery, ligands are typically defined as small molecules or
atoms that reversibly bind to a receptor, which is a receiving protein molecule. This
binding can activate or inhibit the protein’s function, thereby influencing biological
pathways and cellular responses. The ability of a ligand to bind to a receptor with
high specificity and affinity is crucial for its effectiveness as a drug.
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The representation of ligands in different dimensions (1D, 2D, and 3D) provides
various levels of detail about their structure and properties, which are crucial for
understanding their interactions with target biomolecules in drug discovery. The 1D
representation refers to the linear depiction of a ligand’s chemical structure, typically
using its SMILES (Simplified Molecular Input Line Entry System) strings, which rep-
resent the structure of the molecule, specifying the types and connectivity of atoms.
2D representation provides a flat depiction of the ligand’s structure, showing the
arrangement of atoms and the bonds between them. 3D representation provides a
three-dimensional view of the ligand, showing the spatial arrangement of atoms and
the geometry of the molecule.

A protein-ligand complex is a fundamental component in the field of drug design
and molecular biology. It refers to the interaction between a protein molecule, typ-
ically an enzyme or receptor, and a ligand, which can be any small molecule, such
as a drug candidate or a substrate [6]. This complex is formed when proteins (P)
interact with ligands (L), which are molecules that exhibit a high degree of specificity
and affinity for binding to the protein. The formation of a protein-ligand complex
LP can be described by

L+ P ⇌ LP (3.1)

Understanding protein-ligand complexes holds significant importance due to their
involvement in diverse biological processes and their potential as targets for drug
discovery.

Figure 3.1: A protein-ligand complex with PDBID: 3upp2.
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3.1.2 Binding Affinity

The binding affinity between a protein and a ligand is a crucial determinant of the
strength and stability of their interaction. It quantifies the strength of the association
and reflects how strongly the drug is attracted to the binding site on the target
protein. High binding affinity indicates a strong interaction, with the protein and
ligand tightly bound together, while low binding affinity suggests a weaker interaction
with more transient binding.

Binding affinity, often quantified using various experimental techniques and com-
putational methods. Common parameters for quantifying binding affinity include the
equilibrium dissociation constant (Kd), Inhibition Constant (Ki), Association Con-
stant (Ka), half-maximal inhibitory concentration IC50, Gibbs Free Energy (∆G) so
on [59, 11].

Dissociation Constant (KD): The equilibrium dissociation constant (KD) is the
fundamental parameter used to evaluate the binding properties of a drug to its re-
ceptor [4, 120, 109]. Determining KD values is crucial because it provides essential
information about the strength and specificity of the interaction between the drug
and its target.

The dissociation constant, kD, quantifies the equilibrium affinity between a ligand
(L) and a protein (P ) to form the protein-ligand complex (LP ). Mathematically, KD

defined as the ratio of the molar concentrations of the free ligand [L] and the free
protein [P ] to the concentration of the protein-ligand complex [LP ]:

KD =
[L][P ]

[LP ]
(3.2)

It indicates the ligand concentration [L] at which half of the proteins are occupied
at equilibrium. In other words, it signifies the ligand concentration at which the
number of proteins bound to the ligand [LP ] equals the number of proteins with no
ligand bound [P ]. A smaller dissociation constant indicates a tighter binding of the
ligand to the protein, implying a higher affinity between them. For instance, a ligand
with a nanomolar (nM) dissociation constant exhibits stronger binding to a specific
protein compared to a ligand with a micromolar (µM) dissociation constant.

However, researchers often use pKd, negative logarithm of dissociation constant
KD, defined as

pKD = − log10(KD) (3.3)

for binding affinity quantification. This is crucial for comparing the affinities and
selectivities of ligands. It is also used to predict drug concentrations that are effective
in vivo.

Association Constant (Ka): The association constant Ka is the reciprocal of the
dissociation constant KD and is given by:

Ka =
1

KD

=
[LP ]

[L][P ]
(3.4)
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A higher association constant indicates a stronger affinity between the ligand and the
protein.

Inhibition Constant (Ki): The inhibition constant (Ki) is a measure of the po-
tency of an inhibitor in binding to a specific enzyme or receptor. It is defined as
the concentration of an inhibitor where the binding to the enzyme is half-maximal.
This constant is a crucial parameter in enzyme kinetics and helps in comparing the
effectiveness of different inhibitors.

In the context of competitive inhibition,Ki can be determined using the Michaelis-
Menten equation modified to include the inhibitor. The general form of the equation
for an enzyme-catalyzed reaction with a competitive inhibitor is:

v =
Vmax[S]

Km

(
1 + [I]

Ki

)
+ [S]

where, v is the reaction velocity, Vmax is the maximum reaction velocity, [S] is the
substrate concentration, Km is the Michaelis constant (the substrate concentration
at which the reaction velocity is half of Vmax), [I] is the inhibitor concentration, Ki

is the inhibition constant.
For competitive inhibitors, the relationship between IC50 (the concentration of

inhibitor where the reaction is half-maximal) and Ki can be described by the Cheng-
Prusoff equation:

Ki =
IC50

1 + [S]
Km

where, IC50 is the concentration of the inhibitor that reduces the enzyme activity
by 50%, [S] is the fixed substrate concentration, Km is the Michaelis constant.

For noncompetitive inhibition, IC50 is equal to Ki, as the inhibitor binds equally
well to both the enzyme and the enzyme-substrate complex, making it independent
of the substrate concentration:

Ki = IC50

In summary, Ki is a critical parameter that quantifies the effectiveness of an
inhibitor in enzyme kinetics, with different equations applicable depending on the
type of inhibition (competitive, noncompetitive, etc.).

Half-Maximal Inhibitory Concentration (IC50) The half-maximal inhibitory
concentration IC50 is a measure of the effectiveness of a substance in inhibiting a
specific biological or biochemical function. It represents the concentration of an
inhibitor where the response (or binding) is reduced by half. IC50 is used to compare
the potency of various inhibitors. The lower the IC50 value, the more potent the
inhibitor.
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However, IC50 is not a direct measure of affinity. Nevertheless, for competitive
agonists and antagonists, the relationship between IC50 and affinity can be described
by the Cheng-Prusoff equation [141]. For enzymatic reactions, this equation is:

Ki =
IC50

1 + S
Km

(3.5)

where Ki is the binding affinity of the inhibitor, IC50 is the inhibitory concentration,
[S] is the fixed substrate concentration, and Km is the Michaelis constant, which
represents the substrate concentration at which the enzyme activity is half-maximal.
For noncompetitive inhibition, IC50 is equal to Ki.

Gibbs Free Energy (∆G) Gibbs free energy is a thermodynamic concept that
quantifies the energy available to perform useful work in a system. In the context of
protein-ligand interactions, it represents the energy that the drug ligand requires to
bind to the protein complex. The Gibbs free energy change ∆G associated with the
binding process is related to the dissociation constant by the equation:

∆G = ∆G0 +RT lnKD (3.6)

where R is the universal gas constant (8.314 J/mol ·K), T is the temperature in
Kelvin, and ∆G0 is the standard Gibbs free energy change.

A negative ∆G indicates a spontaneous binding process, meaning the binding of
the ligand to the protein occurs favorably. The more negative the ∆G, the stronger
the binding affinity, which corresponds to a smaller KD.

3.2 Methods and Materials

3.2.1 Algebraich Graph Learning for extended Atom Types Methodology

The detailed methodology for our algebraic graph learning (AGL) techniques for
molecular complexes is described in Section (2.3). Our study focused on creating com-
prehensive graph theory descriptors using eigenvalue statistics from weighted colored
subgraphs to predict essential molecular properties.

We began by constructing a biomolecular bipartite graph G(V , E), where vertices
V represent atoms and edges E represent non-covalent interactions among atoms.
Each of its edges connects one atom in the protein and another atom in the ligand..
Through graph coloring techniques, distinct labels were assigned to different element
types, capturing the intricate interactions within the molecule. This approach re-
sulted in colored subgraphs, each representing specific atomic interactions.

In previous research [94, 93], interaction classifications were based on combinations
of element symbols of protein-ligand atoms, such as C–O, C–N, etc. Our recent
work [102] expands this by defining bipartite-colored subgraphs for protein-ligand
complexes using extended atom types for proteins and SYBYL atom types for ligands.
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Protein atom types were identified by names within the protein data bank (PDB)
structure, such as carbon alpha (CA), carbon beta (CB), carbon delta-1 (CD1), etc.
These atom names served as identifiers for specific positions within a protein’s three-
dimensional arrangement. Ligand atom types were categorized based on SYBYL
atom types, which capture diverse chemical attributes and potential interactions.

For each atom-type pair subgraph, we calculated the Laplacian matrix L(ηkk′)
and the adjacency matrix A(ηkk′), using the generalized exponential and Lorentz
functions to define the weight function Φ. These matrices provided a comprehensive
representation of molecular interactions at the atomic scale. The Laplacian matrix,
being symmetric and positive semidefinite, ensured nonnegative eigenvalues, with
the smallest nonzero eigenvalue, the Fiedler value, indicating algebraic connectivity.
The adjacency matrix, derived by setting diagonal elements of the Laplacian to zero,
maintained the fundamental properties of the molecular structure.

Integration with Machine Learning or Deep Learning Algorithms:

Machine learning algorithms were then employed to analyze these eigenvalue statis-
tics descriptors, effectively mapping high-dimensional molecular structures into low-
dimensional representations while preserving vital physical and chemical properties.
Supervised learning algorithms, including gradient boosting decision trees (GBDTs),
were applied for both classification and regression tasks to predict molecular prop-
erties. These algorithms were trained and tested on labeled datasets, with the opti-
mization process involving minimizing a loss function L over the training set, ensuring
robust and accurate models.

The labeled dataset was divided into training and test sets, denoted by G(Xi, λ),
where Xi is the labeled dataset corresponding to the ith data point in the training
set and λ is a set of kernel parameters. The following loss minimization problem
further reformulates the optimization process for training a machine learning model.
The visual depiction of our algebraic graph-based learning approach is presented in
Figure3.2.

In our study, the implemented GBDT module in scikit-learn version 0.24.1 with
the parameters, n estimators = 20000, max depth = 8, min samples split = 2,
learning rate = 0.005, loss = ls, subsample = 0.7, and max features = sqrt.

3.2.2 Datasets

To assess the validity and robustness of our proposed model, we employed two widely
acknowledged PDBbind benchmark datasets, CASF-2013 and CASF-2016, as well
as the CatS dataset, which is part of the D3R Grand Challenge datasets, a global
initiative in drug design.

The PDBbind database offers an extensive repository of experimentally deter-
mined binding affinity data for biomolecular complexes found within the Protein
Data Bank (PDB) [79]. Each PDBbind benchmark dataset is composed of three in-
tersecting subsets: the general set, the refined set, and the core set. The core set is
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Figure 3.2: Visualization of the AGL-EAT graph learning approach. First column:
binding site of the molecular complex identified by its PDBID: 3up2. Second column:
three different kinds of protein-ligand atom-type pairs. Third column: weighted
colored subgraph representations of the corresponding atom-pairs. Fourth column:
eigenvalues of the subgraph Laplacian and adjacency matrices. Fifth column: various
statistics of these eigenvalues. Fifth column: advanced machine learning models like
gradient boosting trees to combine and process these statistics for training and making
predictions.

a subset of both the general set and the refined set and serves as the testing dataset
for the respective benchmark.

The general set includes all available data on protein-ligand complexes with ex-
perimentally determined binding affinities. It serves as the foundational dataset,
providing a broad spectrum of data that captures a wide variety of binding interac-
tions and affinities. This large dataset is primarily used for exploratory data analysis
and initial model training, offering a comprehensive view of the binding landscape.

The refined set is derived from the general set and includes complexes that meet
stricter quality criteria. These criteria ensure higher resolution crystal structures
(better than or equal to 2.5 Å), reliable binding affinity measurements (Kd, Ki), and
completeness of both protein and ligand in the structure. The refined set excludes
complexes with structural uncertainties or inconsistencies. This subset is crucial for
more precise model training and validation, as the higher quality data reduces noise
and potential biases, leading to more accurate and reliable models.[22].

The core set is a highly curated subset of both the general and refined sets. It
is specifically designed to serve as a benchmark testing dataset. The selection of the
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core set involves ensuring diversity in protein and ligand types to prevent overfitting
to specific families. It includes only those complexes with the most accurate and
reproducible binding affinity measurements, verified to have minimal experimental
artifacts. The core set is used for rigorous model evaluation, providing a challenging
and unbiased test for predictive models [80]. For more detailed information about
the PDBbind datasets, please visit the PDBbind website at http://www.pdbbind.
org.cn/.

On the other hand, the Drug Design Data Resource (D3R) Grand Challenge
[45, 98] focuses on specific datasets, each dedicated to a single protein and its mul-
tiple ligands, all accompanied by experimentally measured affinity data. This setup
allows for targeted studies on the binding interactions between a specific protein and
various inhibitors or ligands. The Cathepsin S (CatS) dataset, a component of the
D3R Grand Challenge, consists of 459 CatS inhibitors. This dataset is specifically
designed for binding affinity prediction, providing a focused and detailed set of inter-
actions that are essential for developing and validating predictive models. Detailed
information about the CatS dataset can be found on the official D3R website at
https://drugdesigndata.org/about/grand-challenge-4/cathepsin_s. A sum-
mary of all the datasets used in this study has been listed in Table 3.1 and Table
3.2.

Table 3.1: Summary of PDBbind datasets used to validate our model

Datasets Training Sets Test Set

Refined Set General Set CoreSet

CASF-2013 benchmark 3516 11713 195

CASF-2016 Benchmark 3772 12998 285

Table 3.2: Summary of CatS dataset used to validate our model

Dataset Size of Training Set Size of Test Set

CatS 431 459

3.2.3 Evaluation Metrics

In this research, we focused on evaluating the performance of our model through two
principal metrics: scoring power and ranking power. To determine the scoring power,
which is the model’s ability to predict binding affinities accurately, we employed
Pearson’s Correlation Coefficient. This evaluation was conducted using two specific
datasets: CASF-2013 [76] and CASF-2016 [118]. Pearson’s Correlation Coefficient
is a standard method for assessing linear relationships and is ideal for verifying the
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precision of the model’s predictions in correlation with actual experimental data, as
defined by

Rp =

∑
(xi − x̄)(yi − ȳ)√∑

(xi − x̄)2
∑

(yi − ȳ)2
(3.7)

where xi and yi are the predicted binding affinity and experimental data for the ith
complex, respectively. And, x̄ and ȳ represent the average of all predicted values and
the average of all experimental values in the dataset.

For the assessment of ranking power, which involves the model’s capacity to cor-
rectly rank interactions based on binding affinities, we utilized both Kendall’s Tau
and Spearman’s Rho.

By definition, Kendall’s Tau is a statistical measure used to assess the ordinal
association between two variables by evaluating the concordance and discordance of
paired data. In the context of ranking, it compares the relative ordering of pairs in the
predicted rankings to their true rankings. Ranging from -1 to 1, a higher Kendall’s
Tau value indicates stronger agreement between predicted and actual rankings. The
Kendall’s Tau is defined as,

τ =
(nc − nd)
1
2
n(n− 1)

(3.8)

where nc is the number of concordant pairs (pairs where the order is the same
in both predicted and actual rankings), nd is the number of discordant pairs (pairs
where the order differs between predicted and actual rankings), and n is the total
number of pairs.

On the other hand, Spearman’s Rho, or Spearman’s Rank Correlation Coefficient,
is a non-parametric measure of the strength and direction of association between two
ranked variables. It assesses how well the relationship between two variables can be
described using a monotonic function, comparing the ranks of predicted values to
actual values. A higher Spearman’s Rho value, which ranges from -1 to 1, indicates
a stronger correlation and more accurate ranking of predicted outcomes compared to
actual results. The Spearman’s Rho is defined by,

ρ = 1− 6
∑

d2i
n(n2 − 1)

(3.9)

where di is the difference between the ranks of each pair and n is the number of pairs.
These evaluations were carried out using the CatS dataset. Kendall’s Tau and

Spearman’s Rho are effective in measuring the ordinal association between predicted
outcomes and actual experimental results, thus providing a comprehensive under-
standing of the model’s accuracy in ranking potential interactions.

3.3 Results and Discussion

In this section, we present the results of hyperparameter optimization and the per-
formance of our proposed AGL-EAT-Score on various benchmark datasets. Further-
more, we conduct a rigorous similarity test analysis to validate the robustness of
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AGL-EAT-Score. In our study, we adopt the notation AGL-EATB
β,κ,τ to character-

ize algebraic graph learning for extended atom types features. Here, B represents
the type of matrix used, specifically, B = Adj denotes the adjacency matrix, while
B = Lap refers to the Laplacian matrix. The parameter β indicates the specific ker-
nel types, while κ and τ correspond to the respective kernel parameters. Specifically,
we employ the generalized exponential kernel denoted by β = ΦE, and the general-
ized Lorentz kernel represented by β = ΦL, for generating AGL-EAT features. The
parameter τ is a scaling factor determining the characteristic distance ηkk′ between
atom type k and atom type k′. This distance is calculated as ηkk′ = τ(rk+rk′). Here,
rk and rk′ are the van der Waals radii of the atoms of type k and type k′, respectively.

3.3.1 Hyperparameter Optimization

Hyperparameter optimization of a machine learning model involves the search for the
most suitable combination of hyperparameter values that yield the best performance
on a specific dataset, all within a reasonable time frame. To make our AGL-EAT-
Score model work best for each benchmark, we optimize two key parameters κ and
τ for a given kernel type β and matrix type B for the cutoff distance c = 12Å. We
use a five-fold cross-validation (CV) along with a grid search method to find the best
values for τ , which we search within the range of 0.5 to 10, and for κ, within the range
of 0.5 to 20. We increment both parameters by 0.5 in the search, which makes 1600
parameter choices in total. Higher values for the power parameter κ are chosen to
approximate the ideal low-pass filter (ILF) [94]. Moreover, there are more than 1000
protein-ligand atomic interactions considering the atom-names of protein and SYBYL
atom-type for ligand. We focus on the positive eigenvalues of adjacency matrices
while noting that Laplacian matrices are inherently positive semidefinite. From the
resulting set of eigenvalues or their corresponding atomic descriptors, we derive nine
descriptive statistical values: the sum, minimum, maximum, mean, median, standard
deviation, and variance. Additionally, we also include the number of eigenvalues and
the sum of the squares of the eigenvalues in our analysis.

Cross-validation is a robust statistical method used to estimate the skill of machine
learning models. In five-fold cross-validation, the dataset is randomly partitioned
into five equal-sized subsets. The model is trained on four subsets and tested on the
remaining subset. This process is repeated five times, each time with a different subset
as the test set, and the average performance is taken as the final model evaluation
metric. This approach helps ensure that the model’s performance is not dependent
on the particular division of data and provides a more generalized evaluation.

We applied a five-fold cross-validation on the refined set excluding the core set to
find the optimized kernel parameters for each of the PDBbind benchmark datasets.
We train our model on both the PDBbind refined set and general set using the
derived optimized hyperparameters and then evaluate the model’s performance on
the corresponding test set. However, for the CatS dataset, we perform a five-fold
cross-validation on the training set and evaluate the model’s performance on the
CatS test set provided by the D3R database.
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A detailed discussion of optimized hyperparameters and the model’s performances
on each of the datasets used in this study has been documented in Figures 3.3,3.5,
and 3.6. For the CASF-2016 benchmark dataset, the best models are obtained to
be AGL-EATAdj

ΦE ,16.5,3.0 and AGL-EATLap
ΦE ,19.5,2.5 as presented in Figure 3.3 a and b.

The median Pearson’s correlation coefficient (out of 50 runs) is Rp = 0.796 and Rp

of 0.795 for the best models reported. According to the five-fold CV performances
presented in Figure 3.5, the best models of the CASF-2013 benchmark dataset are
AGL-EATAdj

ΦE ,5.5,2.0 and AGL-EATLap
ΦE ,4.5,2.0 with optimized exponential kernel param-

eters κ = 5.5, τ = 2.0 with the Adjacency matrix and κ = 4.5, τ = 2.0 with the
Laplacian matrix. The median Rp = 0.795 and Rp = 0.796 for the corresponding
best models with the optimal kernel parameters. Finally, Figure 3.6 illustrates the
five-fold CV performances for CatS dataset. The best models for this dataset are
AGL-EATAdj

ΦE ,5.5,2.0 and AGL-EATLap
ΦE ,4.5,2.0 with median Kendall’s τ = 0.57837 and

0.57305 respectively.

3.3.2 CASF-2016 benchmark

We utilize the CASF-2016 benchmark dataset from the PDBbind database as our
initial dataset. Figure 3.3 captures CV results for the CASF-2016 benchmark for
the SYBYL atom-type model. For this benchmark, the optimal kernel parameters
with the Adjacency matrix are β = ΦE, κ = 16.5, and τ = 3.0 with a median
Pearson’s correlation coefficient Rp = 0.796 and the optimal kernel parameters with
the Laplacian matrix are β = ΦE, κ = 19.5, and τ = 2.5 with a median Rp of 0.795.

After the best models have been identified for each benchmark, our goal is to
assess their performance on the test set by calculating Pearson’s correlation coefficient
between the predicted and experimental binding affinities. We first train each model
using the refined set, and then make predictions on the test set. To ensure reliable
predictions, we repeat this process up to 50 times and compute the average of all
predicted values to obtain the final predicted set. Next, we train the model using
the general set, excluding the CASF-2016 core set. Training on this larger dataset,
despite the lower quality 3D structures, will validate the robustness of the proposed
models against more diverse and potentially irrelevant data. Similarly, we repeat
the model training 50 times to generate predicted values, and these values are then
averaged to produce the final prediction.

A summary of the performances of the best AGL-EAT models on the CASF-
2016 is presented in Table 3.3. The best model reported is AGL-EATAdj

ΦE ,16.5,3.0 with
Rp = 0.873. A comparison within the CASF-2016 benchmark is presented in Figure
3.4b, showcasing our model’s superior performance as it ranks at the top among other
models [118, 116, 130]. It is important to emphasize that the base geometric and al-
gebraic graph learning models, which account for element-specific interactions rather
than atom-type interactions, demonstrate relatively lower performance, with Pear-
son’s correlation coefficients of 0.815 [94] and 0.835 [93], respectively. The compari-
son presented and illustrated in Figure 3.4b underscores the significant improvement
in scoring power and effectiveness when atom-type pair interactions are incorporated
into the current model.
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Table 3.3: Performance of various AGL-EAT-Score models on CASF–2016 test set.

Model Trained with Refined Set Trained with General Set

AGL-EATAdj
ΦE ,16.5,3.0 0.835 0.873

AGL-EATLap
ΦE ,19.5,2.5 0.837 0.871

a b

Figure 3.3: The optimized kernel parameters for the algebraic graph learning model
with multiple atom types on the CASF-2016 dataset are indicated by ’x’ marks,
representing the best parameter. The optimal parameters for (a) single-scale model
with the Adjacency matrix are κ = 16.5 and τ = 3.0 with a median Pearson’s
correlation coefficient Rp = 0.796 and (b) the optimal kernel parameters for the
single-scale model with the Laplacian matrix are κ = 19.5 and τ = 2.5 with a median
Pearson’s correlation coefficient Rp = 0.795.

3.3.3 CASF-2013 benchmark

Subsequently, we consider the CASF-2013 benchmark dataset from the PDBbind
database. Since the CASF-2013 training set is smaller than the previously discussed
CASF-2016 set, one might expect lower performance compared to the above results.
However, the CASF-2013 benchmark will further confirm the robustness of the pro-
posed model with less informative training data. Figure 3.5 captures the CV results
of CASF-2013 benchmark dataset for the SYBYL atom-type model. The AGL-EAT
model with the Adjacency matrix shows optimal kernel parameters κ = 5.5 and
τ = 2.0 with kernel type β = ΦE, resulting in a median Pearson’s correlation co-
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efficient Rp = 0.795. On the other hand, the model with the Laplacian matrix has
optimal kernel parameters κ = 4.5 and τ = 2.0 with kernel type β = ΦE, delivering
a median Rp = 0.796.

Once the top-performing models for this benchmark are identified, we evaluate
the performance of our model on the corresponding test set by calculating Pearson’s
correlation coefficient between predicted and experimental binding affinities. Follow-
ing CASF-2016, a similar repetition of model training, totaling 50 cycles, both for
the refined set and the general set is undertaken to generate predicted values, which
are subsequently averaged to derive the final prediction. The performance summary
of the top AGL-EAT models for the CASF-2013 benchmark is outlined in Table 3.4,
with the AGL-EATAdj

ΦE ,5.5,2.0 model achieving the highest Pearson correlation coeffi-
cient (Rp = 0.845). A visual comparison in the benchmark, depicted in Figure 3.4a,
demonstrates our model’s leading performance against competing models, underscor-
ing its effectiveness in the evaluation.

Table 3.4: Performance of various AGL-EAT-Score models on CASF–2013 test set.

Model Trained with Refined Set Trained with General Set

AGL-EATAdj
ΦE ,5.5,2.0 0.812 0.845

AGL-EATLap
ΦE ,4.5,2.0 0.804 0.841

3.3.4 CatS Dataset

In the context of the CatS dataset, we employ Kendall’s tau correlation coefficient
as the performance evaluation metric, which assesses the model’s ability to capture
the ranking and correlation of predicted binding affinities with the actual values, pro-
viding a comprehensive evaluation of the model’s performance. The hyperparameter
optimization process for this dataset follows a similar approach as used in the pre-
vious two benchmarks. Figure 3.6 displays the cross-validation results for the CatS
dataset utilizing the SYBYL atom-type model. The optimal kernel parameters for
the Adjacency matrix are κ = 12.5 and τ = 8.0 with exponential kernel type pro-
ducing a median Kendall’s tau of 0.57837. The optimal kernel parameters with the
Laplacian matrix are κ = 16.5 and τ = 10.0 for β = ΦE with a median Kendall’s tau
of 0.57305.

After having the best-optimized model for the CatS training set, we assess the per-
formance on the test set by calculating Kendall’s tau correlation coefficient between
the predicted and experimental binding affinities. We train each of these optimized
models using the training set and subsequently generate predictions for the test set.
We repeat this process up to 50 times and calculate the average of all predicted
values to yield the final predicted set, from which we calculated Kentall’s tau correla-
tion coefficient (Kendall’s τ) and Spearman’s rho correlation coefficient (Spearman’s
ρ). Table 3.5 reports the performance of our models for CatS dataset. The best-
performing model for this dataset is the AGL-EATL

ΦE ,5.5,2.0, achieving a Kendall’s tau
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Figure 3.4: Performance comparison plot measured in Pearson’s correlation of our
AGL-EAT-Score and other machine learning-based models on the a) CASF-2013,
and b) CASF-2016 benchmark datasets. Our model AGL-EAT-Score (highlighted in
red color) scores. In CASF-2013 benchmark, our model achieved Rp = 0.845 and the
results of other methods obtained from prior research [130, 76, 72]. In CASF-2016
benchmark, our model achieved Rp = 0.873 and the results of other methods obtained
from prior research [118, 116, 130]

of 0.552, and a Spearman’s ρ of 0.742. Figure 3.7 provides a performance comparison
between our AGL-EAT-Score and other machine learning-based models taken from
the official results of the D3R GC4 [98]. The results show that our model outperforms
the affinity ranking of 459 CatS compounds in terms of Kendall’s τ and Spearman’s
ρ.

3.4 Validation of the Robustness of AGL-EAT Model

3.4.1 Non-Redundant Training Sets

The performance of machine learning scoring functions is known to be influenced by
the size of the training set and the degree of similarity between the training set and
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Figure 3.5: The optimized kernel parameters for the algebraic graph learning model
with multiple atom types on the CASF-2013 dataset are indicated by ’x’ marks,
representing the best parameter. The optimal parameters for (a) single-scale model
with the Adjacency matrix shows optimal kernel parameters: κ = 5.5 and τ = 2.0,
resulting in a median Pearson’s correlation coefficient Rp = 0.795 and, (b) the single-
scale model with the Laplacian matrix has optimal kernel parameters κ = 4.5 and
τ = 2.0, delivering a median Rp = 0.796.

Table 3.5: Performance of various AGL-EAT-Score models on CatS data set.

Model Kendall’s τ Spearman’s ρ

AGL-EATAdj
ΦE ,5.5,2.0 0.539 0.729

AGL-EATLap
ΦE ,4.5,2.0 0.552 0.742
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Figure 3.6: The optimized kernel parameters for the algebraic graph learning model
with multiple atom types on the CatS dataset are indicated by ’x’ marks, representing
the best parameter. The optimal parameters for (a) single-scale model with the
Adjacency matrix are κ = 12.5 and τ = 8.0 with a median Kendall’s τ = 0.57837
and, (b) single-scale model with the Laplacian matrix are κ = 16.5 and τ = 10.0 with
a median Kendall’s τ = 0.57305

the test set. We investigated our model’s performance on the multiple non-redundant
training sets to address this issue. These non-redundant training sets are datasets
that have been carefully curated to ensure that the included complexes are distinct
from the test set complexes and do not contain redundant or highly similar complexes
with test complexes. These sets are designed to reduce bias and overfitting in machine
learning models by providing diverse and representative training data.

Similarity Computation

In our endeavor to construct a non-redundant training set, we explored the evaluation
of three distinct similarity measurements between protein-ligand complexes. The first
of these measurements, known as protein sequence similarity and denoted as Ps, quan-
tifies the likeness between protein sequences. The second metric, Ls, deals with the
structural resemblance of ligands. Lastly, the third measurement, BSs, concerns itself
with the comparison of protein-ligand binding sites. These similarity metrics collec-
tively underpin the process of generating our non-redundant training set, allowing us
to make informed decisions regarding redundancy reduction in the dataset. To com-
pute the sequence similarity of two protein structures, we used “ggsearch36” from
FASTA (version 36.3.8)[101], which employs a global-global (Needleman-Wunsch)
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Figure 3.7: Performance comparison plot of our AGL-EAT-Score and other machine
learning-based models on the Cathepsin S (CatS) dataset. Our model AGL-EAT-
Score (highlighted in red color) scores Kendall’s τ = 0.55 and Spearman’s ρ = 0.74.

search algorithm. The ligand structure similarity was computed using ROCS (ver-
sion 3.5.1.1)[96, 52], which employs a Gaussian function with smoothness character-
istics to model the molecular volume, allowing for systematic optimization to achieve
the most accurate global fit. The binding site similarity was computed using Pock-
etMatch (version 2.1) [138, 90], which assesses the similarity of binding sites using
structural descriptors like residue properties and interatomic distances. This tool can
also provide atomic-level alignments derived from pairings of amino acid residues.

To initiate the search for non-redundant complexes, we eliminated the overlaps
between the train and test sets. We will be adopting the terms “hard overlap” to
refer to the complexes that overlap between the train set and test sets, and “soft
overlap” to refer to the structurally similar complexes in the train set and test sets,
as defined by Minyi Su et al [117].
The process of searching for non-redundant training sets has been illustrated in the
following contexts and visually represented in Figure 3.8.
1. Training Set vs Test Set Similarity Evaluation: We start by eliminating any
”hard overlap” complexes shared between the training set and the test set. We then
proceed to evaluate the similarity between every complex in the training set against
every complex in the test set by employing the three similarity metrics, Ps, Ls & BSs

49



as discussed above.
2. Training Set vs Test Set Redundancy Reduction: A training complex was
classified as redundant to the test set if all three similarity metrics were above the
defined cutoff and further eliminated from the training set.
3. Training Set Internal Similarity Evaluation: Following that, we compute
the similarities among the remaining complexes within the training set. If the mea-
surements for all three similarity metrics between two complexes exceed the defined
cutoff, we categorize these complexes as redundant to each other.
4. Training Set Internal Redundancy Reduction: Finally, we adopt a system-
atic approach to eliminate redundant samples from the training set to get the optimal
training sets for different similarity cutoffs.
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Figure 3.8: Visualization of the strategy for searching a non-redundant training set
for different similarity cutoffs. In the initial phase, we conducted calculations to de-
termine the cross-similarity between the training and test sets, followed by a process
to reduce redundancy. In the following phase, we performed internal similarity cal-
culations on the training set and subsequently reduced redundancy to get the final
non-redundant training sets.

PDBbind v2016: In our study, we explored the calculation of similarity for both
the PDBbind v2016 general set and the refined set. We derived non-redundant train-
ing sets for six distinct similarity cutoff points: 70%, 75%, 80%, 85%, 90%, and 95%.
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The summary of non-redundant complexes for different similarity cutoffs is captured
in Figure 3.9.

We initiated the process by addressing the similarity evaluation between the train-
ing set, first considering the refined set, and the test set, which is the core set. First,
we identified and eliminated any ”hard overlap” complexes, which are those present
in both the refined set and the core set. This step ensured that there were no identical
complexes shared between the two sets.

Following the removal of hard overlaps, we evaluated the similarity between each
complex in the refined set and every complex in the core set using three similarity
metrics: Protein Sequence Similarity (Ps), Ligand Similarity (Ls), and Binding Site
Similarity (BSs).

A training complex was classified as redundant if all three similarity metrics (Ps,
Ls, and BSs) exceeded the defined similarity cutoff when compared to any complex
in the test set. These redundant complexes were then removed from the refined set
to maintain its non-redundant nature and ensure that the model is trained on unique
data, preventing data leakage and overfitting.

After addressing the redundancies relative to the core set, we proceeded to com-
pute the internal similarities among the remaining complexes within the refined set.
For each pair of complexes in the refined set, if the similarity scores for all three
metrics (Ps, Ls, and BSs) exceeded the cutoff, they were marked as redundant to
each other. This step was crucial for identifying and eliminating internal redundan-
cies within the training set, ensuring that the training data was diverse and non-
redundant.

To systematically eliminate redundant samples and obtain the optimal training
sets for different similarity cutoffs, we employed a systematic approach. This approach
involved iteratively removing redundant complexes until the training set met the
desired criteria for each similarity cutoff point (70%, 75%, 80%, 85%, 90%, and
95%). We implemented the same methodology for the PDBbind v2016 general set as
well to obtain the non-redundant training sets.

However, it’s important to note that a similar comparison for the PDBbind v2015
dataset wasn’t conducted since nearly all its molecules are already included in the
PDBbind v2016 dataset, with only a marginal difference of around 10%.

CatS: When working with the CatS dataset, we decided to explore the redundant
complexes, where multiple complexes share common features or functions, rather
than focusing on non-redundant complexes. Our approach to identifying redundant
complexes in the CatS dataset closely paralleled the methodology we employed for
investigating non-redundant complexes in the PDBbind dataset.

To begin with, we derived redundant training sets for 10 distinct similarity cutoffs,
ranging from 45% to 90%. This process involved computing the similarities between
complexes in the dataset using three key similarity metrics: Protein Sequence Simi-
larity (Ps), Ligand Similarity (Ls), and Binding Site Similarity (BSs). These metrics
were crucial for assessing the degree of redundancy among the complexes.
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For each similarity cutoff point, we evaluated the similarity between every pair
of complexes within the CatS dataset. Complexes were considered redundant if the
similarity scores for all three metrics (Ps, Ls, and BSs) exceeded the defined cutoff.
This approach ensured that the identified redundant complexes shared significant
common features or functions.

Following the identification of redundant complexes, we created redundant train-
ing sets for each similarity cutoff. This allowed us to systematically explore how
different levels of data redundancy impacted the model’s performance. By training
our proposed model on these redundant datasets, we aimed to understand how well
the model generalizes and performs across varying degrees of data redundancy.

Redundant complexes often share similar features, which can be advantageous for
model training. By focusing on these shared features, we can refine and optimize the
training set, emphasizing the importance of critical features. As a result, the model
is better equipped to recognize and utilize these features during training, potentially
leading to improved performance. The summary of redundant complexes for different
similarity cutoffs for the CatS dataset is presented in Figure 3.10.

Performances on PDBbind v2016 Non-redundant Training Sets

Indeed, it is widely recognized that the size of the training set and the degree of sim-
ilarity between the training set and the test set have a profound impact on machine
learning scoring functions. To this end, we aim to investigate our model’s perfor-
mance on the multiple non-redundant training sets of PDBbind v2016 General set
and Refined set with different levels of redundancy.

Figure 3.9 visualizes the performance of our proposed model when trained on these
non-redundant training sets. Interestingly, when we calibrate our model on a training
set that shares a high level of similarity with the test set, for example, employing a
95% similarity cutoff from the General set, we achieved a Pearson correlation of
0.869. This is remarkably close to the Pearson correlation of 0.873 obtained when
using the complete training set. These findings emphasize the consistent and robust
nature of our model across varying non-redundant training sets, without experiencing
significant drops in predictive capabilities. This robust performance underscores the
model’s reliability and versatility in handling diverse datasets.

Investigating the performances across various non-redundant training sets reveals
another interesting fact: data quality significantly influences the model’s effective-
ness. Consider the refined non-redundant training set for the 95% similarity cutoff,
notably smaller in size compared to the general non-redundant training set at the 70%
similarity cutoff. However, the performance of the smaller refined non-redundant set
substantially outperforms the larger set. This observation underscores the impor-
tance of data quality over quantity, highlighting how the focused, refined data yield
more accurate models despite their smaller scale.
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Figure 3.9: The performance comparison plot illustrates the non-redundant training
sets of PDBbind v2016 RefinedSet and GeneralSet. Green bars indicate the count of
non-redundant training complexes for the PDBbind v2016 General Set across different
similarity cutoffs, while blue bars represent the count for the PDBbind v2016 Refined
Set. Additionally, orange lines show the Pearson correlation coefficient (Rp) for the
General Set, and blue lines depict Rp for the Refined Set, both for various non-
redundant training sets across various similarity cutoffs.

Performances on CatS redundant Training Sets

In exploring the CatS dataset’s redundant training complexes, we observed a nu-
anced impact of redundancy levels on our model’s performance. Training the model
on various training sets with varying similarity cutoffs, we noted that higher redun-
dancy maintained stable performance, as measured by Kendall’s Tau. Figure 3.10
illustrates the counts of different redundant training sets for similarity cutoff ranging
from 45%− 90% and the performances of the corresponding redundant training sets.
As captured in Figure 3.10, for 45% similarity cutoff we achieved a Kendall’s Tau =
0.5512, which remains quite stable up to 75% similarity cutoff with Kendall’s Tau
= 0.5355. This stability suggests the model effectively leverages redundant training
complexes without significant loss in predictive power. However, beyond this thresh-
old, performance declined, highlighting a balance between leveraging redundancy for
rich feature extraction and the diminishing returns of too-similar training data, un-
derscoring the model’s adaptability within a spectrum of redundancy.

3.4.2 Importance of Extended Atom Types

We further performed an investigation by expanding our previous work, AGL-Score[93]
to justify the impact of the protein-ligand extended atom type (EAT) features in the
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Figure 3.10: The performance comparison plot of redundant training sets of CatS
Dataset. Green bars indicate the count of redundant training complexes for the CatS
across different similarity cutoffs, and the blue lines depict Kendall’s τ for the CatS
redundant datasets across various similarity cutoffs.

model’s performance. We follow a systematic approach throughout this investigation.
We initiated the process by ranking the important features of both the AGL-

EAT-Score and AGL-Score models, using the PDBbind v2016 general set features as
a reference. Figure 3.11 illustrates the top ten important features of the AGL-EAT-
Score and AGL-Score models in this dataset.

As shown in Figure 3.11a, some of the most important interactions of AGL-Score
are C-C, O-C, N-C so on. For the first set of experiments, we replaced the C-C
features in AGL-Score with the extended atom type features from AGL-EAT-Score,
specifically the C-C.1, CA-C.1, CB-C.1, C-C.2, CA-C.2, CB-C.2, and so on. We
then employed this modified feature set to predict the test dataset. To ensure the
reliability of predictions, we repeated the process 50 times and obtained the final
predicted set by averaging all the predicted values. In the case of the base AGL-
Score model, we reported a performance of Rp = 0.8559 on the PDBbind v2016
general set and evidently, incorporating the C-C extended atom type (EAT) features
led to an improvement in performance, resulting in Rp = 0.8685.

We also carried out similar analogous feature replacements for O-C, N-C, C-O,
and O-H interactions, utilizing their extended atom-type features, and the modified
feature sets were used for test dataset predictions. A performance comparison of
these experiments is presented in Figure 3.12. In our final set of experiments, we
replaced all the base AGL-Score C-C, O-C, N-C, and O-H interaction features with
the corresponding AGL-EAT-Score extended atom type features for prediction pur-
poses, resulting in improved performance with an Rp = 0.8715, named as AGL-Score-
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Figure 3.11: Feature importance of (a) AGL-Score [93] (b) our AGL-EAT-Score model
on PDBbind v2016 general set using the mean decrease in impurity of the gradient
boosting trees. The horizontal axis on the graph denotes the names of the features,
which are represented as various statistical metrics (like sum, mean, median, and
others) specific to the atom name groups in the ligand-protein interaction.

combined-eat features in Figure 3.12, indicates a significant enhancement. These ex-
periments validate that the detailed consideration of atom types contributes positively
to predictive accuracy, highlighting the importance of nuanced feature representation
in computational modeling.

3.5 Conclusion

In this work, we propose a novel model named Algebraic Graph Learning with Ex-
tended Atom-Type Scoring Function (AGL-EAT-Score), which exhibits high accuracy
in capturing protein-ligand interaction information. This model is distinguished by its
innovative integration of extended atom-type multiscale weighted colored subgraphs
and algebraic graph learning, enabling a detailed and sophisticated representation of
molecular interactions. The AGL-EAT-Score has demonstrated its efficacy in accu-
rately predicting ligand-receptor binding affinities, showcasing superior performance
compared to both traditional and contemporary machine learning-based scoring func-
tions. This was evidenced through extensive evaluations using benchmark datasets
such as CASF-2016, CASF-2013, and the CatS dataset. The computational efficiency
of our model, which requires only atom types and coordinates as input, further en-
hances its practicality. The AGL-EAT features for a given protein-ligand complex
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Score with different extended atom type interaction features from AGL-EAT-Scre
(highlighted in blue colors) on the PDBbind v2016 General set.

can be calculated in under a second on a standard CPU, making it an ideal tool for
large-scale screenings and real-time applications.

To further validate the robustness and address concerns of overfitting in machine
learning-based scoring functions, we tested the performance of the proposed AGL-
EAT-Score against redundant and non-redundant data built on the PDBbind general
set v2016 and the CatS dataset. The model’s performance, consistent with the level
of training data information, confirms the necessity of incorporating extended atom-
type information rather than relying solely on basic element types.

As the field of drug design continues to progress, the proposed AGL-EAT-Score is
positioned as a robust, innovative, and essential tool for describing the complex land-
scape of molecular interactions, thereby contributing significantly to advancements
in pharmaceutical research.

Copyright© Farjana Tasnim Mukta, 2024.
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Chapter 4 Prediction of Blood-Brain Barrier Permeability

4.1 Backgrounds

4.1.1 Blood-Brain Barrier Permeability

The blood-brain barrier (BBB) is a selective permeability barrier that separates the
circulating blood from the brain extracellular fluid in the central nervous system
(CNS) [27]. The BBB serves a crucial role in maintaining the homeostasis of the
brain’s microenvironment, protecting the brain from potentially harmful substances
and pathogens while allowing essential nutrients and gases to pass through [64]. This
barrier is composed of endothelial cells that line the brain capillaries, astrocyte end-
feet, and pericytes, all of which contribute to its selective permeability [143].

Figure 4.1: An illustration of blood-brain Barrier structure [Image: Zhang et al.
(2021)]

BBB permeability (BBBP) refers to the ability of substances to cross the barrier
from the blood into the brain tissue. This permeability is severely restricted by
tight junctions and adhesion junctions in the endothelial cells of the BBB, which
prevent large and hydrophilic molecules from passing through. Only small, lipophilic
molecules or those with specific transport mechanisms can typically cross the BBB
[64].

Understanding and predicting BBB permeability is essential for drug development,
particularly for treatments targeting CNS disorders. The ability to cross the BBB
is a critical factor in determining the potential efficacy and safety of a compound.
Drugs that cannot effectively cross the BBB may fail to reach therapeutic concentra-
tions in the brain, limiting their effectiveness in treating CNS diseases. Conversely,
compounds that cross the BBB too readily may cause adverse effects by disrupting
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the delicate balance of the brain’s microenvironment. The ineffective transportation
of molecules across the BBB poses a significant challenge in drug design for CNS
diseases [128, 46, 32]. Various experimental and computational approaches have been
employed to predict BBB permeability, leveraging the properties of molecules and
advanced modeling techniques.

In recent years, various in vivo and in vitro models have been established to eval-
uate BBB permeability [30, 1, 18, 85]. In vivo models, which involve animal studies,
provide physiologically relevant insights by observing compound transport within liv-
ing organisms. These models are considered the gold standard for BBBP assessment
due to their ability to mimic the complex interactions in a living system [7]. However,
ethical concerns, high costs, and time-consuming protocols limit their widespread use.
In vitro models, on the other hand, use cultured brain endothelial cells to replicate
the BBB, allowing for controlled testing environments. These models offer a balance
between physiological relevance and experimental control, making them a valuable
tool in early-stage drug development. Techniques such as dynamic models [24, 25]
and co-culture models [92, 91] have improved the accuracy and throughput of in
vitro BBB studies. Despite their reliability, these methods are often expensive and
time-consuming.

To mitigate these challenges, in silico approaches have emerged, using computa-
tional techniques to predict BBB permeability efficiently and cost-effectively by lever-
aging molecular properties and advanced algorithms. These computational models
can screen large libraries of compounds quickly, identifying potential BBB-permeable
drugs before experimental testing. In silico methods also allow for the exploration
of molecular modifications to improve BBB permeability. These in silico approaches
can be categorized into quantitative and qualitative models, each serving distinct
purposes in the prediction process. Quantitative BBBP prediction models provide
a more detailed assessment by predicting numerical values that represent the ex-
tent of permeability. These models are crucial for drug development, offering pre-
cise information about how much of a compound can cross the BBB. Quantitative
structure-activity relationship (QSAR) models are widely used, employing statistical
techniques [142, 139, 26, 69, 81] to relate molecular descriptors to permeability values.
The goal of these quantitative methods is to predict specific properties describing the
BBB permeability of compounds, such as logBB (the logarithm of the brain-to-blood
concentration ratio) and logPS (the permeability-surface area product) [3, 97]. On
the other hand, qualitative BBBP prediction models classify compounds into broad
categories, such as BBB+(high permeability) and BBB- (low permeability). These
models rely on identifying patterns and properties in molecular structures that in-
dicate their ability to cross the BBB. Commonly used Machine learning classifiers,
like support vector machines (SVMs) [75, 54], genetic algorithms [113] and decision
trees [144], are trained on datasets of known compounds to learn which molecular
descriptors are indicative of high or low permeability.

Additionally, advanced computational techniques, such as deep learning models
[119, 86, 132], have shown promise in enhancing BBBP predictions. DL models such
as convolutional neural networks (CNNs), graph neural networks (GNNs), and re-
current neural networks (RNNs) can learn complex, non-linear relationships between
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molecular features and leverage large datasets to improve prediction accuracy signif-
icantly.

4.2 Methods and Materials

In this section, we discuss the comprehensive development of the geometric graph
learning (GGL) score model applied for predicting blood-brain barrier permeabil-
ity (BBBP). Additionally, we demonstrate that the geometric graph learning (GGL)
framework can be effectively combined with various machine learning and deep learn-
ing models to predict target properties, including random forests, support vector
machines (SVMs), convolutional neural networks (CNNs), and graph convolutional
Neural Networks (GCNNs) [136].

4.2.1 Geometric Graph Learning

Geometric Graph Learning Ligand-only Weighted Colored Subgraphs Fea-
tures for Extended Atom Type: Our GGL ligand-only model employs a so-
phisticated geometric graph learning framework, incorporating extended atom-type
features to predict ligand binding affinity. This approach integrates the structural
and chemical properties of the ligand into weighted colored graphs and coupled with
different machine learning and deep learning models for superior predictive accu-
racy. The detailed methodology of GGL extended atom-types ligand-only model is
described in Section (2.4). Here, we briefly present the development of the model.

The model begins by constructing a graph G(V , E) representation of the ligand
molecule, where V is the set of vertices and E is the set of edges. Each atom in
the ligand is treated as a node, and the interactions or bonds between these atoms
are represented as edges. The graph is then enhanced through the process of graph
coloring, wherein different types of atoms are assigned distinct labels. This coloring
process helps encode various chemical properties and interaction types into the graph
structure. Following our AGL-EAT-Score model, we have employed the SYBYL atom
types for the ligands to capture the detailed chemical description. The use of SYBYL
atom types allows for precise classification, differentiating between various subtypes
of all atoms.

We use commonly selected forms for the subgraph weight function, specifically
the generalized exponential function or the generalized Lorentz function (Equation
(2.9)). These functions provide flexible and robust methods for evaluating interaction
strengths, ensuring that they appropriately diminish with increasing distance. This
approach captures the essential characteristics of non-covalent interactions within
molecular structures.

Analyzing these weighted colored subgraphs allows us to extract detailed molecu-
lar descriptors and explore the system’s multiscale behavior. This involves considering
various characteristic distances for different atom type pairs, enabling the creation of
diverse and scalable graph-based descriptors. One such descriptor is the geometric
subgraph centrality (GSC), which sums the contributions from all subgraph edges.
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This comprehensive method facilitates accurate modeling and analysis of molecular
behavior by capturing intricate molecular interactions and properties.

Geometric Graph Learning Ligand-only Atom Features: To generate the
GGL atom features to integrate with Chemprop atom-level features, we followed a
simple architecture. We start with constructing a graph G(V , E) representation of the
ligand molecules, where V is the set of vertices representing the atoms, and E is the
set of edges representing the interactions between the atoms. The V denoted as

V = {r1, r2, · · · , rN} (4.1)

with N atoms in the graph G. The non-covalent interactions between any pair of
atoms can be expressed using rapidly decreasing weight function

E = {Φ(∥ri − rj∥; ηij)|i ̸= j; i, j = 1, 2, · · · , N ; ∥ri − rj∥ ≤ d}, (4.2)

where ∥ri − rj∥ denotes the Euclidean distance between the ith and jth atoms of
G. The weight function Φ assesses the interaction strength between atoms, taking into
account their Euclidean distances. The weight function Φ satisfies specific boundary
conditions: it approaches 1 as the distance between two atoms approaches zero and
approaches 0 as the distance becomes very large. These conditions ensure that the
interaction strength decreases rapidly with increasing distance, accurately reflecting
the nature of non-covalent interactions.

For our purposes, we selected Φ as the generalized exponential function, denoted
as follows:

Φ(∥ri − rj∥; ηij) = e−(∥ri−rj∥/ηij)κ , κ > 0, (4.3)

where κ is a parameter that controls the rate of decay, and ηij is a scaling factor
for the distance between ith and jth atoms and defined as ηij = τ(ri + rj), where ri
and rj are the van der Walls radii for ith and jth atoms.

µ(ηij) =
∑
i ̸=j

µi(ηij) =
∑
i

∑
j ̸=i

Φ(∥ri − rj∥; ηij), (4.4)

where µ(ηij) is the geometric centrality for ith atom to all other atoms.
To analyze the statistical descriptors generated from the ligand graph in either

way described above, we employed machine learning and deep learning algorithms.
Our approach leverages supervised machine learning algorithms for both classification
and regression tasks. In this context, the labeled dataset is divided into two subsets:
a training set and a test set. The optimization process for training a machine learning
model can be reformulated as the following loss minimization problem for a function
G(Xi, λ) that encodes the geometric information of a molecule into suitable graph
representations:

min
λ,θ

∑
i∈I

L(yi,G(Xi, λ); θ) (4.5)
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In this equation, where Xi is a labeled dataset corresponding to the ith data point
in the training set, and λ is a set of kernel parameters, L denotes a scalar loss function
that needs to be minimized, yi represents the labels assigned to the ith sample in the
training set I , and θ includes hyperparameters specific to the chosen machine learning
algorithm, which are typically tuned to achieve optimal performance.

The objective of this optimization is to find the best set of kernel parameters
and hyperparameters that minimize the loss function, thereby enhancing the model’s
accuracy and predictive performance on unseen data.

We utilize several commonly used machine learning and deep learning frameworks
to establish baseline accuracies and demonstrate the overall advantage of GGL-score
in our prediction tasks. These frameworks include random forests (RF), support vec-
tor machines (SVMs), convolutional neural networks (CNNs), and Directed Message
Passing Neural Network (DMPNN). We have also examined our model’s performance
using CatBoost and XGBoost on the BBBPd2 dataset.

4.2.2 GGL-Chem Fusion Graph Model

The main idea of this model is to integrate geometric subgraph features of 3D molec-
ular structures captured by GGL with the 2D molecular graph features of DMPNN
to enhance the prediction of blood-brain barrier permeability (BBBP).

Here, we explicitly discuss the methodology of the GGL-Score model being coupled
with Chemprop [53], a versatile machine learning software package designed for the
prediction of molecular properties. It leverages Directed Message Passing Neural
Networks (D-MPNNs) [136], a class of graph-convolutional neural networks, to learn
atomic and molecular embeddings from molecular graphs.

GGL focuses on capturing the spatial and topological features of 3D molecular
structures. By representing molecules as graphs where atoms are nodes and bonds
are edges, GGL effectively analyze the geometry of these structures. The spatial
arrangement of atoms and the distances between them are critical in understanding
molecular interactions and properties. In the GGL model, molecules are decomposed
into colored subgraphs, with each color representing a specific atom type or group of
atom types. This decomposition allows the model to consider the distances between
atoms within these subgraphs, providing detailed spatial information.

Whereas DMPNNs, as implemented in Chemprop, excel at learning complex
molecular interactions and properties from 2D molecular graphs. These networks
pass messages along the edges of the graph, enabling the aggregation of information
from neighboring atoms to each node. This directed message-passing mechanism al-
lows the model to capture the directionality and dependencies of chemical bonds,
which are crucial for accurate property prediction.

By integrating GGL features with DMPNN, the model significantly enhances the
understanding of how molecular features influence BBB permeability, thereby improv-
ing prediction accuracy. In the next section, we will begin by providing an overview of
the Chemprop [53] method. Following this, we will introduce the GGL-Chem fusion
model, which integrates geometric graph learning with D-MPNN for enhanced pre-
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diction capabilities. Key model configurations and settings used in our experiments
will also be detailed.

4.2.3 Chemprop

The Chemprop model is a sophisticated machine learning tool designed for predict-
ing molecular properties. It employs Directed Message Passing Neural Networks
(D-MPNNs) to process molecular graphs and extract meaningful features. Initially,
molecular structures represented as SMILES strings are converted into graphs using
RDKit [68], where atoms and bonds are encoded with specific features.

In the D-MPNN framework, directed edges are used to pass messages between
nodes, updating hidden states iteratively and aggregating these into atomic em-
beddings. These embeddings are then combined into a single molecular embedding
through various aggregation techniques, such as summation or averaging.

The molecular embeddings are further processed by a feed-forward neural network
(FFN) to predict target properties. The FFN is customizable, with multiple layers
and activation functions to refine the prediction process.

Directed Message Passing Neural Networks (DMPNN)

The Directed Message Passing Neural Network (DMPNN) is a specialized form of a
Message Passing Neural Network (MPNN) was proposed by Yang et al [136]. Unlike
traditional MPNNs, which use atom-centered messages, DMPNNs use bond-centered
(directed edge) messages to propagate information through the molecular graph. This
design aims to prevent the creation of redundant loops and reduce noise in the message
passing process.

Each directed edge vw (representing a bond from atom v to atom w is initialized
with hidden states h0

vw. This is done by concatenating the features of the atoms and
bonds, followed by a linear transformation and activation function.

h0
vw = τ(Wi · cat(xv, evw)) (4.6)

where τ is the ReLU activation function, Wi ∈ Rh×h is a learned weight matrix,
xv are the features of atom v, and evw are the features of bond vw, which than
concatenated by cat(xv, evw) ∈ Rh.

For each time step t the hidden states ht
vw and messages mt

vw are updated based
on the incoming messages from neighboring edges.

mt+1
vw =

∑
k∈N(v)\w

ht
vk (4.7)

where mt+1
vw represents the message passed along the directed edge vw at the

next time step. This message is computed as the sum of the hidden states ht
vk

from the neighboring edges k of node v, excluding the edge vw to prevent self-loops.
This ensures that the message incorporates information from all relevant neighboring
bonds.
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The hidden state ht+1
vw is then updated using the initial hidden state and the new

messages:

ht+1
vw = τ(Wm · h0

vw +Wu ·mt+1
vw ) (4.8)

In this equation, the hidden state ht+1
vw is updated by combining the initial hid-

den state h0
vw and the newly computed message mt+1

vw . The terms Wm and Wu are
learnable weight matrices that transform these inputs. The ReLU activation func-
tion τ is applied to introduce non-linearity and enable the model to learn complex
relationships.

After T message passing steps, the final node representations are obtained by
aggregating the hidden states of incoming edges. For each node v, the hidden state
is aggregated as:

mv =
∑

w∈N(v)

h(T )
wv (4.9)

hv = τ (Wa · cat (xv,mv)) (4.10)

This equation describes the process of aggregating information from the incoming
edges to compute the final hidden state for each node v.

The molecular representation hG is obtained by summing the final hidden states
hv of all nodes v in the graph:

hG =
∑
v∈V

hv (4.11)

This aggregation step produces a single vector that represents the entire molecule,
capturing information from all atoms and bonds.

The molecular representation hG is then used for property prediction through a
feed-forward neural network:

ŷ = f(hG) (4.12)

In this final step, the molecular representation hg is fed into a feed-forward neural
network, which outputs the predicted property ŷ. This network can consist of multiple
layers and activation functions designed to map the high-dimensional representation
hG to the target property.

In summary, the DMPNN architecture uses directed edge messages to propagate
information through a molecular graph, initializing edge hidden states with con-
catenated atom and bond features, updating these states through message passing,
aggregating node representations, and finally predicting molecular properties with a
feed-forward neural network. This method reduces redundant loops and noise, en-
hancing the accuracy and robustness of molecular property predictions. The DMPNN
algorithm is implemented using the Chemprop software package[53], which is available
as an open-source tool.
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To this end, two systematic approaches have been followed to combine the gen-
erated geometric subgraph features with the DMPNN graph features: atom-level
feature combination and molecule-level feature combination. In the atom-level fea-
ture combination, the geometric graph features of individual atoms from the molecule
are combined with their corresponding atom features from the molecular input graphs
of the DMPNN. This method allows for a detailed representation at the atomic level,
capturing intricate relationships and interactions. Figure 4.2 illustrates GGL-Chem
fusion model for atom-level features.

Sum, 
Mean 
etc. 

……

Bond Features

Atom Features

Combined 
Atom Features

GGL Features Generation  Chemprop RDKit Features  

Bond Features

GGL Features

RDKit Features

a b

c d

Atom-Level Combined Features  Illustration through MPNN to Property Prediction

Figure 4.2: An illustration of GGL-Chem atom-level fusion graph model. a) Con-
struct geometric graph learning atom features by considering statistical information
(sum, mean, median, etc.) about the rigidity of the molecular graphs. b) Chemprop
converts molecular SMILES string to molecular graph using RDKit, where atoms rep-
resent vertices and bonds edges, c) integrating GGL features to Chemprop’ RDKit
features as atom-level features d) Pass these combined features through a message
passing neural network to update all feature vectors, followed by an aggregation func-
tion and a feed-forward neural network for property prediction.

In the molecule-level feature combination, the geometric features are aggregated at
the molecular level and then combined with the features processed by the DMPNN for
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the entire molecule. This approach provides a comprehensive view of the molecule’s
overall properties, enabling a broader analysis of the molecular structure as a whole.

4.2.4 Model Settings and Trainings

In this section, we detail the parameters set up for the training of various machine
learning and deep learning models used in this study.

GGL-Chem: Chemprop take SMILES strings as input structures processed by RD-
Kit [68]. The input features for atoms and bonds are consistent with those employed
by Yang et al[136]. Chemprop’s default standard parameter settings have been uti-
lized to train the models, which include 30 epochs, the ReLU activation function,
and the Adam optimizer, the batch size is usually set to 50. Additionally, the default
hidden size for the feed-forward neural network (FFN) layers is set to 300, with a
dropout rate of 0.1 and a weight decay of 0.01.

GGlrf : We employ the RandomForestClassifier from scikit-learn v0.24.1, fine-tuned
with specific parameters to optimize performance: 3800 estimators, a minimum of 10
samples required to split an internal node, a minimum of 2 samples required to be
at a leaf node, ’auto’ selection for the number of features to consider when looking
for the best split, a maximum depth of 40, and enabling bootstrap sampling. These
major hyperparameters are optimized using the grid-search method.

GGLCNN : The Convolutional Neural Network (CNN) model used in this study is
designed with several key components to effectively capture and process image data
for binary outcome prediction. The model begins with three convolutional layers,
each with an increasing number of filters (32, 64, and 128) and a consistent 4x4 kernel
size. These layers utilize ReLU activation functions and a stride of 1, allowing the
network to learn complex features from the input images. Following the convolutional
layers, a flatten layer is employed to convert the 2D feature maps into a 1D vector,
preparing the data for the dense layers. The model then incorporates two fully
connected (dense) layers with 100 and 50 neurons, respectively. These layers are
enhanced with L2 regularization set to 0.01 to prevent overfitting, ReLU activation
for non-linear transformations, batch normalization to stabilize and accelerate the
training process, and dropout for additional regularization. The output layer consists
of a single neuron with sigmoid activation, specifically designed for binary outcome
prediction. To optimize the model, we utilize Stochastic Gradient Descent (SGD)
as the optimizer, with a specified learning rate, momentum of 0.9, a decay rate of
1e-6, and a clip value to prevent gradient explosion. Finally, the binary cross-entropy
loss function is employed to measure the performance of the model, guiding the
optimization process by minimizing the error in the predicted outcomes.

GGLSVM : The SVM training parameter C is crucial in balancing model complexity
and training error [140]. When C is set too high, the model risks overfitting as it at-
tempts to minimize the penalty for misclassified points by incorporating an excessive
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number of support vectors. Conversely, a very low value of C can lead to underfitting,
where the model fails to capture the underlying data patterns adequately.

We chose the Radial Basis Function (RBF) kernel for our SVM model due to its
ability to handle non-linear relationships in the data effectively. The parameter γ in
the RBF kernel is equally important as it determines the influence range of support
vectors. Specifically, γ can be seen as the inverse of the radius of influence for support
vectors. A high γ value can cause the model to overfit by limiting the influence of
support vectors to very narrow regions. On the other hand, a low γ value can lead
to underfitting by restricting the model’s capacity to assimilate information from the
input data.

To identify the optimal combination of C and γ, we employed a ”grid search”
strategy. This method involves systematically exploring all possible pairs of C and γ
values within a specified numeric range. Specifically, we examined C values ranging
from 2−5 to 215 and γ values ranging from 23 to 2−15, including intermediate values
such as 2−4.5 and 22.5. This comprehensive search allowed us to identify the most
effective parameter pair for our model.

GGLXGBoost: In our experiments with the XGBoost algorithm, we aimed to op-
timize the model’s performance by tuning its hyperparameters through a random
search strategy. This approach allowed us to explore a wide range of parameter
values efficiently. The resulting optimal parameters were as follows: number of es-
timators of 2000, a subsample rate of 0.8, a maximum depth of 3 for the trees, and
a learning rate of 0.01. Additionally, we set the colsample bytree to 0.6 and the
scale pos weight to 5.

GGLCatBoost: In our work with CatBoost, we utilized a random search strategy to
fine-tune the hyperparameters, aiming to achieve optimal model performance. The
parameters we settled on included a learning rate of 0.05 and an L2 leaf regularization
value of 1. We configured the model to run for 2000 iterations, with a tree depth set
at 10. Additionally, the border count was set to 128, and the scale pos weight was
adjusted to 3 to address class imbalance. We also disabled verbose output.

In addition to our primary approach, we also experimented with incorporating
Morgan fingerprints generated by RDKit to enhance the feature set for our model for
the BBBPd2 dataset. Morgan fingerprints, which are a type of circular fingerprint,
provide a powerful way to represent molecular structures based on their connec-
tivity. This representation captures local environments around each atom, making
it a robust descriptor for cheminformatics applications. To integrate Morgan fin-
gerprints with our geometric graph learning (GGL) features, we first generated the
Morgan fingerprints using RDKit. These fingerprints encode the molecular structure
in a high-dimensional binary vector format, which allows for the capture of intricate
molecular features and patterns. Concurrently, we scaled our GGL features using
the MinMaxScaler from scikit-learn, transforming the feature values to a range [0,1].
This scaling technique transforms the features to a common scale without distorting
differences in the ranges of values. By doing so, we ensure that the GGL features are
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normalized, facilitating a more effective combination with the Morgan fingerprints.
After scaling the GGL features, we concatenated them with the Morgan fingerprints
to create a comprehensive feature set that leverages both the structural and geomet-
ric information of the molecules. This combined feature vector was then used as the
input for our machine learning models.

4.3 Data Collections and Preparations

In our research, we employed two separate datasets concerning Blood-Brain Barrier
Permeability (BBBP). To facilitate clarity within our manuscript, we denote them
as BBBPd1 and BBBPd2 . The BBBPd1 dataset is a publicly available dataset that
comprises a total of 2039 compounds, with 1560 categorized as positive (BBB+) and
479 as negative (BBB-). The dataset is collected from Xia et al. [111] and provided
in SMILES string format. We then generate 3D coordinates of the compounds in
MOL2 format using OpenEye toolkit [95].

Conversely, the BBBPd2 dataset contains a total of 1593 compounds, with 1283
classified as positive (BBB+) and 310 as negative (BBB-). Originally, the dataset
was reported by Adenot et al. [2] and refined by Zhao et al. [144] in SMILES string
format. We converted the compounds in 3D coordinates into MOL2 format using the
OpenEye toolkit [95]. A summary of both datasets utilized in this study has been
listed in Table4.1.

Table 4.1: Summary of datasets BBBPd1 and BBBPd2

Dataset Total Compounds # of BBB+ # of BBB-

BBBPd1 2039 1560 479

BBBPd2 1593 1283 310

To ensure the robust evaluation of our models, we employed a scaffold splitting
method to partition the datasets into training, validation, and test sets. Scaffold
splitting is a technique that groups structurally similar molecules together, ensuring
that the training set includes diverse scaffolds. This method helps in evaluating the
model’s ability to generalize to novel chemical structures. We followed an 8:1:1 ratio
for the splitting, as recommended in recent studies [111, 19]. This means that 80%
of the data was used for training, 10% for validation, and 10% for testing.

The scaffold splitting approach provides a rigorous test of model performance by
ensuring that the validation and test sets contain molecules with scaffolds not seen
during training. This setup mimics real-world scenarios where the model encounters
novel compounds, thus providing a realistic measure of its predictive power and gen-
eralizability. This method of splitting is particularly important in drug discovery and
cheminformatics, where the ability to predict the properties of new, unseen molecules
is crucial.
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4.3.1 Evaluation Metrics

In assessing the predictive performance of models trained on the BBBP datasets
(BBBPd1 and BBBPd2), we employ a set of evaluation metrics tailored to the specific
characteristics of each dataset. Below is a comprehensive explanation of these metrics.

Accuracy measures the proportion of correctly classified instances among all in-
stances. It considers both true positives (TP) and true negatives (TN) and is calcu-
lated by dividing the sum of TP and TN by the total number of instances.

Accuracy (ACC) =
TP + TN

TP + TN + FP + FN
(4.13)

Sensitivity, also known as True Positive Rate or Recall, measures the proportion
of actual positive cases that are correctly identified by the classifier. It is calculated
by dividing TP by the sum of TP and false negatives (FN).

Sensitivity (SN) =
TP

TP + FN
(4.14)

Specificity, also known as True Negative Rate, measures the proportion of actual
negative cases that are correctly identified by the classifier. It is calculated by dividing
TN by the sum of TN and false positives (FP).

Specificity (SP) =
TN

TN + FP
(4.15)

The Matthews Correlation Coefficient (MCC) is a measure of the quality of binary
classifications, considering all four values of the confusion matrix. It ranges from -1 to
1, where 1 indicates perfect prediction, 0 indicates random prediction, and -1 indicates
total disagreement between prediction and observation. It takes into account TP, TN,
FP, and FN to provide a balanced assessment of the classifier’s performance.

MCC =
TP × TN − FP × FN√

(TP + FP )× (TP + FN)× (TN + FP )× (TN + FN)
(4.16)

AUC, or the Area Under the ROC Curve, is a common metric for evaluating
classification performance that summarizes the model’s ability to distinguish between
positive and negative instances. To calculate AUC, we need to compute the True
Positive Rate (TPR) and False Positive Rate (FPR). TPR measures the proportion
of actual positives correctly classified, while FPR measures the proportion of actual
negatives incorrectly classified as positives. The ROC curve plots TPR against FPR,
and AUC summarizes the curve’s performance, with higher values indicating better
classification ability.

To maintain consistency with other state-of-the-art models, the performances of
BBBPd1 dataset are primarily assessed using accuracy (ACC) and the Area Under
the ROC curve (ROC-AUC). Conversely, for BBBPd2 , model performance is reported
based on accuracy (ACC), Matthews Correlation Coefficient (MCC).
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4.4 Results and Discussion

In this section, we present the experimental results of GGL model on the datasets
BBBPd1 and BBBPd2 coupled with various machine learning techniques to evaluate
its performance in predicting blood-brain barrier permeability (BBBP).

4.4.1 Model Parametrization and Hyperparameter Optimization

In this section, we present the results of hyperparameter optimization and the per-
formance evaluation of our proposed GGL-Score models. These models utilize both
SYBYL atom-type weighted colored subgraph descriptors and atom-level descriptors
on various BBBP datasets. Additionally, we conduct a rigorous similarity test anal-
ysis to validate the robustness of GGL-Score.

In our study, we use the notation TGGLM
β,κ,τ to describe geometric graph learning

features. Here, M denotes the machine learning model used, which could be rf (Ran-
dom Forest), CNN (Convolutional Neural Network), svm (Support Vector Machine),
XGBoost, CatBoost or Chemprop assessing DMPNN (Direct message passing neural
network. For the Chemprop, we adapt the notations Chem− atom and Chem−mol
for atom-level and molecule-level GGL features, respectively. The parameter β spec-
ifies the kernel type, while κ and τ are the respective kernel parameters. Specifically,
we use the generalized exponential kernel, β = E, and the generalized Lorentz kernel,
β = L to generate GGL features for the cutoff distance c = 12Å. The parameter τ
acts as a scaling factor that determines the characteristic distance ηkk′ between atom
type k and atom type k′. This distance is calculated as ηkk′ = τ(rk + rk′), where rk
and rk′ are the van der Waals radii of the atoms of type k and type k′, respectively.
Here, T indicates the type of the geometric graph learning features we generated. For
instance, T = ATOM signifies the geometric graph learning molecular atom features,
whereas T = SY BY L is the geometric graph learning extended atom-type weighted
colored subgraph features.

Through hyperparameter optimization and model performance evaluation, we
have shown that our GGL-Score models deliver robust and accurate predictions across
various BBBP datasets. For each dataset used in this study, we optimize two critical
parameters, κ and τ , for a given kernel type β to generate geometric graph learn-
ing features for extended atom types. We employ a five-fold cross-validation (CV)
combined with a grid search method to identify the best values for τ ∈ (0.5, 10) and
κ ∈ (0.5, 10), incrementing both parameters by 0.5 during the search. Higher values
for the power parameter κ are selected to approximate the ideal low-pass filter (ILF)
[94].

For the GGL extended atom-type descriptors, we conducted a five-fold cross-
validation on the training set, excluding the test set, to determine the optimal kernel
parameters for each BBBP dataset. In the case of the BBBPd1 dataset, the best
kernel parameters were identified as β = L, κ = 20, and τ = 0.5, resulting in
a median accuracy (out of 50 runs) of 0.91876 and an AUC of 0.94121. For the
BBBPd2 dataset, the optimal kernel parameters were found to be β = E, κ = 5.5,
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and τ = 0.5, achieving a median accuracy (out of 50 runs) of 0.977, an AUC of 0.967,
and an MCC of 0.861.

However, for GGL molecular atom features, we utilized a random choice of kernel
parameters for both datasets rather than conducting a five-fold cross-validation. We
utilize the GGL atom features only for the ATOMGGLChem−atom model.

4.4.2 BBBPd1 dataset

The experimental results of the GGL model on the BBBPd1 dataset reveal distinct
performances across different model configurations. The ATOMGGLChem−atom

E,2.5,1.5 model
achieved an AUC of 0.938 and an accuracy (ACC) of 0.907, indicating high predictive
performance by leveraging atom-level features. This suggests that detailed atomic
interactions and spatial configurations captured by ATOMGGL-Chematom significantly
enhance prediction accuracy.

In contrast, the SY BY LGGLChem−mol
L,20,0.5 model, which focuses on molecule-level fea-

tures, achieved an AUC of 0.890 and an ACC of 0.849. While still robust, the lower
performance compared to the atom-level model implies that the finer granularity of
atomic interactions offers a more accurate depiction of BBB permeability.

The SY BY LGGLrf
L,20,0.5 model, which integrates GGL features with a random forest

classifier for the prediction task, demonstrated strong performance with an AUC of
0.921 and an ACC of 0.898. This result underscores the effectiveness of ensemble
methods in handling complex, high-dimensional feature spaces derived from GGL.

On the other hand, the SY BY LGGLCNN
L,20,0.5 model, which utilizes GGL features with

a convolutional neural network for prediction, obtained an AUC of 0.760 and an ACC
of 0.771.

A summary of the performances on the BBBPd1 dataset is presented in Table
4.4.2.

Table 4.2: Performance on BBBPd1 dataset

Models ACC AUC

ATOMGGLChem−atom
E,2.5,1.5 0.907 0.938

SY BY LGGLrf
L,20,0.5 0.898 0.921

SY BY LGGLChem−mol
L,20,0.5 0.849 0.890

SY BY LGGLCNN
L,20,0.5 0.771 0.760

The performance comparison of various state-of-the-art models on the BBBPd1

dataset is presented in Figure 4.3. When compared with other state-of-the-art mod-
els, the GGL based models, particularly ATOMGGLChem−atom

E,2.5,1.5 and SY BY LGGLrf
L,20,0.5,

significantly outperformed the other models. The DMPNN model[136], while effec-
tive, did not match the performance of the GGL models, indicating that the detailed
atom-type and geometric graph representations in GGL models capture more rele-
vant features for predicting blood-brain barrier permeability. Similarly, comparing
with other geometry-based models like Mol-GDL[111], and GEM[41] showed lower
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performance, underscoring the advantage of GGL’s detailed atom-type interactions
over traditional methods.

The findings also demonstrate that graph neural networks and attention-based
models like GROVE[105], PretrainGNN[55] and AttentiveFP[135], despite their so-
phistication, do not achieve the same level of performance as our GGL extended
atom-type models. Which indicate that our GGL-Score fusion models as well as the
the base GGL-score models significantly outperformed other reported performances
on BBBPd1 dataset.

Figure 4.3: Performance comparison of different models on BBBPd1 dataset. The
AUC scores of the other methods are collected from[136, 111]. The red, green, blue,
and orange bars showcase the performances of our geometric graph learning-based
models.

4.4.3 BBBPd2 dataset

The experimental results on BBBPd2 , utilizing geometric extended atom-type graph
features combined with various machine learning and deep learning models, are
summarized in Table 4.3. We observe that the top performance is achieved by
the SY BY LGGL-MfpssvmE,5.5,0.5 model, which attains an MCC of 0.919. In contrast,
SY BY LGGLsvm

E,5.5,0.5 achieves an MCC of 0.876, indicating that the inclusion of Mor-
gan fingerprints with the geometric graph features significantly enhances the predic-
tive performance. Further comparison reveals that the SY BY LGGLChem−atom

E,2.5,1.5 model

achieved an MCC of 0.894, which is slightly lower than the SY BY LGGL-MfpssvmE,5.5,0.5

model. This highlights the effectiveness of atom-level features in capturing essential
chemical interactions. On the other hand, the SY BY LGGLChem−mol

E,5.5,0.5 model, which fo-

cuses on molecule-level features, achieved an MCC of 0.870. The SY BY LGGLrf
E,5.5,0.5
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model, with an MCC of 0.870, and its variant SY BY LGGL-MfpsrfE,5.5,0.5, with an MCC
of 0.871, show that random forest models also benefit from the inclusion of Morgan
fingerprints, although the improvement is marginal. Similarly, the SY BY LGGLCatBoost

E,5.5,0.5

and SY BY LGGL-MfpsCatBoost
E,5.5,0.5 models demonstrate MCCs of 0.872 and 0.884, respec-

tively, further underscoring the positive impact of combining Morgan fingerprints
with geometric graph features. Interestingly, the SY BY LGGLXGBoost

E,5.5,0.5 model achieves

an MCC of 0.882, while the SY BY LGGL-MfpsXGBoost
E,5.5,0.5 model shows a slightly lower

MCC of 0.854. This suggests that while the inclusion of Morgan fingerprints gen-
erally enhances performance, the extent of improvement can vary depending on the
specific machine learning algorithm used.

Overall, these results highlight the superior performance of the SY BY LGGL-MfpssvmE,2.5,1.5

model, emphasizing the importance of incorporating detailed 2D molecular finger-
prints with geometric graph features for predicting blood-brain barrier permeability.
The enhancements provided by Morgan fingerprints across different machine learn-
ing models validate their significance in improving the accuracy and robustness of
predictive models in cheminformatics.

Table 4.3: Summary of results BBBPd2 Dataset

Model ACC AUC MCC

ATOMGGLChem−atom
E,2.5,1.5 0.982 0.976 0.894

SY BY LGGLChem−mol
E,5.5,0.5 0.978 0.953 0.870

SY BY LGGLsvm
E,5.5,0.5 0.978 0.935 0.876

SY BY LGGL-MfpssvmE,5.5,0.5 0.986 0.956 0.919

SY BY LGGLrf
E,5.5,0.5 0.978 0.972 0.870

SY BY LGGL-MfpsrfE,5.5,0.5 0.978 0.970 0.871

SY BY LGGLCatBoost
E,5.5,0.5 0.979 0.960 0.872

SY BY LGGL-MfpsCatBoost
E,5.5,0.5 0.980 0.951 0.884

SY BY LGGLXGBoost
E,5.5,0.5 0.980 0.954 0.882

SY BY LGGL-MfpXGBoost
E,5.5,0.5 0.974 0.959 0.854

Zhao et al [144] 0.972 - 0.844

Shen et al [112] 0.982 - 0.895

4.5 Conclusion

In this project, we implemented a ligand-only geometric graph learning (GGL) frame-
work aimed at predicting blood-brain barrier permeability (BBBP). Our methodology
began with the utilization of SYBYL extended atom types for ligand molecules to
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create weighted colored subgraph descriptors. These descriptors were then integrated
with a variety of machine learning and deep learning models to predict BBBP. In
the second phase, we generated GGL molecular atom graph features and integrated
these features with Chemprop’s directed message-passing neural networks. This dual
approach, leveraging both atom-type and molecular graph features, allowed us to
achieve high accuracy in predicting blood-brain permeability using various evalua-
tion metrics across the two BBBP datasets employed in this project.

The integration of GGL features with machine learning models and Chemprop’s
neural networks demonstrated significant predictive power and robustness. Our ap-
proach not only captured the geometric and chemical properties of ligands but also
ensured accurate and reliable BBBP predictions across different datasets. The suc-
cess of this project underscores the potential of geometric graph learning models in
cheminformatics and their application in drug discovery and development.

Copyright© Farjana Tasnim Mukta, 2024.
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Chapter 5 Conclusion and Discussion

In this dissertation, we developed and analyzed mathematical graph-based machine
learning and deep learning models for extended atom types, incorporating weighted
colored subgraphs. This innovative approach aims to enhance the predictive accuracy
and robustness of molecular property predictions by leveraging the structural and
chemical properties encoded within the graph representations of molecules.

In Chapter 1, we delve into the drug discovery pipeline in detail, highlighting the
stages involved and the significance of each step. We also discuss the application
of machine learning and deep learning models in drug discovery, emphasizing their
transformative impact on the field.

Chapter 2 provides an overview of graphs and mathematical graph-based machine
learning models, reviewing related work in this area. We then present our algebraic
graph-based machine learning model for extended atom types (AGL-EAT-Score) and
introduce the geometric graph-based ligand-only machine learning model for extended
atom types in sections 2.3 and 2.4. These models are designed to capture the intri-
cate details of molecular structures and their interactions, offering a more nuanced
approach to property prediction.

In Chapter 3, we apply the AGL-EAT-Score model to predict protein-ligand bind-
ing affinity using several benchmark datasets, including CASF-2016, CASF-2013, and
the CatS dataset. The performance of the model is rigorously evaluated, demonstrat-
ing its capability to provide accurate and reliable predictions across diverse datasets.
We further validate the robustness and address concerns of overfitting in machine
learning-based scoring functions, we tested the performance of the proposed AGL-
EAT-Score against redundant and non-redundant data built on the PDBbind general
set v2016 and the CatS dataset

Finally, in Chapter 4, we focus on predicting blood-brain barrier permeability. For
this, we utilize a geometric graph learning model that incorporates extended atom
type weighted colored subgraph descriptors, as well as geometric graph learning atom
descriptors. We employ various machine learning models to evaluate the effectiveness
of these descriptors in predicting the ability of compounds to cross the blood-brain
barrier.

Overall, this dissertation provides a comprehensive exploration of graph-based ma-
chine learning and deep learning models for molecular property prediction. Through
the development and application of innovative models, we demonstrate the potential
of leveraging molecular properties encoded in molecular graphs to enhance predictive
accuracy and robustness in various aspects of drug discovery.

Future Directions

• The methodologies developed in this dissertation can be extended to predict
a broader range of molecular properties beyond binding affinity and blood-
brain barrier permeability. Properties such as toxicity, solubility, and metabolic
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stability are critical for drug discovery and can benefit from the application of
graph-based learning models.

• Creating user-friendly software tools and platforms that implement these graph-
based learning models could facilitate their adoption by researchers and prac-
titioners. Such tools could provide accessible interfaces for data input, model
training, and prediction output, enabling wider usage in the scientific commu-
nity.

• Applying generative AI techniques with extended atom type color graphs within
Graph Convolutional Networks (GCNs) to design new drugs. This approach
uses GCNs to model molecular structures, where each atom type and its prop-
erties are represented in a colored graph format. By integrating generative
models like Variational Autoencoders (VAEs) or Generative Adversarial Net-
works (GANs) with these GCNs, it becomes possible to generate novel molec-
ular structures with desired properties. This integration enables the encoding
of molecular graphs into latent space representations and decoding them to
produce new molecules.

• Improving pose ranking accuracy in molecular docking studies. Pose rank-
ing predicts the most likely binding conformation of a ligand within a target
protein’s active site, which is essential for understanding ligand-receptor in-
teractions. Strategies to enhance pose ranking include developing better scor-
ing functions that accurately capture physicochemical interactions and using
advanced machine learning techniques to learn complex interaction patterns.
Combining computational predictions with experimental data and using molec-
ular dynamics (MD) simulations to explore conformational flexibility can also
improve accuracy. Additionally, using graph-based representations of protein-
ligand complexes and employing Graph Neural Networks (GNNs) for pose pre-
diction and ranking can further enhance the reliability of docking studies.

Copyright© Farjana Tasnim Mukta, 2024.
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