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CMOS based computing is reaching its limits. To take computation beyond Moores law (the number of transistors and hence processing power on a chip doubles every 18 months to 3 years) requires research explorations in (i) new materials, devices, and processes, (ii) new architectures and algorithms, (iii) new paradigms. The focus is on fundamental new ways to compute under the umbrella of rebooting computing. Therefore, this thesis highlights explicitly Quantum computing and Adiabatic logic, two new computing paradigms that come under the umbrella of rebooting computing. Quantum computing is investigated for its promising application in high-performance computing. The first contribution of this thesis is the design of two resource-efficient designs for quantum integer division. The first design is based on non-restoring division algorithm and the second one is based on restoring division algorithm. Both the designs are compared and shown to be superior to the existing work in terms of T-count and T-depth. The proliferation of IoT devices which work on low-power also has drawn interests to the rebooting computing. Hence, the second contribution of this thesis is proving that Adiabatic Logic is a promising candidate for implementation in IoT devices. The adiabatic logic family called Symmetric Pass Gate Adiabatic Logic (SPGAL) is implemented in PRESENT-80 lightweight algorithm. Adiabatic Logic is extended to emerging transistor devices such as FinFET, TFET and UTB-SOI.
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Chapter 1

Introduction

The Computer Industry has fueled the information revolution over the past 50 years. Using personal computers, tablets and other smart-phones have become a part of everyday life. The rapid increases in the semiconductor technology and the implementation of complex computer architectures have enabled the computer performance to grow exponentially over the years. The 50-year reign of Moore’s Law, with its exponential increase in integrated circuit density, has created this computer revolution. Moore’s Law states that the number of transistors on a chip will double roughly every two years [9]. The chip industry has kept Moore’s prediction alive until the last decade. However, due to limitations in operational performance, the progress in computational performance has substantially slowed down in the last ten years. The bounds on power dissipation of integrated circuits and increase in signal propagation delays have imposed the limitations on computer performance. Increasing the frequency to improve the performance of microprocessors had always been a trick followed by engineers. However, operating at a higher frequency came at an expense of increase in power. Operating frequency kept on increasing in the 1990’s until the processors exceeded the 100W operating power level [10]. Exceeding the 100W power limit, would cause the circuit to self destruct. Therefore, increasing the frequency to
enhance the performance is no longer viable. Hence there is an urgent need to design new ways of computing [11].

Recognizing these problems, Institute of Electrical and Electronic Engineers (IEEE) has come up with a creative initiative called ”Rebooting Computing”. The focus of rebooting computing is on exploring fundamental new ways to compute. IEEE suggests that the next decade might see a ”rebooting” of the entire computing industry, by redesigning the whole computer hardware and software from top to bottom [11]. Rebooting will enable continued growth of computing capabilities, keeping the computer revolution alive and well. Rebooting computing proposed spintronics, quantum computing, adiabatic and reversible computing as some of the promising fundamental new ways to compute. Hence, The focus of this thesis is to make significant contributions to quantum computing and adiabatic computing - the two new computing paradigms that come under the umbrella of rebooting computing.

Quantum computing is investigated for its promising application in high performance computing [12] [13]. Quantum computing focuses on theoretical computation systems that promise performance exponentially faster than any of today’s computers. Quantum computing appears to be promising due to its applications in number theory, cryptography, search and scientific computation [12] [13]. There is a compelling need to design resource-efficient quantum circuits for arithmetic operations. Quantum circuits of arithmetic operations are needed to design quantum hardware for implementing quantum algorithms such as Shor’s factoring algorithm, the discrete log problem, class number algorithm and triangle finding algorithm [14] [15]. Dividers are one of the significant computational units in quantum arithmetic [16] [13]. Integer division has applications in circuit designs of quantum algorithms, computation of power series, trigonometric functions [16][18]. This thesis presents two designs for quantum circuit integer division based on Clifford + T gates. The first quantum circuit is based on non-restoring division algorithm and the second one is
based on restoring division algorithm. Both of the designs seem to provide significant improvements when compared to the existing quantum division circuit.

The proliferation of IoT (Internet of Things) devices also has drawn interests to rebooting computing. The quality of life of individuals and societies would improve with the emergence of the Internet of Things (IoT). IoT has widespread applications in the field of manufacturing, automotive, medical, communication, finance, etc. IoT based devices such as Radio Frequency Identification (RFID) tags and smart cards are used to store and communicate secret or personal data over the Internet [19]. IoT devices such as RFID and smart cards have a constraint on power consumption and hardware resources. Further enhancements in IoT devices performance is only possible with advancements in low-power designing. Adiabatic logic is one of the rebooting computing paradigms that provides circuit design techniques used to design low-power hardware. Adiabatic logic can operate energy efficiently at low frequencies. Adiabatic logic design technique can also make the circuits resistant to powerful side-channel attacks such as Differential Power Analysis (DPA) attacks. Lightweight cryptography (LWC) is a subfield of cryptography which provides cryptographic solutions for resource-constrained IoT devices [20]. The properties of adiabatic logic can provide efficient solutions to the Lightweight Cryptographic circuits. Therefore, exploration of adiabatic logic in implementing the low-power LWC circuits for IoT devices is very essential. For this thesis work, we have explored the implementation of an adiabatic logic family - Symmetric Pass Gate Adiabatic Logic (SPGAL) in Lightweight cryptographic algorithm PRESENT-80. This application is extended to the emerging nanotechnology devices. SPGAL is implemented in FinFET, TunnelFET and UTB-SOI technologies.
1.1 Contribution of Thesis

This thesis presents resource-efficient designs in Quantum Computing and in Adiabatic Logic

1. Quantum division circuit based on Restoring division algorithm
2. Quantum division circuit based on Non-Restoring division algorithm
3. LWC based PRESENT-80 implementation in Adiabatic logic
4. Implementation of Adiabatic PRESENT-80 in Emerging Nano-technologies FinFET, TunnelFET and UTB-SOI.

1.2 Outline of Thesis

Chapter 2 provides a background on Quantum Computing and Adiabatic Logic. Chapter 3 presents designs of Quantum division circuits for the Restoring and Non-Restoring division Algorithms. Portions of Chapter 3 were previously published in [21]. Chapter 4 presents the implementation of PRESENT-80 algorithm in Adiabatic logic family called SPGAL. Chapter 5 presents the implementation of SPGAL in emerging nano-technology devices called FinFET, TunnelFET and UTB-SOI. Chapter 6 concludes the thesis. Portions of Chapters 4 and 5 were previously published in [22] and [23] (© [2017] IEEE) and [24] © 2017 ACM.
Chapter 2

Background

This chapter will cover any background information needed to understand the successive chapters. The main focus will be on the basics of Quantum Computing and Adiabatic Logic.

2.1 Quantum Computing

Among the emerging computing paradigms, quantum computing appears to be promising due to its wide applications in emerging technologies such as quantum dot cellular automata, cryptography, optical computing, etc. Quantum computation has seen vast progress over the years, both theoretically and experimentally. Quantum computing studies theoretical computation systems that makes direct use of quantum mechanical phenomena to perform operations on data [25]. A quantum computer operates by setting the qubits in a controlled initial state that represents the problem at hand by manipulating those qubits with a fixed sequence of quantum logic gates [26]. A quantum gate array is a set of these quantum logic gates with logical wires connecting their inputs and outputs. This definition of quantum gate arrays gives rise to completely reversible computation. Quantum circuits do not lose information during computation and quantum computation can only be performed when the system con-
sists of quantum gates. Quantum circuits generate a unique output vector for each input vector, that is, there is a one-to-one mapping between the input and output vectors.

The quantum gates that are used for this thesis work are: NOT gate, Feynman gate, Toffoli gate and Peres gates.

2.1.1 The NOT Gate

NOT gate is a $1 \times 1$ gate. It is represented as shown in Fig. 2.1 [27].

2.1.2 The Feynman Gate

The Feynman gate also called \textit{CNOT} gate is a 2 input and 2 output gate with the mapping $(A, B)$ to $(P = A, Q = A \oplus B)$. Here $A$ and $B$ are the inputs and $P$ and $Q$ are the outputs. The representation of Feynman gate is shown in Fig. 2.2 [27].

2.1.3 The Toffoli Gate

The Toffoli Gate is $3 \times 3$ reversible gate represented as shown in Fig. 2.3 [27]. The Toffoli Gate has a mapping of $(A, B, C)$ to $(P = A, Q = B, R = A.B \oplus C)$ [27]. Here $A$, $B$ and $C$ are the inputs and $P$, $Q$ and $R$ are the outputs.
2.1.4 The Peres Gate

The Peres Gate is $3 \times 3$ reversible gate represented as shown in Fig. 2.4. The Peres Gate has a mapping of $(A, B, C)$ to $(P = A, Q = A \oplus B, R = A.B \oplus C)$ [27]. Here $A$, $B$ and $C$ are the inputs and $P$, $Q$ and $R$ are the outputs.

2.1.5 Clifford+T gates

Quantum computers of many qubits are extremely difficult to realize; thus, the number of qubits in the quantum circuits need to be minimized. The fabrication constraint of realizing quantum circuits with a large number of qubits has the objective of optimizing the number of ancilla qubits in a quantum circuits. Designing a scalable and reliable quantum computer is needed now as well as in the future; hence, fault-tolerant quantum circuits are required. Fault tolerant implementation of quantum circuits is gaining the attention of researchers because physical quantum computers are prone to noise errors. Fault tolerant implementations of quantum gates and quantum error correcting codes can be used to overcome the limits imposed by errors in
implementing quantum computing [28]. The most frequently used set of gates for this fault tolerant computation is the "Clifford+T" set of gates [29] [30]. Clifford+T gate family is illustrated in [1]. The NOT gate, Hadamard gate, T gate, Phase gate and CNOT gates constitute the Clifford+T set [8]. The definitions of these gates, their symbols and their matrix representations are shown in Table 2.1. Using these gates will make the quantum circuits error-less.

Table 2.1: Definitions of Clifford +T set gates [8]

<table>
<thead>
<tr>
<th>Type of Gate</th>
<th>Symbol</th>
<th>Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOT</td>
<td>N</td>
<td>[0 1] [1 0]</td>
</tr>
<tr>
<td>Hadamard</td>
<td>H</td>
<td>[ \begin{array}{cc} 1 &amp; 1 \ 1 &amp; -1 \end{array} ]</td>
</tr>
<tr>
<td>T gate</td>
<td>T</td>
<td>[ \begin{array}{cc} 1 &amp; 0 \ 0 &amp; e^{i \pi/4} \end{array} ]</td>
</tr>
<tr>
<td>T gate Hermitian transpose</td>
<td>T⁺</td>
<td>[ \begin{array}{cc} 1 &amp; 0 \ 0 &amp; e^{-i \pi/4} \end{array} ]</td>
</tr>
<tr>
<td>Phase</td>
<td>S</td>
<td>[ \begin{array}{cc} 1 &amp; 0 \ 0 &amp; i \end{array} ]</td>
</tr>
<tr>
<td>Phase gate Hermitian transpose</td>
<td>S⁺</td>
<td>[ \begin{array}{cc} 1 &amp; 0 \ 0 &amp; -i \end{array} ]</td>
</tr>
<tr>
<td>CNOT</td>
<td>C</td>
<td>[ \begin{array}{cccc} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 0 &amp; 1 &amp; 0 \end{array} ]</td>
</tr>
</tbody>
</table>

Clifford+T Implementation of Quantum Toffoli and Peres Gates

The Toffoli and Peres gates have to be implemented using the Clifford + T set. This subsection shows the functionality of these gates and explains their implementation in Clifford+T set.

Quantum Toffoli Gate:

The Toffoli gate, at times, can be vulnerable to errors. To avoid this, it can be implemented in terms of Clifford +T set to make it fault tolerant. The T-gate implementation of Toffoli is shown in Fig. 2.5 [1].
Peres Gate:

The T-gate implementation of Peres gate is shown in Fig. 2.6 [1].

2.1.6 Metrics Used for Evaluating Quantum Circuitry

In this thesis work, we shall be evaluating the quantum circuitry using the ancillaries, $T$-count and $T$-depth. Ancillaries are the number of ancilla qubits that are supplied to the circuit. $T$-count of a Clifford + T circuit is the total number of $T$ and $T^+$ gates in the circuit. $T$-depth of a Clifford + T circuit is the number of levels in the circuit that contain one or more $T$ and $T^+$ gates. [8]. The $T$-count of Toffoli gate shown in Fig. 2.5 is 7. $T$-depth of Toffoli gate is 4 [1]. The $T$-count of Peres gate shown in Fig. 2.6 is 7. $T$-depth of Peres gate is 4.

2.2 Adiabatic Computing

Adiabatic logic [31], [2] is one of the circuit design techniques used to design low-power and side channel attack-resistant hardware. Adiabatic logic can operate energy-efficiently at low frequencies, therefore it is one of the best candidate to implement low-power Lightweight Cryptography (LWC) circuits in IoT devices working at low
Figure 2.7: Adiabatic charging/discharging

Frequencies. A survey on side channel attack countermeasures for LWC has concluded that adiabatic logic is one of the promising techniques to design low-power and DPA-resistant hardware.

Adiabatic logic uses power clocks to efficiently recycle the charge stored in the load capacitor. Because of the recycling of the charge, adiabatic logic has reduced dynamic switching energy loss. Fig. 2.7 shows the energy recovery charging/discharging of the load capacitors. The energy dissipated in an energy recovery circuit when the charge is supplied through a constant current source is shown by

$$E_{diss} = \frac{RC}{T}CV_{dd}^2$$  \hspace{1cm} (2.1)

Where $T$ is the charging/discharging time of the capacitor, $C$ is the load capacitor and $V_{dd}$ is the full swing of the power clock. If $T >> 2RC$ (time constant), the energy dissipated by the energy recovery circuit is less than the conventional CMOS circuit.

Adiabatic logic uses a time-varying voltage source and its slopes of transition are slowed down. This reduces the energy dissipation of each transition. In short the idea of adiabatic logic is to use a trapezoidal power-clock voltage rather than fixed supply voltage. As a consequence the power consumption of a circuit is reduced while at the same time its resistance against side-channel attacks is greatly enhanced. Low-power
adiabatic circuits could be especially valuable to implement in IoT devices such as RFID. To address the existing challenges in designing side channel attack countermeasure circuits for IoT devices, we considered the impact of adiabatic computing on the 64-bit input, 80-bit key based PRESENT algorithm.

2.2.1 PRESENT-80 Lightweight Algorithm

PRESENT \cite{3} \cite{34} is a light weight cipher which is designed for ultra constrained IoT devices such as RFID tags. PRESENT has obtained the ISO/IEC standard for lightweight cryptography. PRESENT can be employed in IoT circuits with minimal resources (1000 to 2000 Gate Equivalents). The PRESENT-80 algorithm is based on using S-Box as the main non-linear function. The block length of PRESENT is 64 bits and the length of key is 80 bits. Fig. 2.8 shows the algorithmic description of encryption routine for PRESENT-80 algorithm.

It can be seen from the Fig. 2.8 that algorithm is comprised of 31 rounds. Each of the 31 rounds is structured as follows:

- **AddRoundKey**: The 64-bit plain-text is XORed with the 64-bit round key.
- **S-Box Layer**: 16 $4 \times 4$ identical S-Boxes are used in parallel as a non-linear substitution layer. All of the 16 S-Boxes comprise the S-Box layer.
- **P-Layer**: After the S-Box layer, a permutation operation is performed to provide
At the end of 31 rounds the final cipher text is produced at the output of addRoundKey. A key scheduler is used in the algorithm to provide the 64-bit round key from the 80-bit key.

2.2.2 FinFET

FinFET is a three dimensional structure that has a thin silicon body perpendicular to the plane of the wafer [35] [36]. The channel of the FinFET is wrapped by the gate in all three directions. FinFET provides strong gate control over the channels. This strong gate control over the channels reduces the short-channel effects, threshold current, and gate-dielectric leakage current when compared with MOSFETs [35]. Better gate control in FinFETs over MOSFETs results in higher on-state current, lower leakage, and faster switching speed.

FinFET devices come with two different modes of operation. In the Shorted Gate (SG) mode of FinFET, the back gate and front gate of the FinFET are tied together. FinFET acts as a three terminal device in SG mode. In the Independent Gate (IG) mode of FinFET, the front gate and back gate are connected to two different inputs. The SG mode is considered as a substitution for bulk CMOS and it has better
performance as compared to the IG mode of FinFETs [36]. So, in this work, the SG mode FinFET implementation of Adiabatic logic is investigated. Fig. 2.9 shows the three dimensional structure of the SG mode FinFET device.

2.2.3 **TunnelFET (TFET)**

TFETs are emerging transistors that are considered to be a choice for low-power digital circuits. TFETs can have a subthreshold swing (SS) below 60 mV/dec, enabling a high on-current to off-current ratio. Lower SS enables TFET to have very low-leakage with higher performance than CMOS at lower voltages [37]. Among different types of proposed TFETs, III-V TFETs appear more promising due to their higher conduction current. In this work, we have used InAs homo-junction tunneling FETs for our simulations. Fig. 2.10 shows the physical structure of homo-junction Tunnel FET [4]. The advantage of TFET is it can operate at very low supply voltages.

2.2.4 **Ultra-Thin-Body Silicon-On-Insulator (UTB-SOI)**

Ultra-Thin-Body Silicon-On-Insulator (UTB-SOI) MOSFETs are considered to be a choice for low-power and low-leakage digital circuits [5]. The ultra-thin-body (UTB) structure of UTB-SOI (Fig. 2.11) eliminates the leakage paths between source and drain which provide a more evolutionary alternative to the vertical or surround-gate MOSFET. The thinner body in UTB-SOI results in lower leakage current. UTB-SOI device has the leakage current reduced by 10X for every nano meter drop in
Further, UTB-SOI can also support back-gating to change the threshold voltage, thereby further minimizing the leakage current. These advantages of UTB-SOI can be used to design cryptography circuits which have very low leakage power. So, in this work, we have exploited the useful properties of UTB-SOI in designing adiabatic logic family for IoT applications.
Chapter 3

Quantum Circuit Designs of Integer Division Optimizing T-count and T-depth

Quantum circuits of arithmetic operations are needed to design quantum hardware for implementing quantum algorithms such as Shor’s factoring algorithm, the discrete log problem, class number algorithm and triangle finding algorithm [14] [15]. Dividers are one of the major computational units in quantum arithmetic and have applications in circuit designs of quantum algorithms [16] [14].

Quantum circuits that are based on Clifford+T gates can be made fault tolerant in nature permitting reliable and scalable quantum computation [29] [30]. The Clifford+T gate family is illustrated in [1]. The T gate is very costly to implement compared to the Clifford gates making reducing T-count and T-depth important optimization goals [30] [39]. Existing quantum hardware is limited in terms of number of available qubits [40]. Thus, ancillary qubits are a circuit overhead that needs to be kept to a minimum.

In the existing literature, there are a handful of integer divider designs based on
reversible gates targeting mostly reversible computing [41] [42] [43]. Among these designs we found only [44] to be suitable for quantum computing. The quantum integer division circuit in [44] implements the restoring division algorithm and uses the quantum Fourier transform to perform the division operation. However, the design in [44] is not optimized for T-depth and T-count. The quantum division circuit in [44] uses controlled phase shift gates. It is known that the controlled phase gates required by the design in [44] can only be approximated by Clifford+T gates [45]. The Clifford+T based approximations of the controlled phase gates have a high T gate cost [45]. Further, the T gate cost increases as the accuracy of the controlled phase gate approximation is improved [45]. Thus, implementing all the controlled phase gates required by the design in [44] with a high degree of accuracy will result in a design with high T-count and T-depth [45].

This chapter presents two designs for quantum circuit integer division based on Clifford+T gates. The first quantum circuit is based on the non-restoring division algorithm and the second quantum circuit is based on the restoring division algorithm. Both proposed quantum integer division circuits are based on (i) a new quantum conditional ADD operation circuit, (ii) a new quantum adder-subtractor and (iii) a new quantum subtraction circuit. Both the proposed restoring quantum integer division circuit and proposed non-restoring quantum integer division circuit are compared and shown to be superior to existing work in terms of T-depth and T-count.

3.1 Design of Quantum Circuits Used In Proposed Integer Division Circuits

The quantum circuits that are required for developing the proposed non-restoring and restoring integer division circuits are: (i) controlled adder-subtractor, (ii) quantum subtractor and (iii) conditional ADD operation circuit. The quantum circuit
designs of the quantum adder-subtractor, quantum subtractor and the conditional ADD operation circuit are discussed in the following sections.

3.1.1 Design of Quantum Subtractor

\[ |B⟩ \quad \text{S} \quad |S⟩ \]
\[ |A⟩ \quad \text{Ripple Carry Adder} \quad |A⟩ \]

Figure 3.1: Graphic symbol of quantum subtractor. S represents the quantum subtraction operation

![Diagram of quantum subtractor](image_url)

Figure 3.2: Circuit design of N qubit quantum subtractor based on N qubit quantum ripple carry adder

Fig. 3.1 shows the symbol of the quantum subtractor circuit. The subtractor circuit takes two n qubit inputs \(|A⟩\) and \(|B⟩\). The input \(a\) is regenerated at the output. The n-qubit output \(|S⟩\) has the result of the subtraction of \(b\) and \(a\). Fig. 3.2 shows the circuit design of N qubit subtractor based on N qubit quantum ripple carry adder. As shown in Fig. 3.2, a quantum ripple carry adder is required to develop a quantum subtractor circuit. We use the quantum ripple carry adder proposed in [46] for developing the quantum subtractor circuit. To perform subtraction, the input qubits \(|B⟩\) are complemented before being applied to the quantum ripple carry adder. Then, the ripple carry adder calculates \(\bar{b} + a\). At the end of computation, the input
qubits $|B\rangle$ are complemented again. Thus, the quantum subtractor calculates $(\overline{b + a})$ which is equivalent to $b - a$.

### 3.1.2 Design of Quantum Adder-Subtractor

![Figure 3.3: Graphic symbols of (a) Adder-Subtractor (b) Conditional ADD operation circuit. AS represents add or subtract operation. CA represents conditional add operation](image)

Fig. 3.3(a) shows the graphic symbol of the quantum controlled addition or subtraction circuit. The quantum adder-subtractor circuit operates as follows: (i) when the input labeled $\text{ctrl}$ is high (refer Fig. 3.3(a)), the circuit output is $|P\rangle = |B - A\rangle$, (ii) when the $\text{ctrl}$ input is low, the circuit output is $|P\rangle = |B + A\rangle$.

The complete working circuit of the quantum adder-subtractor circuit is shown in Fig. 3.4. The quantum adder-subtractor circuit can be developed from an existing quantum ripple carry adder circuits such as those in [46] or [47]. We used the ripple carry adder in [46]. The quantum adder-subtractor calculates $(\overline{b + a})$ when $\text{ctrl}$ is
high. The expression \((b + a)\) is equivalent to \(b - a\).

### 3.1.3 Design of Quantum Conditional ADD Operation Circuit

Fig. 3.5 shows the circuit design of the quantum conditional ADD operation. The quantum conditional ADD operation circuit operates as follows: (i) when the input labeled \(ctrl\) is high (refer Fig. 3.3(b)), the circuit output is \(|P\rangle = |B + A\rangle\), (ii) when the \(ctrl\) input is low, the circuit output is \(|P\rangle = |B\rangle\).

The complete working circuit of the quantum conditional ADD operation circuit is shown in Fig. 3.5 for 4 qubit operands. The quantum conditional ADD circuit uses a modified version of the ripple carry adder proposed in [46]. We were able to remove the qubit that performs the carry out for the adder in [46] as we do not need the carry out qubit in the proposed integer dividers. The addition architecture in [46] uses Peres gates to perform the addition. The Peres gate can be decomposed into a Feynman and a Toffoli gate. By replacing the Feynman gate with a Toffoli gate, we can use the control line (\(ctrl\)) to determine whether the conditional ADD circuit will perform addition or no operation. Although, Fig. 3.5 is just shown for 4 qubit operands, it can easily be extended to any operand size.
3.2 Design of Non-Restoring Quantum Integer Division Circuit

The proposed non-restoring division algorithm for quantum circuits is shown in Table 3.1. In Table 3.1, the inputs to be given are: (a) \(|Q_{[0:n-1]}\), \(n\) qubit register in which the dividend is loaded; (b) \(|D_{[0:n-1]}\), \(n\) qubit register in which the divisor is loaded; (c) \(|R_{[0:n-1]}\), \(n\) qubit remainder register which is initiated to 0 at the start. At the end of computation, we get the quotient at \(|Q_{[0:n-1]}\) and remainder at \(|R_{[0:n-1]}\). The divisor is retained at the output. Also, \(n + 1\) garbage qubits are produced.

The quantum circuits that are required for developing the hardware implementation of the proposed non-restoring division algorithm are: (i) Leftshift operation circuit, (ii) controlled adder-subtractor, and (iii) conditional ADD operation circuit. We observed that we can eliminate the LeftShift operation circuit by combining \(|R_{[0:n-2]}\) and \(|Q_{[n-1]}\) to form an \(n\) qubit register there by saving the quantum resources.

The methodology to design our proposed quantum non-restoring integer division circuit is developed from the non-restoring division algorithm shown in Table 3.1. The Steps of the methodology are presented below.

3.2.1 Design Methodology for Quantum Non-Restoring Integer Division Circuit

Figure 3.6: Quantum non-restoring integer divider circuit design
Table 3.1: Proposed quantum non-restoring division algorithm

**Algorithm 1: Proposed quantum non-restoring division algorithm**

```plaintext
function Non-Restore (|Q_n⟩, |R_n⟩, |D_n⟩)
    for i = 0 to n − 1 do
        /* Start Core Engine Phase */
        if (|R[0:n−1]) > 0) then
            (|Q[1:n−1]), |R[0:n−1]) = LEFTSHIFT (|Q[0:n−1]), |R[0:n−1])
            |R[0:n−1]) = |R[0:n−1]) + |D[0:n−1]);
        else
            (|Q[1:n−1]), |R[0:n−1]) = LEFTSHIFT (|Q[0:n−1]), |R[0:n−1])
            |R[0:n−1]) = |R[0:n−1]) − |D[0:n−1]);
        end if;
        if (|R[0:n−1]) > 0) then
            |Q[0]) = 1;
        else
            |Q[0]) = 0;
        end if;
        /* End Core Engine Phase */
    end for;
    //after n iterations//
    /* Start Supplementary Restoring Phase */
    if (|R[0:n−1]) > 0) then
        |R[0:n−1]) = |R[0:n−1]);
    else
        |R[0:n−1]) = |R[0:n−1]) + |D[0:n−1]);
    end if;
    /* End Supplementary Restoring Phase */
    return R;
end function
```

From Table 3.1 we can see that the algorithm is divided into two phases. (i) Core Engine Phase and (ii) Supplementary Restoring Phase. The Core Engine Phase is iterated n times. Supplementary Restoring Phase takes place after the end of n iterations of the Core Engine Phase. The Supplementary Restoring Phase is repeated once. A quantum circuit is developed for each of these phases. The final circuit that performs the integer division using the non-restoring integer division algorithm is shown in Fig. 3.6. In Fig. 3.6, I1 represents the first iteration of the Core Engine
Phase, $I2$ represents the second iteration and $In$ represents the final iteration.

**Core Engine Phase**

![Quantum circuit diagram](image)

Figure 3.7: Quantum non-restoring integer divider circuit design for first iteration (core engine)

Fig. 3.7 represents the quantum circuit that does the operations that are marked under the Core Engine Phase in the algorithm in Table 3.1. We now elaborate on how the information moves in Fig. 3.7.

- **Step 1.** $|D_{[0:n-1]}\rangle$ holds the divisor, $|R_{[0:n-1]}\rangle$ is initialised to zero, and $|Q_{[0:n-1]}\rangle$ holds the dividend.

- **Step 2.** We consider, $|Q_{[n-1]}\rangle$ and $|R_{[0:n-2]}\rangle$, as one combined register.

- **Step 3.** The combined register of Step 2 and $|D_{[0:n-1]}\rangle$ are applied as two $n$ qubits inputs to the quantum adder-subtractor circuit. In Fig. 3.7, AS represents the adder-subtractor circuit. At the end of computation, register $|D_{[0:n-1]}\rangle$ emerges unchanged and the combined register now holds the sum or difference of the combined register and $D$.

- **Step 4.** Qubit $|R_{[n-1]}\rangle$ is complemented and applied as the $ctrl$ qubit to quantum adder-subtractor circuit.

- **Step 5.** The $ctrl$ qubit is left out as garbage.
Step 6. An ancillary qubit set to 1 and qubit $|Q_{n-1}\rangle$ are applied to a CNOT gate. $|Q_{n-1}\rangle$ is the control qubit and 1 is the target qubit.

The Steps from 1 to 6 constitute the operations of the Core Engine Phase. From the algorithm in Table 3.1 it can be seen that Steps 2 to 6 of the Core Engine Phase are iterated $n$ times. So, the circuit in Fig. 3.7 that represents the Core Engine Phase is also iterated $n$ times (see Fig. 3.6). The outputs of the first iteration are given as inputs to the second iteration and so on for all $n$ iterations.

**Supplementary Restoring Phase**

After the end of $n$ iterations of the Core Engine Phase, $|R_{0:n-2}\rangle$ might be negative at the end of $n$ iterations. In that case, it has to be restored by adding the divisor. This restoration of the negative remainder is carried out by the Supplementary Restoring Phase quantum circuit shown in Fig. 3.8. The quantum circuit shown in Fig. 3.8 is the quantum implementation of the Supplementary Restoring Phase marked in the algorithm in Table 3.1. We now elaborate on how the information moves in the supplementary circuit.

- Step 1. The qubit $|R_{n-1}\rangle$ and an ancillary qubit set to 0 are applied as inputs to a CNOT gate. $|R_{n-1}\rangle$ is the control qubit and the ancillary qubit is the target qubit. The target now holds the value of $|R_{n-1}\rangle$.

- Step 2. The ancillary qubit is used as $ctrl$ qubit to the conditional ADD operation quantum circuit.
• Step 3. Registers $|R_{0:n-1}\rangle$ and $|D_{0:n-1}\rangle$ are applied as inputs to conditional ADD operation quantum circuit. In Fig. 3.8 CA represents the conditional ADD operation circuit. $|D_{0:n-1}\rangle$ emerges unchanged and $|R_{0:n-1}\rangle$ will contain either the sum or emerge unchanged.

• Step 4. The control qubit $|R_{0:n-1}\rangle$ is left out as garbage.

• Step 5. After Step 4, we have the Quotient in $|Q_{0:n-1}\rangle$, and the remainder in $|R_{0:n-1}\rangle$. The divisor $|D_{0:n-1}\rangle$ is unchanged.

3.2.2 Cost Comparison With Existing Work

Table 3.2: Resource Count of Proposed Non-Restoring Algorithm Division Circuit

<table>
<thead>
<tr>
<th>Designs</th>
<th>Adder-Subtractor</th>
<th>conditional ADD operation circuit</th>
<th>Non-Restoring Divider</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-count</td>
<td>$(14n - 14)$</td>
<td>$(21n - 14)$</td>
<td>$14n^2 + 21n - 28$</td>
</tr>
<tr>
<td>T-depth</td>
<td>8</td>
<td>16</td>
<td>$8 \times n + 7$</td>
</tr>
<tr>
<td>Ancilla qubits</td>
<td>0</td>
<td>0</td>
<td>$2 \times n + 1$</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of Resource Count Between Proposed and Existing Work

<table>
<thead>
<tr>
<th></th>
<th>1 Proposed</th>
<th>% impr. w.r.t. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-count</td>
<td>$\approx 400n^2$</td>
<td>$14n^2 + 21n - 28$</td>
</tr>
<tr>
<td>T-depth</td>
<td>$130 \times n$</td>
<td>$8 \times n + 7$</td>
</tr>
<tr>
<td>Ancilla qubits</td>
<td>$2n$</td>
<td>$2 \times n + 1$</td>
</tr>
</tbody>
</table>

1 is the work in [44]

The resources used in the design of the proposed quantum non-restoring integer division circuit is presented in Table 3.2. As shown in Table 3.2, the proposed design will require $2 \times n + 1$ ancillary qubits. $n$ ancillary qubits are used during initialization of remainder register and the remaining $n + 1$ are transformed to garbage output. The
T-count required by the design is given by summing the cost of adder-subtractor and conditional ADD operation quantum circuit at each stage. T-count of the proposed quantum non-restoring integer division circuit is $14n^2 + 21n - 28$. The T-depth required by the design is given as $8 * n + 7$.

Comparison of resource costs between the proposed quantum non-restoring integer division circuit and the existing work is shown in Table 3.3. To calculate the T-count and T-depth for [44] we use T-count and T-depth values from approximate phase gate implementations reported in [45]. The implementations with the poorest accuracy are used. This is because the T gate cost increases significantly as a function of accuracy. Table 3.3 shows that the proposed quantum circuit of integer division has an improvement ratio of 93% in terms of T-depth, and 96% in terms of T-count.

### 3.3 Design of Restoring Quantum Integer Division Circuit

The proposed restoring division algorithm is shown in Table 3.4. In Table 3.4, the inputs to be given are: (a) $|Q_{[0:n-1]}\rangle$, $n$ qubit register in which the dividend is loaded; (b) $|D_{[0:n-1]}\rangle$, $n$ qubit register in which the divisor is loaded; (c) $|R_{[0:n-1]}\rangle$, $n$ qubit remainder register which is initiated to 0 at the start. The algorithm repeats $n$ times. At the end of $n$ iterations, we get the quotient at $|Q_{[0:n-1]}\rangle$ and the remainder at $|R_{[0:n-1]}\rangle$. The divisor is retained at the output.

The quantum circuits that are required for developing the hardware implementation of the proposed restoring division algorithm are (i) Leftshift operation circuit, (ii) $n$ qubit quantum subtractor and (iii) Conditional ADD operation circuit. We observed that we can eliminate the LeftShift operation circuit by combining $|R_{[0:n-2]}\rangle$ and $|Q_{[n-1]}\rangle$ to form an $n$ qubit register which is actually equal to performing an left shift operation. By combining the qubits in this way, we do not have to use a
The methodology to design our proposed quantum restoring integer division circuit is developed from the restoring division algorithm shown in Table 3.4. The Steps of the methodology are presented below.

Table 3.4: Proposed Restoring division algorithm for quantum circuits

Algorithm 1: Proposed Restoring division algorithm

function Restore \((|Q_n\rangle, |R_n\rangle, |D_n\rangle)\)

for \(i = 0\) to \(n - 1\) do

\((|Q_{[1:n-1]}\rangle, |R_{[0:n-1]}\rangle) = \text{LEFTSHIFT} (|Q_{[0:n-1]}\rangle, |R_{[0:n-1]}\rangle)\);

\(|R - D_{[0:n-1]}\rangle = |R_{[0:n-1]}\rangle - |D_{[0:n-1]}\rangle\);

if \(|R_{[0:n-1]}\rangle > 0\) then

\(|Q_0\rangle = 1\)

\(|R_{[0:n-1]}\rangle = |R - D_{[0:n-1]}\rangle\);

else

\(|Q_0\rangle = 0;\)

\(|R_{[0:n-1]}\rangle = |R - D_{[0:n-1]}\rangle + |D_{[0:n-1]}\rangle;\)

end if;

end for;

//repeat for \(n\) iterations//

return \(R\);

end function

3.3.1 Design Methodology for Quantum Restoring Integer Division Circuit

Figure 3.9: Quantum restoring integer divider circuit design for a single iteration
Fig. 3.9 shows the quantum circuit generated for the quantum restoring division circuit after 1 iteration of our design methodology. The Steps of the proposed methodology are repeated $n$ times. Hence, the circuit in Fig. 3.9 is also iterated $n$ times. This is done by using the outputs of the first iteration as inputs for the next iteration. Fig. 3.10 shows the complete quantum restoring division circuit where $I_1$ represents the first iteration, $I_2$ represents second iteration and $I_n$ represents the final iteration.

We now elaborate on how information moves through the circuit shown in Fig. 3.9.

- **Step 1.** The $|D_{[0:n-1]}\rangle$ holds the divisor, $|R_{[0:n-1]}\rangle$ is initialised to zero, and $|Q_{[0:n-1]}\rangle$ holds the dividend.

- **Step 2.** We consider, $|Q_{[n-1]}\rangle$ and $|R_{[0:n-2]}\rangle$, as one combined register.

- **Step 3.** The combined register mentioned above in Step 2, and $|D_{[0:n-1]}\rangle$ are given as inputs to the quantum subtractor circuit. Register $|D_{[0:n-1]}\rangle$ emerges unchanged. The combined register now holds the result of subtraction of $R$ and $D$ registers. Let us call this result as $|R - D_{[0:n-1]}\rangle$.

- **Step 4.** Qubits $|R - D_{[n-1]}\rangle$ and $|R_{[n-1]}\rangle$ are supplied to a CNOT gate. $|R - D_{[n-1]}\rangle$ is the control qubit and the $|R_{[n-1]}\rangle$ is the target qubit. The target now holds the value of $|R - D_{[n-1]}\rangle$ because $|R_{[n-1]}\rangle$ is always zero throughout the computation.

- **Step 5.** Qubit $|R_{[n-1]}\rangle$ is the control qubit to the conditional ADD operation circuit.
• Step 6. Registers $|R - D_{[0:n-1]}\rangle$ and $|D_{[0:n-1]}\rangle$ are the two $n$ qubit inputs to the conditional ADD operation circuit. Register $|D_{[0:n-1]}\rangle$ emerges unchanged. The combined register will contain either the sum or emerge unchanged.

• Step 7. $|R_{[n-1]}\rangle$ is complemented.

Steps 2 through 7 are repeated $n$ times. At the end of $n$ iterations, the Quotient will be in $|Q_{[0:n-1]}\rangle$, the remainder in $|R_{[0:n-1]}\rangle$ and the divisor emerges unchanged.

### 3.3.2 Cost Comparison With Existing Work

Table 3.5: Resource Count of Proposed Restoring Division Circuit

<table>
<thead>
<tr>
<th></th>
<th>Subtractor</th>
<th>conditional ADD operation circuit</th>
<th>Restoring Divider</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-count</td>
<td>$(14n - 14)$</td>
<td>$(21n - 14)$</td>
<td>$35n^2 - 28n$</td>
</tr>
<tr>
<td>T-depth</td>
<td>8</td>
<td>16</td>
<td>$18 \times n$</td>
</tr>
<tr>
<td>Ancilla qubits</td>
<td>0</td>
<td>0</td>
<td>$n$</td>
</tr>
</tbody>
</table>

Table 3.6: Comparison of Resource Count Between Proposed and Existing Work

<table>
<thead>
<tr>
<th></th>
<th>1 Proposed</th>
<th>% impr. w.r.t. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-count</td>
<td>$\approx 400n^2$</td>
<td>$\approx 91%$</td>
</tr>
<tr>
<td>T-depth</td>
<td>$130 \times n$</td>
<td>$86.15%$</td>
</tr>
<tr>
<td>Ancilla qubits</td>
<td>$2n$</td>
<td>$50%$</td>
</tr>
</tbody>
</table>

1 is the work in [44]

The resources used in the design of the proposed quantum restoring integer division circuit is presented in Table 3.5. As shown in Table 3.5, the proposed design will require $n$ ancillary qubits during initialization of the remainder register. The T-count required by the design is given by summing the cost of subtractor and conditional ADD operation quantum circuit at each stage. T-count of the proposed quantum
restoring integer division circuit is $35n^2 - 28n$. The T-depth required by the design is given as $18 \ast n$.

Comparison of resource estimation between proposed quantum circuit of integer division and the existing quantum circuit of integer division in [44] is shown in Table 3.6. To calculate the T-count and T-depth for [44] we use T-count and T-depth from approximate phase gate implementations reported in [45]. The implementations with the poorest accuracy were used. This is because the T-count increases significantly as a function of accuracy. Table 3.6 showed that the proposed quantum circuit of integer division has an improvement ratio of 86.15% in terms of T-depth, and 91% in terms of T-count.

### 3.4 Conclusion

In this chapter, we have presented two designs for quantum circuit integer division based on Clifford+T gates. The first quantum circuit presented is based on the non-restoring division algorithm and the second quantum circuit presented is based on the restoring division algorithm. The design of sub-components used in the proposed quantum integer division circuits such as the quantum conditional ADD operation circuit, quantum adder-subtractor and quantum subtraction circuit are also shown. The proposed quantum integer division circuits are shown to be superior to existing designs in terms of T-depth and T-count. We conclude that the proposed non-restoring division circuit can be integrated in a larger quantum data path system design where T-count and T-depth are of primary concern. We also conclude that the proposed restoring division circuit can be integrated in a larger quantum data path system design to implement quantum algorithms where qubits are limited and T-count and T-depth must be kept to a minimum.

Existing quantum circuit implementations do not include the additional qubit
transformations that account for the available instruction set architecture, the hardware connectivity and layout constraints of a particular technology \[48 \ 49\]. For example, in trapped ion quantum computers (such as those presented in \[50\] and \[51\]) the ions are stored as a linear chain. Thus, interactions between qubits is restricted to at most two neighbors. Such constraints may significantly impact how quantum circuits are implemented in practice. The proposed quantum integer division circuit designs do not take into account technology constraints. However, the T-count and T-depth cost savings of our quantum integer division circuits are unaffected by these hardware considerations. To efficiently implement quantum algorithms, new designs need to be investigated for integer division that minimize the overhead imposed by technology constraints.
Chapter 4

Adiabatic Computing Based
Low-Power and DPA-Resistant Lightweight Cryptography

Lightweight cryptography (LWC) is a subfield of cryptography that provides cryptographic solutions for resource-constrained IoT devices [20]. However, the secret or personal information stored and communicated through the LWC devices can be obtained through side-channel attacks [52]. Among the various side-channel attacks reported in the literature, the Differential Power Analysis (DPA) attack is considered to be one of the powerful side-channel attacks to reveal the secret information from the secure devices [53]. DPA attack reveals the secret key by correlating the instantaneous power consumed by the cryptographic device with the input data and the secret key. To guess the secret key, DPA uses statistical methods and evaluate the power traces with uniform plain texts. DPA requires no knowledge about the hardware implementation of the cipher and can be applied to any black box hardware implementation. These features of DPA makes it one of the powerful side channel attacks.
Various hardware related DPA countermeasures have been developed over the years, but none of these countermeasures are suitable to implement in resource constrained IoT devices [32] [54]. For example, a recent DPA-resistant implementation of the lightweight cryptography algorithm called PRESENT based on widely used DPA-resistant Wave Dynamic Differential Logic (WDDL) consumes at least 3X times more power than its CMOS based implementation [55].

Adiabatic logic [31] is one of the circuit design techniques used to design low-power and DPA-resistant hardware. Adiabatic logic can operate energy-efficiently at low frequencies, therefore it is one of the best candidate to implement low-power LWC circuits in IoT devices working at low frequencies. A survey on DPA countermeasures for LWC has concluded that adiabatic logic is one of the promising techniques to design low-power and DPA-resistant hardware [32] [33].

To establish the utility of adiabatic logic as a low-power and DPA-resistant solution for LWC, this thesis work investigates the Symmetric Pass Gate Adiabatic Logic (SPGAL) based implementation of the PRESENT-80 algorithm.

## 4.1 Symmetric Pass Gate Adiabatic Logic (SPGAL)

Symmetric Pass Gate Adiabatic Logic (SPGAL) was recently proposed as a low-power and DPA-resistant solution for LWC based IoT devices [6]. Fig. 4.1 shows the general structure of SPGAL logic gates. F and $\bar{F}$ in Fig. 4.1 represent the logic function and its compliment in the SPGAL gates. In SPGAL gates, F and $\bar{F}$ are designed in such a way that the load capacitors are balanced. Transistors M1 and M2 are used to recover the charge from the load capacitances while M3 and M4 are used to discharge the redundant charge present in the load capacitances before the evaluation of the next cycle of inputs.

Fig. 4.2 (a) shows the schematic of the SPGAL buffer. M3 and M4 form the
logic functions. M1 and M2 are used to recover the charge from the load capacitors. M5 and M6 are used to reset the outputs before the evaluation of the next cycle. Fig. 4.2 (b) shows the timing diagram of the SPGAL buffer. At T1, the inputs are passed to the SPGAL buffer. At T2, VCLK rises from GND to $V_{dd}$ and the output load capacitors are charged through M3 or M4. At T3, VCLK will be at $V_{dd}$ and the inputs will slowly fall back to ground. At T4, the charges present in the load capacitors is recovered back to VCLK through M1 or M2. However, $V_{tp}$ charge in the load capacitors cannot be recovered back to VCLK which leads to information leakage. In the SPGAL design, the redundant charge is discharged to ground by using the discharge signal. Power clocks required for this circuit is generated by a dedicated circuit. Examples of such adiabatic clock generation circuitry are explained in \[56\].

To implement complex circuit designs in SPGAL, four trapezoidal clocks with each having a 90° phase shift with respect to its advance clock should be employed. Symmetric designs and resetting the outputs before the evaluation of next outputs make SPGAL gates more secure than the existing countermeasures against DPA attacks. Further, the SPGAL family is energy-efficient as compared to the existing adiabatic logic based DPA countermeasure circuits due to the reduction of non-adiabatic loss.

Figure 4.1: General structure of a SPGAL logic gate \[6\]
More details on this Symmetric Pass Gate Adiabatic Logic (SPGAL) can be found in [6]. SPFAL is one of the other secure adiabatic logic families [57].

![Figure 4.2: a) Schematic of SPGAL buffer b) Timing diagram of SPGAL buffer](image)

4.2 Implementation of PRESENT-80 Using Adiabatic Logic

Due to the higher power consumption and large area, CMOS-based DPA countermeasure circuits such as Sense Amplifier Based Logic (SABL) [58] are not suitable to implement in LWC devices. To protect the IoT devices against DPA attacks, an algorithmic countermeasure against DPA attack has been proposed in [59]. However, the countermeasure against DPA provided in [59] is not applicable for all LWC algorithms. As such, low-power adiabatic circuits could be especially valuable to implement in IoT devices such as RFID. To address the challenges in designing DPA countermeasure circuits for IoT devices, we considered the impact of adiabatic computing on the 64-bit input, 80-bit key based PRESENT algorithm.

Side-channel attacks based on DPA can be mounted on PRESENT to extract the keys. The existing countermeasures for DPA attacks are not suitable for circuits
working under energy constraints; for example, WDDL based PRESENT consumed 3X more power than its CMOS implementation [55].

4.2.1 SPGAL Implementation of PRESENT-80

In this section, we discuss the implementation of the PRESENT-80 algorithm using SPGAL gates. As discussed in the previous section, SPGAL is a low-power and DPA secure adiabatic logic family that uses four phase trapezoidal clocks to recover the energy from the load capacitors to the power clock. Four trapezoidal clocks with each having a 90° phase shift with respect to its advance clock are employed during the implementation. Note that in adiabatic circuits, the output of each gate is valid after one phase cycle of the clock and therefore it is possible to connect the circuits in a sequential manner.

Figure 4.3: One round implementation of PRESENT-80 using SPGAL gates

Fig. 4.3 shows one round of the PRESENT-80 algorithm with a four phase clocking scheme. In our design of PRESENT-80, AddRoundKey is implemented with the first phase ($\phi_1$) of the clock while the PRESENT 4 $\times$ 4 S-Box is implemented with $\phi_2$, $\phi_3$ and $\phi_4$ as shown in Fig. 4.3. Fig. 4.4 shows the four phase clocks which are used to implement PRESENT-80 using SPGAL gates.
In this work, we have implemented PRESENT-80 using SPGAL logic gates. For comparison purposes, we have implemented PRESENT-80 using CMOS gates and Sense Amplifier Based Logic (SABL) gates. SABL is one of the prominent CMOS based circuit level DPA countermeasure circuits in the literature [58]. Simulations are performed in SPECTRE simulator using 22nm CMOS bulk technology. All the circuits are simulated using SPECTRE simulator in PTM 22nm [60] technology with a $V_{DD}$ of 1V. All of the simulations presented in this work are performed at 12.5 MHz which is close to the operating frequency of RFID (13.56 MHz).

Table 4.1 shows the implementation results of PRESENT-80 using SPGAL, CMOS and SABL logic gates. From Table 4.1 we can see that the SPGAL implementation of one round of PRESENT-80 has 83% improvement in terms of average power consumed and average current consumed as compared to its corresponding CMOS implementation. The SPGAL implementation of PRESENT-80 also has 82% of improvement in terms of average energy consumed as compared to the CMOS implementation. The comparison results in Table 4.1 also show that the SPGAL based implementation of one round of PRESENT-80 also has very high improvement results in all the metrics as compared to the SABL implementation. It has to be noted that the current con-
sumption of the SPGAL PRESENT-80 is the sum current of all the power supplies. The SPGAL based PRESENT-80 has reduced current consumption due to recovery of charge whereas in the conventional CMOS based PRESENT-80 the charges are discharged to ground leading to the additional current and power consumption.

Gate Equivalent (GE) represents the size of the circuit in terms of two input NAND gates. From our simulations, we found that the SPGAL based PRESENT implementation has 16% lesser GE count as compared to the SABL implementation of PRESENT-80. However, the SPGAL based PRESENT-80 has 38% more GE count than its CMOS equivalent as the CMOS-based design utilizes the single rail logic.

Table 4.1: Comparison of metrics between CMOS, SABL and SPGAL implementations of PRESENT-80

<table>
<thead>
<tr>
<th>Metric</th>
<th>CMOS</th>
<th>SABL</th>
<th>SPGAL</th>
<th>% imp of SPGAL w.r.t CMOS</th>
<th>% imp of SPGAL w.r.t SABL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. power</td>
<td>7.890</td>
<td>15.30</td>
<td>1.32</td>
<td>83</td>
<td>91</td>
</tr>
<tr>
<td>Avg. current</td>
<td>7.954</td>
<td>15.33</td>
<td>1.35</td>
<td>83</td>
<td>91</td>
</tr>
<tr>
<td>Avg. energy</td>
<td>20.83</td>
<td>40.46</td>
<td>3.564</td>
<td>82</td>
<td>90</td>
</tr>
</tbody>
</table>

4.3 DPA Attack on PRESENT-80

Although CMOS and emerging transistors based SPGAL show better performance in terms of energy and power consumptions, it is important to validate their security against DPA attack. When considering the DPA attack, it is essential to identify the intermediate blocks to perform the DPA attack. In this work, a DPA attack is performed on the output of the PRESENT S-Box (S-layer) as shown in Fig. 4.3. We have performed the DPA attack as per the steps described in [61]. Simulations are performed at 12.5 MHz. Fig. 4.5(a) shows a successful DPA attack on the CMOS.
based PRESENT-80 design. In DPA attacks, usually a large number (greater than 100,000) of input plain texts are fed to the crypto processor. However, in this thesis, we performed a simulation based DPA attack without any electrical noises. Moreover, the benchmark PRESENT-80 core does not have other analog and digital modules of the crypto processor that consume additional current. Therefore, for the CMOS-based implementation of the PRESENT-80 algorithm, the secret key was revealed using fewer traces (5233 input traces).

Further, It has been shown in Fig. 4.5(b) that the DPA attack was unsuccessful for the SPGAL based PRESENT-80. From our simulation results, the secret key was not revealed in the SPGAL based PRESENT for more than 50,000 input traces.

![Key = 6](a) MTD = 5233

![Key = 6](b)

4.4 Conclusion

In this work, we have demonstrated adiabatic computing as a promising platform for low-power and LWC in IoT devices. PRESENT-80 Lightweight algorithm has been used as the benchmark circuit for this thesis work. From the simulation results, it is shown that the SPGAL based PRESENT-80 consumes less current, less power and is
more energy-efficient in comparison to its equivalent CMOS-based and SABL-based implementations. It is also demonstrated that SPGAL circuits are more resistant to DPA attacks as compared to their equivalent CMOS circuits. Improvement in power dissipation along with security against DPA makes the adiabatic computing (SPGAL) an ideal candidate to implement IoT based devices where power consumption and security are major concerns. The low-power and DPA-resistance properties of the adiabatic based PRESENT benchmark circuit have opened avenues for the low-power and DPA-resistant implementation of lightweight cryptographic algorithms for IoT devices.
Chapter 5

Adiabatic Computing for Emerging Nanotechnologies

Entering the smart society today, the amount of the information and data is growing explosively. Corresponding to the growth, demands for low-power, high-performance integrated circuits become even stronger. The slowdown of Moores law intensifies the search of the next transistor and memory technologies beyond CMOS. For conventional MOS structure, as the channel length shrinks, the gate does not have full control over the channel which is not desirable. One of its effects is to cause more sub-threshold leakage from drain to source, which is not good from power consumption point of view. In conventional MOS, the gate cannot control leakage path. This can be improved using various MOS structures which allow the scaling of a transistor beyond conventional MOS scaling limit [62]. Several emerging transistor devices are proposed in the last decade. This emerging transistor devices extends Moore’s law, allowing semiconductor manufacturers to create CPUs and memory modules that are smaller, perform faster, and consume less energy. FinFET, TFET (Tunnel FET) and UTB-SOI (Ultra Thin Body - Silicon on Insulator) are some of the most promising emerging nanotechnologies. In this section, we will discuss the adiabatic
implementation of FinFET, TFET and UTB-SOI in PRESENT-80 benchmark circuit for Lightweight cryptography.

5.1 SPGAL Implementation in FinFET, TFET and UTB-SOI

FinFET-SPGAL and TFET-SPGAL are implemented in 20nm technology. The results are compared with 22nm CMOS-SPGAL. Further, leakage analysis is also performed on UTB-SOI.

5.1.1 FinFET Based SPGAL (FinSAL)

In this work, the Short Gated (SG) mode FinFET implementation of SPGAL gates are investigated for LWC. In this work, we have used Predictive Technology Model for 20nm FinFETs for simulation [60]. Since SG mode is considered as the substitution for bulk CMOS, the MOSFETs are replaced by SG FinFETs. The FinFET implementation of SPGAL (FinSAL) has outperformed the CMOS based SPGAL gates in terms of power consumption and security in terms of resistance against DPA attacks. FinSAL has been recently proposed in [7]. Fig. 5.1 shows the FinFET based SPGAL (FinSAL) implementation of XOR gate. The FinSAL XOR gate consumes less energy as compared to the FinFET based conventional XOR gate due to recovery of charge in each phase of clock cycle. Fig. 5.2 shows the uniform current consumption of the FinSAL XOR gate for various input transitions. The uniform current consumption of FinSAL XOR gates shows that FinSAL gates can counteract DPA attack at cell level.

Low operating voltage, low-power consumption and uniform current consumption irrespective of input data of FinSAL gates makes it suitable to implement in LWC for IoT applications. This motivated us to investigate the FinSAL gates for use in LWC to design low-power and DPA-resistant IoT devices. More details on FinSAL can be
5.1.2 TFET Based SPGAL (TunSAL)

In this work, we have used InAs homo-junction tunneling FETs for our simulations. We have investigated the advantages of SPGAL gates with Tunnel FET (TFET). TFET based SPGAL gates are referred as TunSAL in this work. Fig. 5.3 shows TunSAL XOR gate. TunSAL XOR gate has balanced load capacitance with symmetric design similar to the CMOS counterpart. In TunSAL gates, F and $\bar{F}$ (refer Fig. 4.1)
are replaced by N type TFETs and the charge recovery path in SPGAL designs are
replaced by P type TFETs. For energy recovery designs, it is critical to determine
the supply voltage with different transistors and different technology nodes. The ad-
vantage of TFET is it can operate at very low supply voltages. In this thesis, the
supply voltage of 0.3V has been used to simulate the TFET based circuits at 20nm
technology. PTM technology model files have been used\cite{60}. With the scaling of sup-
ply voltage, TunSAL circuits have reduced power consumption as compared to the
CMOS based SPGAL circuits. Fig. 5.4 shows the uniform current consumption of the
TunSAL XOR gate for various input transitions. The uniform current consumption
of TunSAL XOR gates shows that TunSAL gates can counteract DPA attack at cell
level. Low operating voltage, low-power consumption and uniform current consump-
tion irrespective of input data of TunSAL gates makes it suitable to implement in
LWC for embedded computing devices. For the purpose of fair comparison, we have
compared the TunSAL with FinSAL (FinFET based SPGAL) and CMOS-SPGAL
based circuits.

![Figure 5.3: Schematic of TunSAL XOR gate](image-url)
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5.1.3 Analysis of FinSAL and TunSAL

In this work, CMOS and FinFET based circuit simulations are performed in Cadence Virtuoso using PTM model files [60]. An input voltage of 1V is used for simulating CMOS and CMOS-SPGAL gates at 22\textit{nm}. An input voltage of 0.9V is used for FinFET gates at 20\textit{nm} and TFET gates are simulated at 0.3V at 20\textit{nm} using [63].

The security parameter Normalized Energy Deviation (NED) is used to indicate the percentage difference between minimum and maximum energy consumption for all possible input transitions. Normalized Standard Deviation (NSD) indicates the energy consumption variation based on the inputs. Table 5.1 shows the simulated and calculated results of the CMOS-SPGAL XOR gate compared with FinSAL and TunSAL XOR gates. From Table 5.1, it can be inferred that FinSAL and TunSAL XOR gates have very negligible NED values. The reason for this lower NED values is the uniform current consumption of SPGAL designs. Further, the TunSAL XOR gate has reduced energy consumption as compared to the CMOS-SPGAL and FinSAL XOR gates. Fig. 5.5 helps us to understand the relation between the energy deviation (NED) and the supply voltages for each device with energy recovery computing. With lowering of supply voltages, the TunSAL-XOR gate offers more security as it has minimum energy deviation. We can also infer from Fig. 5.5 that, CMOS-SPGAL XOR gate does not function properly for voltages less than 0.6 V. Similarly, FinSAL...
XOR gate fails to function correctly for voltages less than 0.5 V. Hence, the NED values for FinSAL (less than 0.5 V) and CMOS-SPGAL (less than 0.6 V) are not presented in Fig. 5.5. Further, we can see that TunSAL XOR gate has very negligible energy deviations from 0.2 - 0.5 V. FinSAL shows superior performance compared to CMOS-SPGAL from 0.5 V to 1 V. Low energy deviations makes TunSAL and FinSAL gates excellent candidates for LWC applications.

Table 5.1: Simulated and calculated results of CMOS-SPGAL XOR gate and FinSAL XOR gate compared with TunSAL XOR gate

<table>
<thead>
<tr>
<th>Logic family</th>
<th>SPGAL</th>
<th>FinSAL</th>
<th>TunSAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>MOSFET</td>
<td>FinFET</td>
<td>TFET</td>
</tr>
<tr>
<td>Technology</td>
<td>22nm</td>
<td>20nm</td>
<td>20nm</td>
</tr>
<tr>
<td>$V_{DD}$ (V)</td>
<td>1</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>$E_{min}$ (fJ)</td>
<td>0.266</td>
<td>0.058</td>
<td>0.044</td>
</tr>
<tr>
<td>$E_{max}$ (fJ)</td>
<td>0.268</td>
<td>0.060</td>
<td>0.046</td>
</tr>
<tr>
<td>$E_{avg}$ (fJ)</td>
<td>0.267</td>
<td>0.059</td>
<td>0.045</td>
</tr>
<tr>
<td>NED (%)</td>
<td>0.500</td>
<td>0.211</td>
<td>0.014</td>
</tr>
<tr>
<td>NSD(%)</td>
<td>0.200</td>
<td>0.100</td>
<td>0.030</td>
</tr>
</tbody>
</table>

![Figure 5.5: NED as a function of supply voltage](image)

5.1.4 UTBSOI Based SPGAL

In this work, all the UTB-SOI based simulations are performed in Cadence Virtuoso using BSIM model files [64]. An input voltage of 1.8V is used for simulating CMOS...
Table 5.2: Simulated and calculated results of SPGAL XOR and AND gates compared with adiabatic UTB SOI XOR and AND gates

<table>
<thead>
<tr>
<th>Logic family</th>
<th>CMOS SPGAL-XOR</th>
<th>UTB SOI SPGAL-XOR</th>
<th>CMOS SPGAL-AND</th>
<th>UTB SOI SPGAL-AND</th>
</tr>
</thead>
<tbody>
<tr>
<td>NED (%)</td>
<td>0.016</td>
<td>0.001</td>
<td>0.09</td>
<td>0.005</td>
</tr>
<tr>
<td>NSD (%)</td>
<td>0.008</td>
<td>0.0005</td>
<td>0.03</td>
<td>0.002</td>
</tr>
<tr>
<td>Avg. Leakage</td>
<td>7.63</td>
<td>3.02</td>
<td>11.52</td>
<td>7.15</td>
</tr>
</tbody>
</table>

and CMOS-SPGAL gates. UTB-SOI SPGAL gates are simulated at 1.5V. NED and NSD values have been calculated for both bulk CMOS SPGAL and UTB-SOI SPGAL based XOR and AND gates. To prove that UTB-SOI consumes low leakage power, we have also compared the average leakage power for both bulk CMOS SPGAL and UTB-SOI SPGAL based XOR and AND gates.

Table 5.2 shows the results of the bulk CMOS SPGAL XOR and AND gates compared with UTB-SOI SPGAL based XOR and AND respectively. From Table 5.2 we can infer that both bulk CMOS SPGAL and UTB-SOI SPGAL gates have very negligible energy deviations. However, UTB-SOI SPGAL based XOR and AND gates saves 60% and 38% of average leakage power as compared to bulk CMOS SPGAL based XOR and AND gates respectively.

5.2 FinFET, TFET and UTB-SOI implementations of PRESENT-80

In this work, we have implemented PRESENT-80 using FinFET, TFET and UTB-SOI based SPGAL logic gates. The results are compared with CMOS-SPGAL gates. All of the simulations presented are performed at 12.5 MHz which is close to the operating frequency of RFID (13.56 MHz).

From the comparison results in Table 5.3 we can see that FinSAL and Tun-
Table 5.3: Comparison of metrics between CMOS-SPGAL, FinSAL and TunSAL implementations of PRESENT-80

<table>
<thead>
<tr>
<th>Metric</th>
<th>CMOS-SPGAL</th>
<th>FinSAL</th>
<th>TunSAL</th>
<th>% imp of FinSAL w.r.t CMOS-SPGAL</th>
<th>% imp of TunSAL w.r.t CMOS-SPGAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>MOSFET</td>
<td>FinFET</td>
<td>TFET</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tech. (nm)</td>
<td>22</td>
<td>20</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$V_{DD}$ (V)</td>
<td>1</td>
<td>0.9</td>
<td>0.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg. power ($\mu W$)</td>
<td>1.32</td>
<td>0.70</td>
<td>0.511</td>
<td>46</td>
<td>62</td>
</tr>
<tr>
<td>Avg. energy ($pJ$)</td>
<td>3.564</td>
<td>1.795</td>
<td>1.257</td>
<td>50</td>
<td>65</td>
</tr>
</tbody>
</table>

SAL implementations of PRESENT-80 has reduced power and energy consumption as compared to the CMOS-SPGAL. The FinSAL based PRESENT-80 consumes 46% and 50% of less power and energy consumption, respectively, as compared to the CMOS-SPGAL. Further, FinSAL also has 91% and 92% of less power and energy consumption, respectively, as compared to the CMOS based PRESENT-80. TunSAL has reduced power and energy consumption due to the reduced supply voltages as compared to FinFET and CMOS circuits. The TunSAL based PRESENT-80 consumes 62% and 65% of less power and energy consumption, respectively, as compared to the CMOS-SPGAL. Further, TunSAL has also 28% and 30% of less power and energy consumption, respectively, as compared to the FinSAL based PRESENT-80.

Table 5.4 shows the implementation results of PRESENT-80 using CMOS, CMOS SPGAL and UTB-SOI SPGAL logic gates. CMOS and CMOS-SPGAL are simulated at 1.8V and UTB-SOI SPGAL is simulated at 1.5V. The results of UTB-SOI SPGAL simulations are compared with the CMOS SPGAL simulation results and also with conventional CMOS simulation results for one round of PRESENT-80 (refer Table 5.4). From the comparison results in Table 5.4, we can see that the UTB SOI SPGAL implementation of PRESENT-80 has reduced power and energy consump-
tion as compared to the CMOS and CMOS SPGAL implementations. The UTB-SOI SPGAL based PRESENT-80 consumes 92% and 91% of less power and energy consumption, respectively, as compared to the CMOS based PRESENT-80. UTB-SOI SPGAL based PRESENT-80 also consumes 36% and 33% of less power and energy, respectively, as compared to bulk CMOS SPGAL based PRESENT-80. The current consumption of UTB-SOI is also very less. It has to be noted that the current consumption of the UTB-SOI SPGAL PRESENT-80 is the sum current of all the power supplies. The UTB-SOI SPGAL based PRESENT-80 has reduced current consumption due to recovery of charge whereas in the conventional CMOS based PRESENT-80 the charges are discharged to ground leading to the additional current and power consumption.

Table 5.4: Comparison of metrics between CMOS, CMOS SPGAL and UTB-SOI SPGAL implementations of PRESENT-80

<table>
<thead>
<tr>
<th>Metric</th>
<th>CMOS</th>
<th>Bulk-CMOS</th>
<th>UTB-SOI SPGAL</th>
<th>% imp of UTB-SOI SPGAL w.r.t CMOS</th>
<th>% imp of UTB-SOI SPGAL w.r.t SPGAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. power (µW)</td>
<td>4079</td>
<td>513.6</td>
<td>328.7</td>
<td>92</td>
<td>36</td>
</tr>
<tr>
<td>Avg. current (µA)</td>
<td>2255</td>
<td>304.55</td>
<td>189.6</td>
<td>91</td>
<td>37</td>
</tr>
<tr>
<td>Avg. energy (nJ)</td>
<td>1.044</td>
<td>0.15</td>
<td>0.10</td>
<td>91</td>
<td>33</td>
</tr>
</tbody>
</table>

5.3 DPA Attack

Although FinSAL, TunSAL and UTB-SOI-SPGAL have shown better performance, it is important to validate their security against DPA attack. We have performed the simulations at 12.5 MHz and we have sampled the data with a sampling period of 1ns. Fig. 5.6(a) shows a successful DPA attack on the conventional CMOS based
PRESENT-80 design. For the CMOS-based implementation of the PRESENT-80 algorithm, the secret key was revealed using fewer traces (6130 input traces).

Further, it has been shown in Fig. 5.6(b) that the DPA attack was unsuccessful for the UTB-SOI SPGAL based PRESENT-80. From our simulation results, the secret key was not revealed in the UTB-SOI SPGAL PRESENT for more than 50,000 input traces.

It has also been shown in Fig. 5.7 that, DPA attack was unsuccessful for FinSAL and TunSAL gates.

![Figure 5.6: DPA attack results of PRESENT implemented using a) Conventional CMOS gates b) UTB-SOI SPGAL gates](image)

5.4 Conclusion

In this work, we have demonstrated adiabatic computing in emerging transistors as a promising platform for low-power and LWC in IoT devices. From the simulation results, it is shown that the FinSAL consumes less current, less power and is more energy-efficient in comparison to its equivalent CMOS-based SPGAL at 22nm implementation at 0.5-0.9 V. TunSAL has shown amazing performance at 0.3V. UTBSOI based SPGAL has proven to show great improvements in energy, power and also
Figure 5.7: DPA attack results of PRESENT implemented using a) FinSAL gates b) TunSAL gates

in leakage power compared with its corresponding CMOS SPGAL. All the FinFET, TFET and UTB-SOI implementations of adiabatic PRESENT-80 were shown to be resilient to DPA attacks. Low leakage power, high energy efficiency and resilience against DPA attack makes adiabatic FinFET, TFET and UTB-SOI gates suitable to implement in LWC for IoT applications.
In this thesis, significant contributions are made quantum computing and adiabatic computing - the two new computing paradigms that come under the umbrella of rebooting computing.

Two resource efficient integer division circuit designs were proposed for use in Quantum Computing. One design was based on restoring division algorithm and the other one on non-restoring division algorithm. The proposed quantum integer division circuits are shown to be superior to existing designs in terms of T-depth and T-count. The design of sub-components used in the proposed quantum integer division circuits such as the quantum conditional ADD operation circuit, quantum adder-subtractor and quantum subtraction circuit were also shown. The proposed non-restoring division circuit can be integrated into a more extensive quantum data path system where T-count and T-depth were of primary concern. The restoring division circuit can be used to implement quantum algorithms where qubits are limited and T-count and T-depth must be kept to a minimum. Both the designs were verified through Verilog simulations.

Next, implementation of adiabatic logic in Lightweight cryptography for IoT devices were examined. PRESENT-80, the lightweight cryptographic algorithm, was
used as a benchmark algorithm. The recently proposed Symmetric Pass Gate Adiabatic Logic (SPGAL) family was chosen for case study. It was proven that SPGAL implementation of PRESENT-80 consumes less power and energy as compared to its equivalent CMOS implementation. It was also shown that SPGAL implementation is resistant to DPA attacks, which are powerful side-channel attacks. To obtain the full leverage of adiabatic logic designs, SPGAL was implemented in the emerging transistor devices such as FinFET, TFET and UTB-SOI. All the FinFET, TFET and UTB-SOI based SPGAL designs had proven their resilience against DPA attacks. FinFET-SPGAL was shown to provide excellent improvements in terms of power and energy consumption compared to CMOS-SPGAL designs for 0.5 V to 0.9 V. TFET-SPGAL was demonstrated to be more secure and energy-efficient compared to FinFET-SPGAL and CMOS-SPGAL at 0.2 V - 0.5 V. UTB-SOI SPGAL resulted in less leakage power compared to its equivalent CMOS implementation.

The designs proposed in this thesis provide a solid foundation for future work. One such direction would be designing larger quantum circuits where any of the proposed division circuits can be used based on the requirements. More complex functional units such as quantum multipliers, quantum fast Fourier transform (FFT) units, quantum arithmetic logic units (ALUs) can be designed by taking advantage of the divider designs proposed in this thesis. Another possible future work could be to use the adiabatic logic in sub-threshold logic. The emerging transistor devices can also be implemented in designing circuits for sub-threshold logic.
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