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ABSTRACT OF DISSERTATION 

 
 
 

DEVELOPMENT OF UNIVARIATE AND MULTIVARIATE FORECASTING 
MODELS FOR METHANE GAS EMISSIONS IN UNDERGROUND COAL MINES 

Methane gas management continues to be a challenge concerning underground coal mine 
safety and productivity worldwide despite the extraordinary effort of the mining industry, 
governmental agencies, and academia to develop new technologies to monitor and control 
methane gas emissions more efficiently. The risk of hazardous methane gas concentrations 
in underground environments cannot be underestimated. Statistical data for the last 100 
years indicate that around 80% of the accidents and 90% of the fatalities in the underground 
coal mining industry in the US were related to methane gas explosions.  

Modern underground mine operations monitor and evaluate atmospheric parameters such 
as barometric pressure, temperature, gas concentrations, and ventilation parameters (e.g., 
fan performance and airflow) by means of Automated Atmospheric Monitoring Systems, 
which use sensors that collect a massive amount of data implemented by mine operators to 
make decisions concerning mine safety and operate ventilation systems more effectively. 
In addition, however, some of these data can be statistically studied to develop forecast 
models to help improve the safety and health parameters of underground coal mining 
operations.  

The research presented in this dissertation investigates potential correlations between 
methane gas concentrations and independent variables such as barometric pressure and 
coal production rate to build reliable forecasting models capable of predicting future 
concentrations of methane gas, mainly based on time series data collected by the 
Atmospheric Monitoring System of three active underground coal mining operations in the 
eastern US and weather data retrieved from public weather stations in the proximity of the 
case studies. The mine and weather data were stored and pre-processed using an 
Atmospheric Monitoring Analysis and Database Management system explicitly designed 
to manage Atmospheric Monitoring Systems data. Furthermore, various statistical 
techniques were implemented to assess the potential association (e.g., autocorrelation and 
cross-correlation) between methane gas concentration time series and the independent 
variables. Such associations were employed to develop univariate and multivariate 
forecasting models for methane gas emissions in underground coal mines. Finally, the 
optimal model is selected using the Akaike Information Criterion, and the results obtained 



   

 

from the different forecast approaches (univariate and multivariate) are compared using 
cross-validation metrics to determine the best model.  

It was concluded that the ARIMA, VAR, and ARIMAX methane gas forecasting 
methodologies proposed in this research can accurately predict methane gas concentrations 
in underground coal mines operations. The methane gas forecasted from the models 
matched the validation data consistently, and their linear correlation was positive and 
strong in most cases. In addition, the 95% confidence interval consistently captured the 
forecast and validation data.  

KEYWORDS: Underground coal mining industry, methane gas, time series analysis, 
univariate and multivariate forecasting. 
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1. INTRODUCTION 
 

Variations in gas emission levels in underground coal mines are related to many factors, 
including coal production rates. Therefore, as underground coal mine production increases, 
ventilation systems must deal with an intensified load of pollutants (e.g., carbon monoxide, 
carbon dioxide, and methane gas). The importance of these pollutants cannot be 
underestimated. Methane gas has threatened underground coal mining safety and 
productivity for more than 100 years. Methane gas was nicknamed "the miner's curse" in 
the 19th century after the first documented methane gas explosions in the United States 
(US) and France (Byrer et al., 2014; Flores, 1998).  

Methane gas is the most hazardous flammable gas found in underground coal operations 
worldwide. Explosions in underground coal mines because of unsafe methane gas 
concentrations have been the leading cause of incidents and fatalities in the US mining 
industry. Since 1900, more than 11,000 underground coal mine workers have died in over 
500 mining accidents (NIOSH, 2020). Recent examples due to methane gas explosions 
worldwide include the mining disaster at Soma Coal Mine, Turkey, in 2014, which caused 
more than 300 fatalities and has been considered the worst mining disaster so far in the 21st 
century. Moreover, the latest mine accident at Listvyazhnaya coal mine, Russia, in 
November 2021, which left more than 52 fatalities, is a reminder of how dangerous (a) 
unmanaged concentration of methane gas and (b) the implementation of inadequate mine 
monitoring systems can be (Kozlov, 2021;  Düzgün, 2014).  

Real-time monitoring and evaluation of underground environmental parameters (e.g., gas 
concentration, barometric pressure, temperature, fan performance, and airflow) are 
essential for handling hazardous methane gas concentrations. Automated Atmospheric 
Monitoring Systems (AMS) used in underground coal mines operations typically collect 
and store a tremendous amount of data employed by operators to make decisions regarding 
mine safety and operate ventilation systems more efficiently. However, these data are 
generally under-utilized, whereas it is feasible that they can be analyzed and evaluated 
using different statistical techniques to develop forecasting models of future methane 
emission levels in underground environments (Agioutantis et al., 2014).  

The research presented in this dissertation tackles the problem mentioned above by 
developing different methane gas forecasting models based on time series analysis. First, 
historical time series data from different sources (e.g., underground coal mines and weather 
stations) have been collected and imported into an Atmospheric Monitoring Analysis and 
Database mAnagement (AMANDA) system for data pre-processing and homogenization. 
After that, the data have been exported into the MATLAB® programming environment for 
further processing and statistical analysis. Finally, different methane gas concentration 
forecasting models were developed based on univariate and multivariate forecasting 
approaches, and their performance was evaluated using cross-validation metrics to 
determine the best forecast model among different model families for each specific dataset. 
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The general objective of this research is to safeguard and improve the safety and health 
conditions of mineworkers by identifying and quantifying techniques that provide 
meaningful correlations between methane gas concentrations and independent variables 
such as barometric pressure and coal production rate in order to develop robust and accurate 
methane gas forecast models for underground coal mine operations. In addition, this 
research will (a) contribute to the development of forecast methods for predicting methane 
gas concentrations and emissions in underground environments, especially in underground 
coal mines, that can lead to enhanced health and safety of mining personnel, and (b) 
identify research gaps in this field which should encourage new studies. 

1.1 Objectives 

This dissertation addresses the following objectives: 
 Objective 1: Determine the state-of-the-art in methane emissions forecasting for 
underground coal mines. Study the literature about developing forecasting models to 
predict methane gas concentrations and emissions in underground coal mine 
operations, particularly the implementation of time series analysis. 
 
 Objective 2: Collect mine and weather data. Gather mine data from the case studies, 
which, in most cases, consist of methane gas and coal production rate, and weather data 
comprised of barometric pressure from the nearest weather station to each case study. 
 
 Objective 3: Pre-process and homogenize the mine and weather data collected to 
ensure data consistency and integrity. This objective includes detecting and filtering 
erroneous values and homogenizing the different time series data to guarantee that they 
share the same timestamp. 

 
 Objective 4: Develop and validate long-term relationship(s) between methane 
emissions and independent variables. Estimate the potential autocorrelation of methane 
gas concentration time series and evaluate the possible cross-correlation between 
methane gas vs. barometric pressure and methane gas vs. coal production rate. 
 
 Objective 5: Develop univariate and multivariate forecasting models to predict 
methane gas concentrations and compare their accuracy and reliability to determine the 
best forecasting model. 

1.2 Innovation of Dissertation 

Although the mining industry and academia have made a lot of efforts to manage methane 
gas concentrations in underground environments more efficiently and effectively, this is 
one of the first documented attempts that use methane gas, barometric pressure, and coal 
production rate time series data simultaneously to develop univariate and multivariate 
forecasting methodologies capable of predicting future concentrations of methane gas to 
improve the safety and health of underground coal mines.  
The following general innovative elements of this research arise from this dissertation: 
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 The identification of appropriate filtering mechanisms for pre-processing the data 
collected by Automated Atmospheric Monitoring Systems installed in underground 
coal mines and data collected from external sources. 

 The implementation of time series data to develop different univariate and 
multivariate forecasting techniques to predict future levels of methane gas in 
underground coal mines operations.  

 The comparison of various univariate and multivariate methane gas forecasting 
approaches using cross-validation metrics and validation data to assess their 
accuracy and reliability.  

1.3 Publications 

The following publications are the result of the research presented in this dissertation:  
 Diaz, JC., Agioutantis, Z., Schafrik, S., Hristopulos, DT., Luxbacher, K. (2022). 

Investigating relationships between methane emissions and atmospheric data in 
underground coal mines to develop a forecasting model. Society for Mining, 
Metallurgy, and Exploration (SME). Feb. 27 - Mar. 02, 2022, Salt Lake City, UT. 
Preprint 22-025.  

 Diaz, JC., Agioutantis, Z., Schafrik, S., Hristopulos, DT. (2021). Managing and 
utilizing big data in atmospheric monitoring systems for underground coal mines. 
Mater. Proc. 2021, 5, 78. https://doi.org/10.3390/materproc2021005078. 

 Diaz JC., Agioutantis Z., Schafrik S., Hristopulos DT. (2021). Towards 
atmospheric monitoring data analysis in underground coal mines. In: Proceedings 
of the 18th North American Mine Ventilation Symposium. 
https://doi.org/10.1201/9781003188476-51. 

 Diaz, JC., Agioutantis, Z., Hristopulos, DT., Luxbacher, K., Schafrik, S. (2022). 
Time series modeling of methane gas in underground mines. Mining, Metallurgy, 
and Exploration Journal (submitted). 

 Diaz JC., Agioutantis Z., Hristopulos DT., Luxbacher K., Schafrik S. (2022). 
Forecasting of methane gas in underground coal mines: univariate vs. multivariate 
modeling approaches. Process Safety and Environmental Protection Journal 
(submitted). 

1.4 Structure of Dissertation 

This dissertation is composed of several peer-reviewed journal and conference papers that 
have been published, have already been submitted, or are in preparation. Therefore, the 
chapters within this dissertation are structured as follows:  

Chapter 2 presents a comprehensive literature review of different techniques used in 
previous research to forecast methane gas concentrations and emissions in underground 
coal mining environments. The literature review is presented through a paper published 
in the North American Mine Ventilation Symposium in June 2021.   
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Chapter 3 describes the main steps of data pre-processing and analysis employed in this 
research. Two manuscripts are included: an article published in the International 
Conference on Raw Materials and Circular Economy in September 2021 and a paper 
published and presented at the Society of Mining, Metallurgy, and Exploration 
symposium in February 2022. 

Chapter 4 explains the statistical techniques implemented to investigate the potential 
association (correlation and autocorrelation) and validate the long-term relationship(s) 
between methane gas emissions and possible independent variables (e.g., barometric 
pressure and coal production rate) along with the preliminary results of the univariate 
methane gas forecasting methods proposed by this research. It is covered by a paper 
submitted in January 2022 to the Mining, Metallurgy, and Exploration Journal.  

Chapter 5 presents the results obtained from the multivariate methane gas forecasting 
methods proposed by this research and compares their accuracy with the univariate 
approach presented in Chapter 4 through an article that will be submitted to the Process 
Safety and Environmental Protection Journal. 

Finally, Chapter 6 presents a short discussion of the main findings as well as the 
conclusions and recommendations for the entire body of work.  
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2. LITERATURE REVIEW ON TIME SERIES ANALYSIS FOR METHANE 
GAS FORECASTING 

 

The literature review of previous research for methane gas forecasting in underground coal 
mines is covered by the following peer-reviewed article published in the proceedings of 
the 2021 North American Mine Ventilation Symposium (NAMVS), held online from June 
12-17, 2021. 

TOWARDS ATMOSPHERIC MONITORING DATA ANALYSIS IN UNDERGROUND COAL MINES 

Juan Diaz, University of Kentucky; Lexington, Kentucky; United States of America 

Zach Agioutantis, University of Kentucky; Lexington, Kentucky; United States of America 

Steven Schafrik, University of Kentucky; Lexington, Kentucky; United States of America 

Dionissios Hristopulos, Technical University of Crete; Chania, Crete; Greece 

Full Citation: 

Diaz J, Agioutantis Z, Schafrik S, Hristopulos DT (2021) Towards atmospheric monitoring 
data analysis in underground coal mines. In: Proceedings of the 18th North American Mine 
Ventilation Symposium. https://doi.org/10.1201/9781003188476-51. 

2.1 Abstract 

Atmospheric Monitoring Systems (AMS) used in underground coal mines typically collect 
and store a tremendous amount of data. Logged values, such as gas concentrations, ambient 
temperature, barometric pressure, humidity, air velocity, as well as a variety of fan related 
data are seldom integrated into a single system for analysis. Typically, the data are utilized 
in individual systems by operators in order to make decisions regarding the health and 
safety of the workforce as well as for managing ventilation systems more efficiently.  
This research discusses different studies that investigate the dependence between gas con-
centration measurements from underground mines and atmospheric data by means 
statistical measures of association. The objective is to identify and quantify techniques that 
provide meaningful correlations between potentially harmful gas concentrations and 
meteorological variables, which will allow the development of a robust predictive model. 
Preliminary results from a case study in the eastern USA are presented. 

 2.2 Introduction 

Variations in gas emission rates in underground coal mines are directly related to coal 
production rates. Consequently, as underground coal mine production increases, 
ventilation systems have to deal with an intensified load of pollutants such as carbon 
monoxide (CO), carbon dioxide (CO2), hydrogen sulfide (H2S), and methane gas (CH4), 
among others. The importance of these pollutants cannot be underestimated. Primarily, 
methane gas has always been considered a serious threat to underground coal mining safety 
and productivity due to its high toxicity and explosivity risk. The mining disaster at Soma 
Coal Mine, Turkey, in 2014, which caused more than 300 fatalities, and has been 
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considered the worst mining accident so far in the 21st century, is a reminder of how 
dangerous (a) the excessive concentration of methane gas and (b) the implementation of 
inadequate mine monitoring systems can be (Düzgün and Leveson, 2018).  
Methane gas is the most frequently threatening flammable gas found in underground 
longwall coal mines (Chaulya and Prasad, 2016). It is highly explosive when its 
concentration exceeds a limit of 5% to 15%, known as the explosive range. In this scope, 
methane gas can be readily ignited by the presence of an ignition source such as an open 
flame, explosives, a spark from electrical equipment, or a cutting bit. Sometimes 
spontaneous heating of coal can trigger an ignition (Karacan et al., 2011; Kissell, 2006).  
There are generally two methods for dealing with excessive methane emissions in 
underground coal mines. The first and most widely used is the implementation of mine 
ventilation systems. Their main objective is to dilute methane concentration to acceptable 
levels minimizing the risk of explosion. The second one is coal seam degasification 
techniques based on implementing borehole designs to remove the coal mine methane from 
the underground mining environment before, during, or after coal production (Karacan et 
al., 2011). This research focuses on underground coal mine ventilation and monitoring 
systems. 
Real-time monitoring and evaluation of environmental underground mine parameters, such 
as barometric pressure, dry bulb and wet bulb temperature, humidity, air velocity, fan 
performance, gas concentration, and airflow, are essential for dealing with hazardous 
methane gas concentrations (Agioutantis et al., 2014). Atmospheric Monitoring Systems 
(AMS) used in underground coal mines typically collect and store a tremendous amount of 
data employed by operators to make decisions regarding mine safety and operate 
ventilation systems more efficiently and effectively. However, these data are generally 
under-utilized, whereas it is feasible that they can be used to create short or long-term 
predictive models of future levels of methane emission (Agioutantis et al., 2015; Dixon 
and Longson, 1993). 
Two main points have been discussed so far. The first one is the high gas emission rates in 
underground coal mines due to the rise in coal production rates. The second one is the 
under-utilization of data collected by atmospheric monitoring systems. This research 
tackles this problem. This study investigates the dependence between gas concentration 
measurements from underground mines and atmospheric data by employing statistical 
measures of association. The objective is to predict the concentration of harmful gases 
using the data collected and stored by AMS. 

2.3 Methane Prediction Methods  

In recent years, there has been significant progress concerning monitoring and prediction 
of methane gas emissions in underground coal mining due to technological advances in 
different fields such as electronics, data transmission systems, atmospheric monitoring 
systems, the internet of things (IoT), artificial intelligence, and machine learning 
(Agioutantis et al., 2015; Byung and Asad, 2018). However, the development of accurate 
methane gas prediction methods still presents challenges primarily due to the multiple 
variables and sources involved in methane gas emission into the underground mining 
environment. 
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The most critical parameters that influence methane emission in underground coal mines 
can be classified into two major groups (Karacan, 2008). The first group includes 
parameters related to the geological characteristics of the coal deposits, such as gas content 
of mined coal seams (Boyer and Qingzhao, 1998), depth of the mined coalbed, reservoir 
properties of coalbed (Lunarzewski, 1998), coal rank, and strength of the overlying strata 
(Karacan et al., 2011). The second group includes the mining process parameters, also 
known as operational factors, which involve mining and coal productivity (Karacan, 2008). 
Identifying and analyzing the parameters that influence methane emission in coal mining 
is essential for developing an accurate methane gas prediction method. These methods can 
be classified into three different categories based on the approach employed. The first 
category is the empirical approach based on data collected by observing a process or 
phenomenon. Depending on the nature of the research, the data employed can be qualitative 
or quantitative. The second category is the numerical approach, which implements a 
numerical approximation or mathematical tools to solve physical models. In this case, 
numerical methods are used to predict the emission and concentration of methane gas. 
Finally, the third category is the statistical approach, which is based on collecting and 
analyzing raw data using different mathematical techniques to find patterns and build a 
statistical model that forecasts methane gas emissions and concentration (Dixon and 
Longson, 1993). 

2.3.1 Empirical Methane Prediction Methods  

Dunmore (1981) developed an empirical methane prediction method for longwall coal 
mines used by the Mining Research and Development Establishment (MRDE) of the 
British Government. This study was based on Airey's theoretical treatments of gas 
emissions from coal seams (Airey, 1968). The MRDE methane prediction method is 
founded on the coal seams' initial gas content, the coal seams' thickness, the degree of 
emission expected, and the rate of coal production at the working face. 
Creedy (1993) recommended a methane prediction model (Equation 2.1) by studying the 
methane emissions from basically three primary sources. The first one is methane releases 
from coal mines that implement drainage techniques, the second source is methane from 
non-drainage coal mines, and the third source is methane releases from coal storage. This 
study was based on annual historical data (collected from 1966 to 1988) of methane 
emissions to the atmosphere from deep mines in the United Kingdom. 

 
𝐸𝐸𝐷𝐷 = 𝐿𝐿𝐿𝐿𝑃𝑃𝑤𝑤 + �(1.857𝐷𝐷) + (𝐷𝐷 − 𝑈𝑈)� + 𝑅𝑅𝑅𝑅𝑃𝑃𝑡𝑡  

 
(2.1) 

 
where 𝑃𝑃𝑤𝑤  = coal production from mines without methane drainage (tons/year), 𝑃𝑃𝑡𝑡  = deep 
mine coal production (total tons/year), D = mass of methane drained from all mines (total 
volume/year), U = total methane used, L = methane gas released from mines without 
drainage of 6 m3/ton, R = remaining CH4 content arriving at the surface of 2 m3/ton, and f 
= converting factor of volume to mass flow.  

Kirchgessner et al. (1993) introduced a regression equation (Equation 2.2) that 
satisfactorily predicts the concentration of methane gas emissions from underground coal 
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mines. This study's regression equation is based on the relationships between mine 
emissions, coalbed methane content, and coal production rate.  

ME = 1.08 × 10−7(𝐶𝐶𝑃𝑃 ×  𝑀𝑀𝑀𝑀) + 31.44 − 26.76 ×  𝐷𝐷𝐷𝐷 (2.2) 
 

where ME = total emissions of methane gas in a year, CP = annual coal production (tons); 
MC = total methane content of the unmined coal (m3/ton); and DV = step function. In this 
equation DV =1 if (CP×MC) is less than 7.6 × 105, and DV = 0 if (CP×MC) is greater than 
or equal to 7.6 × 105. 

Diamond et al. (1997) proposed a forecast model for methane emission based on the 
increase of longwall panel face width from 229 to 305 m. The predictions were based on 
emission trends established by continuous monitoring of methane emission rates on 
existing longwall panels.  

Bustin and Clarkson (1998) attempted to characterize and calculate the effect of rank and 
mineral composition variability on the methane adsorption/desorption characteristics of 
coals to establish a methane predictive multivariant model based on different types of coals. 
However, the authors concluded that their attempts to develop this predictive methane 
emission model were unsuccessful. The multiple regression analysis of the model data set 
resulted in a large standard error. 

2.3.2 Numerical Methane Prediction Methods  

Numerical methane prediction methods are principally based on two considerations: 
Darcy's Law, which describes a fluid's flow through a porous medium, and forecasting 
techniques. The first researchers to consider numerical prediction techniques were Owili-
Eger, Stefanko, and Ramani from the Pennsylvania State University (Dixon, 1992). 
Owili-Eger et al. (1973) developed a mathematical model that can forecast methane 
emissions based on computational models and algorithms that approximate methane flow 
patterns and quantities through coal seams and the mine atmosphere. The applications of 
this mathematical model were demonstrated successfully. However, further research 
proved that this model only was able to work accurately for shallow mines (Dixon, 1992). 
Sung et al. (1987) explored a two-dimensional finite-difference model to forecast methane 
gas concentration and emission rates into active coal mine working areas based on different 
methane drainage schemes. This numerical model applies a flow theory (Fick and Darcy's 
Laws) that describes the flow of methane gas in a heterogeneous and anisotropic coal seam, 
which models coal's microscopic and macroscopic pore structure. 
Ediz and Edwards (1991) proposed a numerical model for longwall mines that simulates 
gas flow through a porous medium. This model employs a general time-dependent gas flow 
equation for anisotropic media based on Darcy's Law. An approximate solution to this 
equation was obtained numerically, employing the finite element method. 
Tauziede and Pokryszka (1993) investigated a dynamic mathematical model to predict 
methane gas concentration and emission in longwall coal mines. This numerical model is 
based on a stratigraphy function and the gas content present in the mined formation. This 
model was based on experimental results. 
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Karacan et al. (2005) studied an advanced numerical model that can simulate the rock mass 
and the gas flow responses to longwall mining to predict methane flow and emissions. This 
research was based on two main phases. The first phase involved using Fast Lagrangian 
Analysis of Continua 2D (FLAC 2D) to simulate the rock's geomechanical characteristics. 
The second stage consisted of implementing the Computer Modeling Group's GEM 
software to simulate methane emissions and gas flow associated with underground 
longwall coal mining. 
Luxbacher et al. (2009) established a numerical model that uses computer applications to 
explore the effects of porosity and permeability changes of the coal seam on methane 
emissions in an underground coal mine. In this research, the variations in porosity, 
permeability, and effective coal stress were included in the model. Furthermore, methane 
emissions, possible leakage from the stoppings, water inflow, and air requirements were 
analyzed by employing a coalbed methane reservoir technique. 

2.3.3 Time Series Analysis for Methane Forecasting 

A time series can be defined as a series of observations or data recorded at regular times. 
The observations can be captured over an entire interval at fixed time points or randomly 
sampled points. Operational monitoring, statistical research, event impact analysis, 
warning, anomaly detection, machine learning, and forecasting are some of the most 
popular time series applications (Shumway and Stoffer, 2006; Brillinger, 2001). As 
mentioned before, this research focuses on time series forecasting, where the main idea is 
to calculate and predict future values of the target variable based on past observations. A 
short literature review of time series analysis for forecasting and controlling atmospheric 
monitoring systems and methane concentration in underground coal mines is presented 
below. 

Kaffanke (1980, cited in Dixon, 1992) proposed a medium-term prediction of the methane 
concentration method based on discrete multiple regression techniques. Coal daily 
production, total coal production, methane flow, gas content, and non-working days were 
the main variables selected to run the model for describing methane concentration and 
emission. Accurate methane forecasting was obtained by this study (Figure 2.1). The author 
recommended further research employing regression techniques, time series analysis, 
statistical methods, spectral analysis, and filter theory.  

Tructin and Wasilewski (1987) presented a method that applies digital filtering algorithms 
and time series analysis to separate signals of different amplitude and duration that interfere 
with a mine ventilation system's operation in longwall coal mines, including monitoring 
methane gas emissions. 

Tauziede and Pokryszka (1993) developed a dynamic statistical method for methane 
prediction. A general expression that predicts methane emission and concentration in the 
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working faces was obtained after studying coal working faces using statistical analysis and 
time series techniques, as shown by Equation 2.3.  

𝐷𝐷𝑛𝑛 =  𝐷𝐷𝑠𝑠[306 𝐴𝐴𝑛𝑛 + 150 𝐴𝐴𝑛𝑛−1  + 75 𝐴𝐴𝑛𝑛−2 + 5,470] (2.3) 
 

where Dn = expected volume of methane for week n (m3), Ds = specific emission of 
methane (m3) per meters of advance, An = planned advance per week n (m), An-1 and An-2 
= real advances for weeks n-1 and n-2 (m). 

Dixon (1992) described a model for predicting methane concentration based mainly on 
time series analysis. Univariate and multivariate time series models were developed using 
monitored data and the Box-Jenkins method of time series analysis. This technique's 
implementation identified the relationship between methane concentration and its 
explanatory variables such as coal production, barometric pressure, and airflow velocity. 
Finally, the author recommended time series analysis for application to mining process 
control and forecasting of methane concentration.  

Dixon and Longson (1993) established a statistical method for predicting methane 
concentration in longwall coal mines based on time series analysis developed using data 
obtained from atmospheric monitoring systems. Figure 2.2 presents hourly forecasts based 
on this methodology. Methane drainage, barometric pressure, coal production, and air 
velocity were the main variables studied in this model. This research concluded that the 
coal production rate is a crucial variable for the prediction of methane gas. 

 
Figure 2.1 Methane forecasting after Kaffanke (1980, cited in Dixon, 1992) 
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Figure 2.2 Methane multivariate forecasting after (Dixon and Longson, 1993) 

Tominaga and Bandopadhyay (2002) designed a monitoring system to forecast 
spontaneous combustion in underground longwall coal mines. The main objective was to 
precisely predict the origin of excessive concentration of hazardous gasses in underground 
coal mine environments by implementing time series analysis and Fick's second law of 
diffusion.  

Zagorecki (2015) presented a numerical method based on the analysis of a data set in 
multivariate time series to predict the excessive concentration of methane gas at three 
locations at an underground mine. This method was based on statistical analysis, selection 
algorithms, correlation, cross-correlation techniques, and the machine learning random 
forest algorithm implemented in Waikato Environment for Knowledge Analysis (WEKA). 
This software includes a collection of mathematical models, algorithms, and visualization 
tools. It is mainly used for data analysis and forecast modeling.  

 2.4 Comparison and Discussion on Methane Prediction Methods 

The literature review presented in this paper has highlighted that empirical and numerical 
approaches for predicting methane emission and concentration have been studied for a long 
time by many researchers. Some of these investigations have succeeded in developing 
models that can forecast methane emissions. Nevertheless, these techniques have some 
disadvantages that hinder their implementation. For example, empirical methods are time-
consuming, expensive, and data collection is challenging. Most importantly, they cannot 
be broadly implemented because they depend on each particular case's geographical and 
geological conditions. The main disadvantage of numerical methods is the required amount 
of previous knowledge of the physical conditions and parameters that influence methane 
gas behavior in each particular case. 

Statistical methane prediction methods (such as time series analysis) are less time-
consuming and expensive. Unlike empirical and numerical approaches, statistical methods 
can be easily generalized and focus on the statistical interpretation of the results rather than 
on the process that affects methane emissions and concentration. For these reasons, the 
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discussion presented below focuses on implementing statistical methods to forecast 
methane emissions and concentration in underground coal mines, emphasizing the study 
of time series analysis for methane forecasting based on monitored data. 

 2.5 Case Study  

Data were collected from an active longwall mine in the eastern USA. Data included 
methane concentration measurements at the mine's exhaust shafts and daily production 
values. Data are available from four shafts (A, B, C, D). Barometric pressure data were 
retrieved from the nearest public weather station. Table 2.1 presents a summary of the 
available data as well as the measurement frequency for each parameter. 

Table 2.1 Description of collected data 
Parameter Frequency Total number 

of points 
Units 

Coal production Daily 1,737 Tons 

Methane concentration Approx. Hourly 223,857 % 

Barometric pressure Approx. Hourly 57,270 InWG 

 2.6 Preliminary Results and Discussion 

When analyzing time-series data, it is essential to ensure that data points from different 
series share common date/time stamps. As shown in Table 2.1, the data collection 
frequency for both methane concentration and barometric pressure is approximately 
hourly, although data points are not collected at the exact same time within the hour. Hence, 
the first step was to homogenize the time series data. This was done by applying 
interpolation on one of the data sets so that timestamps matched those of the second data 
set. Interpolation was implemented using the interp1 MATLAB® interpolation function.  

As methane concentration data span about five years, a smaller set was selected that 
corresponds to 160 days. Daily data were aggregated from hourly values for both methane 
concentration and barometric pressure obtained from the nearest weather station (at a 
distance of about 50 miles) and then plotted together, as shown in Figure 2.3.   

The blue line indicates barometric pressure (InWG) (left axis), while the red line represents 
methane gas concentration (%) collected from shaft A (right axis).  

Different correlations and trends can be observed in Figure 2.3. For example, a negative 
correlation between barometric pressure and methane gas rate can be identified between 
around days 40, 70, 155, 175, where barometric pressure decreases while methane gas 
concentrations increase. This relationship is similar to that reported by Agioutantis et al. 
(2014). On the contrary, barometric pressure increases while methane gas increases 
between days 90-110. Hence, at different times during these 160 days, time interval 
different trends are evident.  

The trends presented in Figure 2.3 can be attributed to different factors, such as the data 
collection process, the aggregation process, the potential presence of outliers and extreme 
values in the dataset (due to calibration practices, power outage, etc.) or the influence of 
other mine-related parameters such as the ventilation controls, coal production levels, etc.  



   

13 | P a g e  
 

These contributing elements need to be identified and evaluated in order to construct a 
model that can accurately predict gas concentration. 

 
Figure 2.3 Correlation of time series data for Shaft A 

 2.7 Summary and Conclusions 

This paper presents a literature review of the main methods used for methane gas 
forecasting in underground coal mines. Moreover, it identifies the advantages of 
implementing statistical methods for the prediction of methane emissions and 
concentrations. In particular, the flexibility and forecasting ability of time series analysis 
for methane forecasting based on monitored data should be emphasized. A preliminary 
analysis of data from a mine in the eastern US is presented. Forecasting mine gas 
concentrations is a complex problem, and the existing methods rely on simplifying 
assumptions that may be sufficient under certain conditions and mine settings but not 
general enough to allow accurate and reliable forecasting. The goal of this research is to 
further investigate the dependence between gas concentration and other factors and to 
ultimately develop improved forecasting methods based on time-series analysis.  

The next stages of this research are focused on (a) identifying the factors and variables that 
have an impact on methane concentration, such as daily production and atmospheric 
pressure, (b) identifying and removing outliers due to sensor calibration and malfunction, 
(c) estimating cross-correlations to quantify the interdependence of variables (d) 
investigating different techniques for data reduction, aggregation, and homogenization, and 
(e) determining optimal time-series predictive models.  
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3. TIME SERIES DATA MANAGEMENT AND ANALYSIS  
 

The following two manuscripts describe and discuss data collection, storage, pre-
processing, and processing steps implemented in this research. The first article is a peer-
reviewed published in the International Conference on Raw Materials and Circular 
Economy in September 2021, and the second paper was published and presented at the 
Society of Mining, Metallurgy, and Exploration symposium in February 2022.  

3.1 MANAGING AND UTILIZING BIG DATA IN ATMOSPHERIC 
MONITORING SYSTEMS FOR UNDERGROUND COAL MINES 

Juan Diaz, University of Kentucky; Lexington, Kentucky; United States of America 

Zach Agioutantis, University of Kentucky; Lexington, Kentucky; United States of America 

Steven Schafrik, University of Kentucky; Lexington, Kentucky; United States of America 

Dionissios Hristopulos, Technical University of Crete; Chania, Crete; Greece 

Full Citation: 

Diaz JC, Agioutantis Z, Schafrik S, Hristopulos DT (2021) Managing and utilizing big data 
in atmospheric monitoring systems for underground coal mines. Mater. Proc. 
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3.1.1 Abstract 

Underground coal mining Atmospheric Monitoring Systems (AMS) have been 
implemented for real-time or near real-time monitoring and evaluation of the mine 
atmosphere and related parameters such as gas concentration (e.g., CH4, CO, O2), fan 
performance (e.g., power, speed), barometric pressure, ambient temperature, humidity, etc. 
Depending on the sampling frequency, AMS can collect and manage a tremendous amount 
of data, which mine operators typically consult for everyday operations as well as long-
term planning and more effective management of ventilation systems. The raw data 
collected by AMS need considerable pre-processing and filtering before they can be used 
for analysis. This paper discusses different challenges related to filtering raw AMS data in 
order to identify and remove values due to sensor breakdowns, and sensor calibration 
periods, transient values due to operational considerations, etc., as well as to homogenize 
time series for different variables. The statistical challenges involve the removal of faulty 
values and outliers (due to systematic problems) and transient effects, gap-filling (by means 
of interpolation methods), and homogenization (setting a common time reference and time 
step) of the respective time series. The objective is to derive representative and 
synchronous time series values that can subsequently be used to estimate summary 
statistics of AMS and to infer correlations or nonlinear dependence between different data 
streams. Identification and modeling of statistical dependencies can be further exploited to 
develop predictive equations based on time series models. 

Keywords: big data; atmospheric monitoring systems; time series analysis 
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3.1.2 Introduction 

In recent years, the monitoring of atmospheric conditions in underground coal mines has 
considerably improved due to technological advances in different areas such as machine 
learning, the internet of things (IoT), electronics, and data transmission, among others. As 
a result, Atmospheric Monitoring Systems (AMSs) used in underground coal mines 
operations can collect and store big datasets; large mine operations can generate more than 
100 GB of data annually (Agioutantis et al., 2014). Mine operators typically utilize these 
data to manage everyday operations and for more effective and efficient management of 
ventilation systems as well as for long-term planning (Agioutantis et al., 2015; Diaz et al., 
2021). In addition, the raw data regarding mine atmosphere and related parameters 
collected by AMSs can be used to develop forecasting models for toxic and explosive gases 
in underground coal mines based on time series models. However, prior to conducting any 
analysis, the collected data need to be pre-processed (i.e., cleaned, filtered, and 
homogenized). 

Real-world databases are generally inconsistent or incomplete. As a result, information 
may be missing, and/or existing data may not be accurate, which directly affects the 
outcomes of forecasting models, including time series models (Verma, 2021). Data pre-
processing is a crucial technique that deals with such issues. Data pre-processing, also 
known as data cleaning, can be defined as a set of operations to detect and remove 
erroneous values and outliers, determine missing values, smooth noisy data, and adjust 
time series inconsistencies (Baur et al., 2015). In other words, data cleaning is the process 
of transforming raw data collected and stored from different data collection systems 
(DCSs), in this particular case, atmospheric monitoring systems in underground coal 
mines, into datasets that can be used for planning, modeling, visualization, and decision-
making (Buttrey and Lyn, 2017; Ranjan et al., 2021).  

There are many challenges concerning datasets collected and stored by AMSs in 
underground coal mines, such as data gaps due to sensor malfunction or calibration. In 
addition, identifying and removing faulty values including outliers (due to systematic 
problems) is another critical matter that compromises measurement accuracy. Moreover, 
outlier detection helps identify malfunctioning sensors or unusual events (Hongzhi et al., 
2019). Finally, data homogenization is challenging when dealing with time series data, as 
it is crucial to guarantee that data points from different series share common date/time 
stamps. Figure 3.1.1 schematically presents a typical sequential procedure of data 
collection and pre-preprocessing (Agioutantis et al., 2014). 

The research presented in this paper discusses all the challenges related to AMSs data 
collection and storage in the process of developing representative and synchronous time 
series values that can be used to estimate summary statistics of AMSs and identify 
correlations (linear or nonlinear) between different data streams with the ultimate goal of 
developing forecasting models based on time series analysis. 
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Figure 3.1.1 Schematic of data collection and pre-processing sequence 

The research presented in this paper discusses all the challenges related to AMS data 
collection and storage in the process of developing representative and synchro-nous time 
series values that can be used to estimate summary statistics of AMS and identify 
correlations (linear or nonlinear) between different data streams with the ultimate goal of 
developing forecasting models based on time series analysis. 

3.1.3 Methane Gas Generation in Underground Coal Mines 

Coalbed methane (CBM), also known as coal mine methane (CMM), is methane gas 
present in underground coal seams. It is produced due to the geological process of 
coalification, i.e., the decomposition of organic matter into coal (US EPA, 2021). CBM is 
mainly composed of methane gas (CH4), carbon dioxide (CO2), nitrogen (N2), butanes 
(C4H10), propane (C3H8), and ethane (C2H6) (Thakur et al., 2015), with methane being the 
principal component as it covers approximately 80–90% of the total gas volume 
(Mahdevari, 2019). CMM refers mainly to methane released during coal mining activities 
when the coal seam is fractured. Thus, CMM and CBM can be defined as subsects of the 
methane gas found in coal seams. However, CMM refers exclusively to the methane gas 
present and released from mined coal seams, while CBM reflects the methane gas present 
in unminable coal seams (US EPA, 2021; Thakur et al., 2015).  

The amount of CMM generated at a specific underground coal mine operation depends 
basically on three main parameters; operational variables such as the mining method and 
productivity of the coal mine, the gassiness of the coal seam, and its geological conditions 
(e.g., coal rank, coal seam fractures, and coal seam depth) (Mahdevari, 2019; Irving and 
Tailakov, 1996). Coal extraction releases more methane than was initially confined within 
the mined coal seam itself due to the fractures developed in the surrounding strata and the 
pressure drop caused during mining, which draws additional gas from the adjacent strata. 
That is particularly true in longwall mining which can reach high production rates, e.g., 
20,000 and 30,000 tons of coal daily (Mahdevari, 2019; Karacan et al., 2011; Bise, 2013).  

The large amount of methane released in underground coal mines is an essential concern 
for mine ventilation management in order to ensure worker health and safety as CH4 is 
highly explosive for concentrations ranging from 5% to 15% (Kissell, 2006). Excessive 
methane gas concentration accounts for more than 80% and almost 90% of the accidents 
and fatalities in the underground coal mining industry in the United States, respectively 
(NIOSH, 2020). Dealing with coal mine methane involves understanding and identifying 
the critical parameters that influence methane emission and hazardous accumulations such 
as coal production, atmospheric pressure, humidity, air velocity, and fan performance 
(Agioutantis et al., 2014; 2015; Diaz et al., 2021 ). 
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3.1.4 Coal Mine Methane Forecasting Methods 

Methane gas forecast techniques can be categorized mainly into three groups depending on 
the scientific method implemented. The first group consists of methods that are based on 
empirical data and expertise to forecast methane gas emissions. The second group includes 
the numerical forecasting methods; it comprises methodologies that solve physical models 
represented mathematically by a set of equations. Finally, the third approach is based on 
collecting, pre-processing, processing, and analyzing raw data using statistical techniques, 
also known as the statistical approach (Diaz et al., 2021; Kissel, 2016; Dixon, 1992).  

Empirical and numerical methane forecasting methods are expensive, time-consuming, and 
limited to a specific location and mine. In addition, they are directly affected by the 
combination of natural and technical factors that influence methane gas behavior in each 
particular case, such as geological conditions of the surrounding rock and mined coal seams 
(e.g., fractures, amount of methane concentrated and emitted), technical specifications of 
the mining process (e.g., mining method, advance rate, mine depth, ventilation system).  

In contrast, unlike empirical and numerical methods, statistical forecasting techniques 
(such as time series models) are less expensive and time-consuming. Most importantly, 
they can be easily generalized because they are based on analyzing and interpreting 
historical data rather than the physical processes and the relevant factors (mine operation, 
geological setting) that influence methane emissions (Diaz et al., 2021).  

3.1.5 Case Study 

The atmospheric monitoring data were collected from an active underground longwall coal 
mine located in the eastern US, renamed Mine A, due to confidentiality reasons. The 
dataset consists of methane concentration measurements collected by sensors at a number 
of exhaust shafts as well as daily production values (tons/day) that could be attributed to 
each shaft. Data records are available for several years. The work presented in this study is 
based on data from two shafts only (B and D). In addition, a python routine was developed 
to download meteorological data (i.e., barometric pressure, temperature, humidity, among 
others) from a public weather station in proximity to Mine A (Weather Underground (WU)) 
that provides real-time weather information online. Barometric pressure (BP) data were 
also provided by sensors available at the mine location. Table 3.1.1 summarizes the data 
used for this research and the measurement frequency for each parameter. 

Table 3.1.1 Description of collected data – Shafts B and D 
Source Parameter Approx. 

Frequency 
Approx. 

data points 
Units  

Shaft B Coal production Daily 1,800 Tons  
Methane concentration Hourly 50,000 %  

Shaft D Coal production Daily 1,800 Tons  
Methane concentration Hourly 45,000 %  

Nearest public 
weather station 

Barometric pressure, 
temperature, etc. 

Hourly 81,000 InWG  

Mine weather 
station 

Barometric pressure Every 10 s 3 mil/year InWG  
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Mine A and WU data were populated into a custom relational database known as 
AMANDA, which stands for Atmospheric Monitoring Analysis and Database 
mAnagement. AMANDA has been designed explicitly for AMSs data. It has many 
subsystems such as data analysis, validation and storage, data reporting, and visualization. 
For example, the two plots in Figure 3.1.2 illustrate a visualization of BP for a five-day 
interval and the corresponding variation of CH4 emissions for the same five-day interval. 
In addition, the AMANDA system can run several basic statistics on the imported data. 
These statistics allow the user to check for negative values or any obvious outlier values in 
the data streams. AMANDA can accommodate multiple projects as well as multiple data 
streams per project (Agioutantis et al., 2014). 

Once data were populated in the database, a number of tools were employed to disable (not 
delete) evident erroneous values (such as negative methane concentration measurements 
or methane measurements that correspond to either faulty sensors or calibration periods). 
The "cleaned" data streams were then exported for specific time periods.  

These data streams were then imported into the MATLAB environment for further data 
pre-processing. Finally, different MATLAB commands (e.g., interp1 performing 
interpolation) were used to transform the methane gas and BP data streams into a common 
time stamp. 

 
Figure 3.1.2 Data visualization in AMANDA: (a) Barometric pressure for a five-day interval and (b) 

methane gas concentration for a five-day interval 

3.1.6 Results and Discussion 

The BP values collected at the public weather station were compared to the values collected 
at the mine (Figure 3.1.3). The correlation between the two data streams was very high. 
For example, for the 30-day interval shown in Figure 3.1.3, the correlation was R=0.99. 
Thus, it was decided to use the regional BP instead of BP mine data since the former data 
stream was of a higher quality (i.e., fewer missing points). 

Figure 3.1.4a presents a superposition of methane gas concentration, coal production, and 
BP for 180 days for shaft B. Figure 3.1.4b presents a similar plot but only for methane gas 
concentration and BP for a different 180-day interval for the same shaft. The latter figure 
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indicates that there are still methane emissions even without production due to already 
mined-out areas and/or exposed pillar ribs of all the development entries and crosscuts.  

Initially, the analysis concentrated on time periods where production was zero to analyze 
the effect of BP on methane emissions and develop a baseline. Then, several such time 
periods were identified, and the respective data streams were analyzed separately. Figure 
3.1.5 includes four plots (a to d) that correspond to a segment of 250 days of data collected 
from shaft B. Figure 3.1.5a shows a plot of raw data for methane gas concentration and 
BP. Figure 3.1.5b illustrates the application of the interpolation function so that the two 
data streams acquire a common reference timestamp. Each of the two plots in Figure 3.1.5b 
shows the raw data and the interpolated data. Figure 3.1.5c shows the daily median (of the 
data shown in Figure 3.1.5a) as a representative value for each data stream. The scatter plot 
in Figure 3.1.5d exhibits a strong correlation between methane gas concentration and BP 
with a linear correlation coefficient R=-0.77. The negative sign of the correlation indicates 
that when BP drops, methane concentration tends to increase. 

 
Figure 3.1.3 Superposition of BP from the mine and regional stations for a period of 30 days 

 

 

 

 



   

23 | P a g e  
 

 
Figure 3.1.4 Data visualization in AMANDA: (a) Barometric pressure, methane concentration, and 

production for 180 days (b) Barometric pressure and methane concentration for 180 days 

 

Figure 3.1.6 shows the plot of the cross-correlation function between the barometric 
pressure and the methane gas concentration for this segment for various time lags (shown 
along the horizontal axis). The cross-correlation at zero lag is ~ -0.77, in agreement with 
the value shown in the scatter plot of Figure 3.1.5d. Note that negative values of the cross-
correlation between the two variables persist even for lags of several days. The presence 
of such correlations signals that the barometric pressure could be used to forecast the 
methane gas concentration (provided that the existence of such correlations is 
systematically observed between the two variables). 

Figure 3.1.7 includes four plots (a-d) corresponding to a segment of 180 days of collected 
data from Shaft B. This is a different time segment than the one analyzed in Figure 3.1.5. 
Figure 3.1.7a shows a plot of the raw data for methane gas concentration and BP. Figure 
3.1.7b illustrates the application of the interpolation function so that the two data streams 
acquire a common reference timestamp. Finally, figure 3.1.7c shows a daily median (of the 
data shown in Figure 3.1.7a) as a representative value for each data stream. Note that in 
this case, the scatter plot in Figure 3.1.7d presents a poor correlation between methane gas 
concentration and BP with R=0.24.  
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Figure 3.1.5 (a) Raw data, (b) raw and interpolated data, (c) daily median data, (d) correlation of daily 

median data for a specific data segment 
 

 
Figure 3.1.6 The plot of the cross-correlation function between the barometric pressure and methane gas 
concentration. The horizontal axis represents the time lag between the two variables, and the vertical axis 

represents the cross-correlation values 
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Figure 3.1.7 (a) Raw data, (b) raw and interpolated data, (c) daily median data, (d) correlation of daily 

median data for a specific data segment 

3.1.7 Summary and Conclusions 

This paper discusses challenges related to Atmospheric Monitoring Systems data collection 
and storage facing the development of representative and synchronous time series models. 
The latter could be used to estimate summary statistics of AMSs and identify correlations 
(linear or nonlinear) between different data streams with the ultimate goal of developing 
methane gas forecasting models based on time series analysis. The development and 
deployment of such tools can help to improve mine health and safety. 

Preliminary results and analysis of the time series data collected over five years from two 
shafts (B and D) of an active longwall mine in the eastern US are presented. A notable 
negative correlation between barometric pressure and methane gas concentration has been 
identified. The presence of such correlations suggests that the barometric pressure could 
be used to forecast the methane gas concentration in underground coal mines. Furthermore, 
this research has shown that methane gas concentration does not depend exclusively on 
barometric pressure. Therefore, more advanced multivariate analysis methods should also 
be explored to determine potential factors and variables that are correlated (with negative 
or positive coefficients) with methane concentration, such as daily production and changes 
in mine operations. 

The focus of future work will be to (a) collect data and develop import routines from the 
atmospheric monitoring system and meteorological stations as well as filter and 
homogenize such data from a second case study (Mine B), (b) develop and validate long-
term relationship(s) between meteorological parameters and methane gas concentration (c) 
investigate quantitative measures of statistical dependence between methane concentration 
and mine operations. 
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3.2.1 Abstract 

Big data is generated from both surface and underground mining operations. Such data 
contain a wealth of information concerning safety and health in the workplace and 
production parameters. This paper will discuss the progress towards developing an accurate 
forecasting model for methane gas concentration based on the analysis of data collected 
from Atmospheric Monitoring Systems in underground coal mines employing time series 
models. Several procedures need to be applied to raw data, such as data cleaning and 
filtering for outlier removal, data homogenization and segmentation, and exploratory 
statistical analysis. The data analyzed were retrieved from two coal operations in the 
Eastern US. A negative correlation between barometric pressure and methane gas 
concentration was established, at least for certain data segments. Such correlations raise 
the possibility that barometric pressure data can predict variations of gas concentration in 
the mine. The datasets will be further investigated to establish the robustness of barometric 
pressure and gas concentration correlation and explore the dependence of gas concentration 
on other factors related to mine design and operations.   

Keywords: Big data, methane forecasting, and Atmospheric Monitoring Systems. 

3.2.2 Introduction 

The atmosphere of underground coal mines typically contains toxic and flammable gases, 
such as carbon dioxide, carbon monoxide, sulfur dioxide, methane, and hydrogen sulfide. 
Some of these gases are emitted from cracks in the coal seams due to either natural 
phenomena or human activity (e.g., methane gas), and others are produced due to 
spontaneous combustion or coal fire (e.g., carbon monoxide) (Chaulya and Prasad 2016; 
Byrer et al., 2014). Consequently, the study and monitoring of atmospheric variables in 
underground coal mine operations are crucial to protecting the health and safety of the 
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miners. Furthermore, such advances can help mine operators to manage more effectively 
most of the parameters directly related to the ventilation systems (Agioutantis et al., 2014; 
2015).    

Monitoring atmospheric conditions in underground coal mines has been an essential 
concern for researchers and the mining industry for a long time. The use of flame safety 
lamps for detecting methane gas or canaries as warning systems to alert miners when the 
atmosphere becomes dangerous due to excessive accumulation of toxic and explosive gases 
are excellent examples (Barry 2013; Taylor and Karacan 2010). However, the 
technological advances in different fields such as transmission systems, electronics, and 
computer science have modernized mine monitoring methods leading to accurate and 
reliable monitoring. Indeed, real-time monitoring techniques are accessible and 
straightforward to operate; it is easy for mine operators to monitor all ventilation 
parameters in underground coal mines, such as temperature, barometric pressure (BP), 
airflow, air velocity, fan performances, and gas concentration (e.g., methane gas, carbon 
monoxide, sulfur dioxide, and oxygen) (Griffin et al., 2011).  

Automated Atmospheric Monitoring Systems (AMS) installed in underground coal mines 
can collect and store an immense amount of data. Sophisticated mining operations include 
hundreds or even thousands of sensors that continuously collect data from the mining 
environment and mining equipment. For example, one large operation could contain more 
than 700 sensors for monitoring mining operations (e.g., drilling, blasting, hauling, and 
loading) and processing plants. These sensors could generate almost 300 MB of daily and 
100 GB of yearly data (Agioutantis et al., 2014; Diaz et al., 2021).  

In most cases, raw data need to be processed before they can be used to generate 
meaningful input for operators. This may include the following: (a) cleaning and filtering 
(including outlier identification and removal where appropriate), (b) data homogenization 
(data timestamps should be homogenized across different datasets), (c) segmentation 
aiming to determine stationary segments without discontinuities due to calibration or 
changes in mining operations and (d) exploratory statistical analysis (Diaz et al., 2021). 

The research presented in this paper discusses the progress toward developing an accurate 
forecasting model for methane gas concentration and emissions based on data processing 
and statistical analysis employing a time series methodology. Raw data collected from 
Atmospheric Monitoring Systems in underground coal mines in the Eastern US were used. 

3.2.3 Case Study 

The mine data (i.e., methane gas, oxygen, and carbon monoxide) collected and 
implemented for this research were retrieved from two coal mines located in the US, 
henceforth referred to as Mine A and Mine B. In addition, the atmospheric data (i.e., 
temperature, humidity, precipitation, and barometric pressure) were collected from two 
public weather stations in the vicinity of Mine A and Mine B, respectively. Table 3.2.1 
shows a summary of the data that was used in this research. 

Methane data from Mines A and B were provided by the mine personnel. Furthermore, a 
python routine was developed to download meteorological data rapidly and efficiently 
from the two closest public weather stations to each mine. Then, atmospheric and mine 
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data for both case studies were populated into a custom relational database identified as 
AMANDA (Atmospheric Monitoring Analysis and Database mAnagement), designed 
explicitly for AMS data management. Preliminary processing, including data cleaning and 
calculation of correlation coefficients between data streams, is accomplished in 
AMANDA; however, data can also be exported for further processing in different 
programming environments.  

AMANDA employs several tools and functions to identify and filter outliers, missing data, 
and zero data values due to calibration or defective sensors. Additionally, the Pearson 
Correlation Coefficient between two different time series can be determined, provided that 
the time series are sampled at the same time instants. Thus, for example, the correlation 
between methane gas and barometric pressure and/or coal production can be established 
on a daily and weekly basis. 

The "filtered or cleaned" data streams can be exported for segments with specific time 
duration (e.g., five days, one month, and six months). These pre-processed data streams 
were then imported into the MATLAB programming environment for further data 
processing. In this stage, several commands (e.g., interp1, corrcoef, and scatter) were 
utilized to transform the barometric pressure and CH4 data streams to a common time stamp 
in order to determine and visualize potential correlations. Figure 3.2.1 presents a flowchart 
that illustrates the data collection, storage, pre-processing, and processing steps 
implemented in this research.  

 

Table 3.2.1 Summary of collected data sets– Mines A and B 
Source Parameter Approx. 

Frequency 
Approx. 

data points 
Units  

Mine A 
(Shaft B) 

Coal production Daily 2,100 Tons  
CH4 concentration Hourly 52,000 %  

Mine B CH4 concentration 10 sec 3 mil/year %  

Nearest public 
weather station 

BP-Mine A Hourly 62,000 InWG  
BP-Mine B Hourly 90,000 InWG  
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Figure 3.2.1 Schematic representation of data collection, pre-processing, and processing 

3.2.4 Results and Discussion 

Figure 3.2.2 includes four plots (a to d) which illustrate the techniques implemented for 
filtering and cleaning the gas concentration data collected from mines A and B. Figure 
3.2.2a shows raw methane gas time series from Mine A for a ten-day period with a time 
step of about hourly. The data include sudden drops in methane gas concentration (CH4 
reaches 0%) due to sensor malfunction. Figure 3.2.2b displays the same time segment from 
Mine A after the zero values have been filtered out. Figure 3.2.2c presents a methane gas 
time series from Mine B for a one-day time window with a time step of about 10 seconds. 
Again, the data contain a few negative values due to sensor malfunction. Finally, Figure 
3.2.2d shows the same methane gas data from Mine B after removing negative values. In 
general, filtering of methane gas data involves removing three classes of values: (a) 
negative values as methane concentrations can never be negative, (b) zero values at bleeder 
shafts where methane concentration values, even if small, are always greater than zero, and 
(c) values that are recorded during sensor calibration (typically 2% or 2.5%) that appear as 
single value spikes in the time series. In addition, barometric pressure data and gas 
concentration are typically recorded with different time steps. Hence, an interpolation 
procedure is applied to both time series (using the interp1 function in MATLAB) in order 
to generate time series with a common time axis. The method of shape-preserving 
piecewise cubic interpolation (option 'pchip' in interp1) was selected. The interpolated 
series are in excellent agreement with the original data for both variables.  
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Figure 3.2.3 establishes the presence of negative correlations between the barometric 
pressure and the methane gas concentration measurements. Figure 3.2.3a presents two time 
series plots covering a period of 180 days. The time series involve daily averages of 
methane concentrations and barometric pressure related to Mine A. Visual inspection of 
Figure 3.2.3a reveals a negative correlation between methane gas (red line) and barometric 
pressure (green line). The visual perception is confirmed by calculating the Pearson 
coefficient, which takes the value R=-0.83. The negative sign signifies that when BP drops, 
methane concentration tends to increase. Figure 3.2.3b shows the time series plots for 
weekly averages of the same data. Each day of the week is assigned a standard number (1-
53). Thus, each week is represented by a single day irrespective of the number of data 
points in that week. The weekly data also display negative correlations with the Pearson 
correlation coefficient calculated at R=-0.84. Note that when data are filtered out (e.g., 
Figure 3.2.2), the respective values are not replaced with zero or null values; hence the 
corresponding time points are not in any way involved in the daily or weekly averages.  

Next, the correlations between barometric pressure and gas concentration are investigated 
using median daily values. Calculating the median tends to reduce random fluctuations, 
which helps in identifying statistical patterns. Figure 3.2.4 includes four plots (a to d) which 
involve two time series plots (a and c), and two scatter plots (b and d) for two different data 
segments both from Mine A. Plots a and b correspond to a segment of 250 days, while plots 
c and d correspond to a different segment of 180 days of collected data, Figure 3.2.4a shows 
the time series of the daily medians which are taken as representative values for each data 
stream. The scatter plot between barometric pressure and gas concentration for the same 
data segment shown in Figure 3.2.4b exhibits a strong negative correlation between 
methane gas concentration and barometric pressure with a linear Pearson correlation 
coefficient R=-0.77. The negative sign of the correlation suggests that when BP drops, 
methane concentration tends to increase. Figure 3.2.4c shows the time series of the daily 
median values of the gas concentration and the barometric pressure for the second data 
segment. In this case, the scatter plot in Figure 3.2.4d presents a weak, positive correlation 
between methane gas concentration and BP with R=0.24. 

The weak correlation in Figure 3.2.4d is most likely the result of the unexpected drop of 
methane concentration around day 880, as shown in Figure 3.2.4c. This is also evident in 
the presence of two "clusters" of gas concentration values (a cluster of high values before 
the day of the drop and a cluster of low values later) shown in Figure 3.2.4d. The weak 
positive correlation is due to the fact that the regression analysis attempts to fit a straight 
line to these two different clusters). The sudden drop in the gas concentration, in this case, 
seems unrelated to changes in the barometric pressure. Most likely, its cause involves other 
variables directly affecting the correlation between CH4 and BP, such as coal production 
and changes in mine operations (e.g., development of a new panel, coal recovery in more 
than one panel simultaneously, and downtimes). This dataset underscores the importance 
of incorporating data that represent operational changes into a successful AMS.  
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Figure 3.2.2 (a) Raw (before cleaning) CH4 data from Mine A, (b) CH4 data from Mine A – after data is 

cleaned up, (c) Raw CH4 data from Mine B, (d) CH4 data from Mine B – after data is cleaned up 

  
Figure 3.2.3 (a) Time series of daily averages for barometric pressure (green) and CH4 concentration (red) 

extending over a six-month period. The value of the Pearson correlation coefficient (R=-0.83) is also 
shown. (b) The same plots as in (b) for weekly averages; R=-0.84 
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Figure 3.2.4 (a) Daily median values of gas concentration and barometric pressure for a specific time 

window (data segment 1). (b) Scatter plot and correlation of daily median gas concentration and 
barometric pressure values for data segment 1. (c) Daily median values of gas concentration and 

barometric pressure for a different time window (data segment 2). (d) Scatter plot and correlation of gas 
concentration and barometric pressure for data segment 2. Both data segments refer to Mine A 

3.2.5 Summary and Conclusions 

This paper discusses progress towards developing an accurate forecasting model for 
methane gas concentration in coal mines. The research analyzes data collected from 
Atmospheric Monitoring Systems in two underground coal mines in the US by employing 
time series models. In addition, a relational database management system (AMANDA) is 
presented, along with some of the statistical techniques implemented for data pre-
processing and exploratory analysis. Finally, preliminary results of the potential correlation 
between methane gas and barometric pressure are presented and discussed.  

This research has identified a significant negative correlation between methane gas and 
barometric pressure, at least for certain segments of the time series. Establishing such 
correlations increases the possibility that barometric pressure data can be used to predict 
variations in methane gas concentration in underground coal mines. However, more 
sophisticated statistical techniques for data analysis (e.g., time series analysis) need to be 
applied in order to identify variables potentially influencing methane gas and barometric 
pressure correlation; such variables may include changes in mine operation and coal 
production. 

Future work will focus on (a) studying the correlation between methane gas and barometric 
pressure for the second case study (Mine B), (b) developing and validating long-term 
relationship(s) between meteorological parameters and methane gas concentration for both 
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cases (Mines A and B), and (c) the identification and training of an accurate time series 
model which will allow forecasting methane gas concentration. 
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4. UNIVARIATE FORECASTING APPROACH FOR METHANE GAS 
CONCENTRATIONS IN UNDERGROUND COAL MINES 

 

The study of the potential association (correlation and autocorrelation) between methane 
gas emissions and possible independent variables (e.g., barometric pressure and coal 
production rate) along with the preliminary results of the univariate methane gas 
forecasting methods developed and proposed in this research is covered by the following 
peer-reviewed article submitted in January 2022 to the Mining, Metallurgy, and 
Exploration Journal.  

TIME SERIES MODELING OF METHANE GAS IN UNDERGROUND MINES  

Juan Diaz, University of Kentucky; Lexington, Kentucky; United States of America 

Zach Agioutantis, University of Kentucky; Lexington, Kentucky; United States of America 

Steven Schafrik, University of Kentucky; Lexington, Kentucky; United States of America 

Dionissios Hristopulos, Technical University of Crete; Chania, Crete; Greece 

Kray Luxbacher, Virginia Polytechnic Institute and State University; Blacksburg, Virginia; 
United States of America 

Full Citation: 

Diaz J, Agioutantis Z, Hristopulos DT, Schafrik S, Luxbacher K (2022) Time series 
modeling of methane gas in underground mines. Mining, Metallurgy, and Exploration 
Journal (Submitted).  

4.1 Abstract  

Methane gas is emitted during both underground and surface coal mining. Underground 
coal mines need to monitor methane gas emissions to ensure adequate ventilation is 
provided to guarantee that methane concentrations remain low under different production 
and environmental conditions. Prediction of methane concentrations in underground mines 
can also contribute towards the successful management of methane gas emissions. The 
main objective of this research is to develop and validate long-term relationship(s) between 
methane gas emissions and meteorological parameters (e.g., barometric pressure, 
temperature, and humidity) and other potential variables (e.g., coal production) to build an 
accurate forecasting model of methane gas emissions and concentrations based on time 
series analysis. Methane time series data were retrieved from Atmospheric Monitoring 
Systems (AMS) of three underground coal mines in the United States. The AMS data were 
stored and pre-processed using an Atmospheric Monitoring Analysis and Database 
mAnagement system. Furthermore, different statistical techniques such as cross-
correlation, autocorrelation, cross-covariance, and variograms were implemented to 
investigate the potential association between the dependent variable (methane gas) and 
independent variables (meteorological parameters and coal production). The ARIMA one-
step-ahead model provides accurate forecasts that match the direction (increase/decrease) 
of the validation data.  



   

41 | P a g e  
 

Keywords: Methane gas concentration, Atmospheric monitoring Systems, Time series 
modeling, ARIMA forecasting.  

4.2 Introduction  

For more than a century, coal mine methane has been considered a significant threat to 
mining safety and productivity. That is especially true for underground coal mining, which 
is regarded as a hazardous economic activity due to numerous incidents that have killed 
thousands of coal miners worldwide. Explosions in underground mining due to methane 
gas have been the leading cause of incidents and fatalities in the mining industry. Methane 
gas is an explosive gas frequently found in underground coal mines, especially longwall 
mining (Chaulya and Prasad, 2016). Indeed, methane gas was nicknamed "the miner's 
curse" in the 19th century after the first documented mine explosions in the United States 
and France, where more than 1,400 miners lost their lives (Byrer et al., 2014; Flores, 1998). 
Since 1900 approximately 12,000 underground coal mine workers have been killed in over 
500 mining accidents only in the United States (see Figure 4.1). Around 80% of the 
accidents and 90% of the fatalities were related to methane gas explosions. The Upper Big 
Branch Mine-South disaster at Montcoal, West Virginia, in 2010, was the last underground 
coal mining disaster due to a methane explosion in the US. This tragedy took the lives of 
29 mine workers (Kowalski-Trakofler et al., 2009; NIOSH, 2021). 

In the last decades, the number of disasters and fatalities has considerably decreased mainly 
due to the remarkable effort made by the mining industry, academia, and governmental 
agencies to develop new technologies and techniques to monitor and more efficiently 
control methane gas in underground coal mining operations (Airey, 1968; Curl, 1978). 
However, methane gas still presents challenges to underground coal mines globally. For 
example, the mining disaster at Listvyazhnaya coal mine, Russia, in November 2021, 
caused more than 52 fatalities (Kozlov, 2021). Other examples include the methane 
explosion in an underground coal mine in Colombia in August 2021, where 12 miners died 
(La República, 2021), and the disaster at Soma Coal Mine, Turkey, in 2014, which killed 
300 mineworkers and is considered the worst mining disaster so far in this century (Düzgün 
and Leveson, 2018). These disasters are reminders of the need for developing reliable 
methane forecasting methods to improve mine safety and health in underground coal mine 
operations.  

This paper aims to develop and validate long-term relationships between methane gas 
emissions and meteorological parameters and other potential variables such as coal 
production to build a reliable forecasting model of methane gas concentration. Time series 
data have been collected from Automated Atmospheric Monitoring Systems (AMS) 
installed at underground coal mines in the United States. The data have been filtered, 
cleaned, and subsequently analyzed using various techniques, including autocorrelation, 
cross-correlation, and variograms. Finally, preliminary results of the methane gas 
concentration forecasting model employing Autoregressive Integrated Moving Average 
(ARIMA) techniques are presented and discussed. This forecasting model is also expected 
to be applicable in other underground mining and industrial operations.  

Section 4.3 presents a literature review on time series that identifies the most relevant 
previous studies that have attempted to develop a reliable methane gas forecasting model 
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for underground coal mine operations based on time series analysis. Furthermore, Section 
4.4 briefly describes the atmospheric monitoring system implemented by each case study. 
Moreover, Section 4.5 explains the main steps used in this research for Atmospheric Data 
Management, including data collection, store, pre-processing, and processing. Likewise, 
Section 4.6 presents the statistical techniques implemented to investigate the potential 
association (correlation and autocorrelation) and validate long-term relationship(s) 
between methane gas emissions and meteorological parameters and other variables such as 
coal production. Additionally, Section 4.7 displays the preliminary methane gas 
concentration forecasting results obtained by employing ARIMA models. Moreover, 
Section 4.8 discusses the main findings of the research. Finally, Section 4.9 presents the 
conclusions and the future work of the research discussed in this study. 

 

 
Figure 4.1 Fatalities and incidents in underground US coal mines since 1900; 80% of the incidents and 

90% of the fatalities can be attributed to methane gas explosions (NIOSH, 2020) 

4.3 Time Series Analysis for Methane Gas Forecasting 

The study and analysis of time series data started a long time ago when the statistician 
Undy Yule presented his work named "On a Method of Investigating Periodicities in 
Disturbed Series, with Spatial Reference to Wolfer's Sunspot Number" in 1927 (Yule, 1927; 
Tsay, 2000). At that time, statisticians were the only ones permitted to analyze and deduce 
theories and hypotheses from data. Consequently, they used to develop and implement 
complex methods characterized by numerous assumptions regarding the nature of data 
(Nielsen, 2019). However, in 1970, the field of time series analysis and forecasting was 
opened to a much larger public when the statisticians George Box and Gwilym Jenkins 
published their book "Time Series Analysis: Forecasting and Control." This book 
contained straightforward methods to work with time series data and its analysis (Box et 
al., 2015).  
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In recent years, time series analysis has become one of the most essential and predominant 
statistical techniques in experimental science and data analysis, mainly due to advances in 
statistics and computer science such as machine learning and the internet of things (IoT), 
which have considerably improved data processing, collection, storage, and visualization 
(Nielsen, 2019; Brockwell and Davis, 2016). Mathematically speaking, a time series can 
be defined as a doubly infinite sequence (a series 𝑎𝑎𝑛𝑛 where 𝑛𝑛 varies from −∞ to +∞) of 
multiple random variables. In other words, a time series is a set of observations Xt, where 
each observation is recorded at a specific time t. The most common series are in hourly, 
daily, weekly, monthly, and annual frequencies. Time series analysis refers to a collection 
of tools for analyzing massive datasets that consist of records arranged in chronological 
order. The main objective of the analysis is to determine the statistical properties inherent 
in the data and construct a model (or models) that allows filling gaps in time series and 
forecasting their values in the future (Box et al., 2015; Brockwell and Davis, 2016).  

The practice of time series analysis in the past was limited to a few disciplines and 
applications due to the complexity of the data collection process. For example, medicine, 
meteorology, economics, and astronomy were the first disciplines to use time series 
methodologies (Cryer and Chan, 2008). One of the earliest documented works that used 
time series data was the work done by John Graunt in 1662. He published a book named 
"Natural and Political Observations Made Upon the Bills of Mortality." This book was 
based on the death records kept in London districts since the early 1500s. In his book, 
Graunt presented the first "life tables," known today as actuarial tables. John Graunt's 
research was one of the first works based on time series data and analysis to address 
medical concerns (Harkness, 2020). However, nowadays, the number of areas in which 
time series are studied and implemented is massive (Astudillo et al., 2020).  

The mining and minerals industry is one field that has benefited from the rapid 
development of time series analysis. It is used, among other purposes, (a) to forecast 
mineral commodity prices (Astudillo et al., 2020; Tapia et al., 2018; Olayiwola, 2016), (b) 
to approximate the future mineral supply and demand (Watari et al., 2020; Rosienkiewicz 
et al., 2017; Renner and Wellmer, 2020), (c) to estimate production in real or near real-
time (providing operators and engineers with insight into current operating conditions) 
(Rodriguez, 2020) and to optimize blasting and drilling operations for mineral recovery 
(Gupta et al., 2020; Bilal et al., 2013). Additionally, time series analysis can be used to 
ensure the health and safety conditions of the workforce, particularly in underground coal 
mines operations. 

The study and implementation of forecasting methodologies to predict the concentration 
and emissions of hazardous gases in underground coal mines have been a topic of interest 
for academia, the mining industry, and governmental agencies for many decades (Bilal et 
al., 2013; Dixon, 1992; Dixon and Longson, 1993; Trutwin and Wasilewski, 1987; Karacan 
et al., 2005; Griffin et al., 2011; Diaz et al., 2021). As a result, different approaches have 
been implemented to tackle this problem. For example, the empirical approach for methane 
gas prediction was the first methodology employed (Owili-Eger et al., 1973). The first 
documented empirical research dates back to the 1960s, when researchers attempted to 
build a methane gas forecasting method to analyze time series data collected manually from 
underground coal mines for a short period (Dixon, 1992; Dixon and Longson, 1993; 
Trutwin and Wasilewski, 1987). Then, with the advances in computer technology and 
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mathematical sciences, the numerical approach, mainly the Computational Fluid Dynamics 
(CFD) methodology, has been explored as a potential solution to predict methane emissions 
(Sung et al., 1987). However, precise explosive and flammable forecast methods are still 
challenging due to the numerous in-situ characteristics of each mine operation (e.g., 
production rate and mining parameters, geological characteristics, topography features) 
that affect methane gas emissions into the underground mining environment (Diaz et al., 
2021; Booth et al., 2017). 

Furthermore, the statistical approach, principally the implementation of time series analysis 
for hazardous gas forecasting in underground coal mines, has been studied in recent years 
mainly due to its advantages over other methods. For example, time series methodology is 
considered less time-consuming and expensive. In addition, the data collection process is 
rapid and reliable due to the identification of outliers, patterns, and missing data. Also, it 
allows data cleaning and validation (Booth, 2017; Shumway and Stoffer, 2017). This 
section presents the most relevant previous studies that have attempted to develop a 
methane gas forecasting model for underground coal mine operations based on time series 
analysis.  

Kaffanke (cited in Dixon, 1992) developed a methodology for predicting concentration and 
emissions of methane gas for segments between one day to one month in length by using 
discrete multiple linear regression, which is a statistical technique implemented to calculate 
the degree of association between two or more independent variables (explanatory 
variables) and a dependent variable (response variable) by fitting a linear equation to 
experimental data (Shumway and Stoffer, 2017). The most relevant variables included in 
the model were: daily coal output (tons/day), accumulated output (total tons), previous day 
methane gas flow (m3/s), and idle day methane flow (m3/s) or the number of no working 
days and released gas content (m3/t). Methane emissions and concentration forecasts were 
done by implementing seven equations for each day of the week. The author made two 
important conclusions: first, accurate methane emission prediction can be achieved by 
implementing statistical methods, in this particular case, discrete multiple linear regression. 
Secondly, further research was recommended by implementing different statistical 
techniques for methane prediction, such as linear filter theory, spectral analysis, and time 
series analysis.  

Trutwin and Wasilewski (1987) established an approach for modeling airflow in 
underground coal mine operations by studying their atmospheric data and implementing 
time series analysis and digital filtering techniques, which is a method that uses 
mathematical tools to identify and modify specific aspects of a signal such as noise due to 
mechanical vibration and electrical interference. In this particular case, the low-pass first-
order recursive filter was employed. The primary objective was to identify and separate 
signals of different amplitudes and durations that disturb and hinder monitoring parameters 
such as methane gas emissions, oxygen concentration, and air velocity in underground coal 
mines. The authors concluded that random disturbances influencing ventilation systems in 
underground coal mining could be classified into three different groups based on their 
frequencies; disturbances with a low frequency below 1.5𝑥𝑥10−5 𝐻𝐻𝐻𝐻, disturbances with an 
intermediate frequency between 1.5𝑥𝑥10−5 𝐻𝐻𝐻𝐻 and 2.77𝑥𝑥10−4 𝐻𝐻𝐻𝐻, and the last group is 
disturbances with a high frequency above 2.77𝑥𝑥10−4 𝐻𝐻𝐻𝐻. 
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Dixon (1992) recommended a methane concentration and emissions forecasting method 
using atmospheric data collected manually from longwall coal mines based on the Box-
Jenkins time series analysis technique. This research implemented the Autoregressive 
Integrated Moving Average model for describing stationary and non-stationary time series. 
The implementation of this technique identified the relationship between the dependent 
variable, methane emissions, and its independent variables, such as coal production, 
barometric pressure, and airflow velocity. In addition, the author highlighted that this 
model could be constructed without previous knowledge of the series itself, and the model 
was trained and built using past values of the same series. Finally, the author recommended 
further research to forecast methane concentrations in underground coal mining operations 
by implementing time series analysis methods.  

Dixon and Longson (1993) proposed a statistical method for short-term forecasting 
methane gas emissions based on time series techniques developed by analyzing data 
collected and stored from non-automated AMS. The model considers the most important 
sources of methane gas, such as the methane released from the working coal seam, the 
stratigraphy above and below the working seam, and the degree of methane emissions from 
the adjacent seams and strata. Furthermore, the potential correlation between methane gas 
and barometric pressure, coal production, and air velocity were studied. However, the 
association between methane gas and barometric pressure could not be measured because 
the BP data could not be collected. Nevertheless, the correlation between methane gas and 
coal production was assessed. It was concluded that the method selected for coal recovery 
(mining method) and its production rate is a crucial independent variable that affects 
methane gas concentration and, consequently, methane gas forecasting.  

Tominaga and Bandopadhyay (2002) introduced a technique to monitor and forecast 
spontaneous combustion in underground coal mine operations based on time series data 
collected by carbon monoxide (CO) sensors in a longwall mine located in Hokkaido, Japan. 
This research made use of the second law of diffusion of Fick to simulate a mathematical 
model able to identify time series data characteristics, such as the concentration-time curve. 
The researchers concluded that in a forced ventilation system, the location of the carbon 
monoxide source could be determined precisely when the distance from the origin of CO 
emission has a linear correlation with the shape characteristics of the concentration-time 
curve.  

Shu-gang et al. (2008) developed a method to predict methane gas emissions originated at 
the faces of longwall coal mines based on time series analysis and the Least Square Support 
Vector Multi-classifier (LS-SVM), which is a collection of techniques implemented to 
explore time series data and identifies patterns implemented mainly for regression analysis. 
The authors concluded that such a method could be implemented for methane gas 
concentration and emissions forecasting and a warning system at the longwall face to alert 
operators when the mine atmosphere becomes dangerous. 

Shengrui et al. (2011) recommended a model of gas emissions forecast based on the study 
of time series methane data and Chaos Theory, which is a state of apparently random 
disorders (chaos), anomalies, and irregularities controlled for basic laws. The Chaos theory 
implies that predictions directly depend on initial conditions (Jorgensen and Fath, 2019). 
This short-time prediction model was built using data from an underground coal mine in 
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China collected during five days, at a time interval of five minutes. It was concluded that 
methane gas forecasting in underground coal operations could be achieved by studying 
time series data and the Chaos theory methodology. According to this research, the model 
showed good results under unstable conditions (e.g., rockburst, coal burst, and gas 
outburst). However, they suggested further investigation to obtain more accurate 
calculations. 

Zagorecki (2015) proposed a forecasting method based on sensor fusion and data mining 
techniques to predict methane gas emissions by studying time series data from an 
underground coal mine. The main objective of this research was to predict in a short time 
(3 to 6 minutes) methane outbreaks (exceedance of CH4 threshold levels) at three specific 
locations in an underground coal mine located in Poland using multivariate time series 
data, approximately 57,000 records were collected for a period of three months. 
Temperature, humidity, and barometric pressure were some of the atmospheric variables 
studied for building the methane forecasting model. Furthermore, the most important data 
mining technique implemented was the machine learning random forest algorithm 
implemented in Waikato Environment for Knowledge Analysis (WEKA). This system 
implements a set of algorithms, mathematical tools, and data visualization packages for 
data analysis and forecasting. The author concluded that the model is an acceptable solution 
for methane gas forecasting in underground coal mines under stable conditions. 

4.4 AMS in Underground Coal Mines 

Atmospheric Monitoring Systems are characteristically implemented in underground coal 
mines in order to monitor parameters such as concentrations of toxic and explosive gases 
in exhaust air as well as weather-related parameters. Processing AMS data ensures that 
hazardous gases do not exceed regulatory standards and that engineering controls are 
effective. Consequently, reducing high-risk mining environments. Rudimentary methods 
of monitoring the mining atmosphere can be traced back to the implementation of warm-
blooded animals such as canaries to alert miners when the atmosphere becomes harmful. 
Nowadays, more sophisticated and accurate AMS are employed to monitor underground 
coal mines more efficiently (Taylor and Karacan, 2010; Goodman et al., 2008). This 
section briefly describes the AMS employed in each case study (Mines A, B, and C) 
analyzed in this research.  

The first case study (Mine A) uses an automated atmospheric monitoring system identified 
as Wireless Multi-Gas Monitor (Figure 4.2) installed on the exhaust shafts. The Wireless 
Multi-Gas Monitor is an excellent example of the modern technologies available to monitor 
the atmosphere of underground coal mines. This device can simultaneously monitor up to 
four gases (e.g., CH4, O2, CO, CO2, NO, H2, and SO2). Furthermore, it has a variety of 
advantages such as remote operation through a Wi-Fi connection, reduced costs, and being 
user-friendly because it monitors several gases simultaneously, and no instruments or 
special skills are required to replace sensor modules. In addition, its firmware or computer 
software is updated automatically (AMR PEMCO, 2002). 

Figure 4.3 contains four plots (a to d) that illustrate the operation of the Wireless Multi-
Gas Monitor utilized in Mine A. First, a line is installed in the exhaust shaft to carry in and 
out to the monitoring station the returned air from the mine atmosphere, as shown in Figure 
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4.3a and 4.3b. Then, the return air (polluted air) is taken inside the Wireless Multi-Gas 
Monitor box, where the concentration of the gases is assessed, as illustrated in Figure 4.3c. 
In this particular case, Mine A, the concentration of three gases is monitored using four 
sensor modules: one for carbon monoxide (CO), another one for oxygen (O2), and two for 
methane gas, as shown in Figure 4.3d. Finally, the information collected and stored by the 
Wireless Multi-Gas Monitor is transferred to an online system used to monitor gas 
emissions at several exhaust shafts where the data can be directly downloaded. 

The second case study (Mine B) employs an automated AMS that collects gas 
concentration data (with a sampling rate of about 10 seconds) from different sensors 
throughout the mine, in addition to the standard sensors that collect data from fans, and 
conveyor belts, etc. Collected data are electronically transmitted to a central monitoring 
system on the surface for further processing. Data for the third case study (Mine C) are 
collected manually. Methane gas is measured weekly at the exhaust shaft(s) using a manual 
process and appropriately recorded. 

 

 
Figure 4.2 Wireless Multi-Gas Monitor (AMR PEMCO, 2002) 
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Figure 4.3 Wireless Multi-Gas Monitor process 

4.5 Atmospheric Data Management  

In addition to the gas emission data (e.g., CH4, CO, and O2) collected from three 
underground coal mines, meteorological data (e.g., barometric pressure, temperature, 
humidity, precipitation, and wind speed) were retrieved from the nearest weather station to 
each mine. The data were automatically downloaded from a commercial weather service 
that provides real-time meteorological conditions information over the internet called 
Weather Underground Commercial Company (WU). 

Figure 4.4 shows a flow diagram describing the main steps of the data management process 
(e.g., data collection, storage, pre-processing, and processing) implemented in this 
research. The first step consists of collecting the data: (a) the atmospheric data are retrieved 
from the closest weather stations to each mine, and (b) gas concentration data are recovered 
from the mine monitoring systems in the form of excel files. Then, the atmospheric and the 
mining monitoring data are stored into AMANDA (Atmospheric Monitoring Analysis and 
Database mAnagement), a custom relational database designed to manage AMS data. More 
detailed information concerning the characteristics (e.g., source, frequency, and units) of 
the data collected can be found in Diaz et al. (2021). 

The second step refers to data pre-processing. It is already established that real-world data 
must be pre-processed for appropriate time series analysis (Grimberg et al., 2021; Verma, 
2019; Baur et al., 2015). In this case, data pre-processing is performed using AMANDA; 
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this stage includes data cleaning and filtering (e.g., identifying missing values, zero values, 
erroneous data, spikes, and outliers). The filtered data values are flagged as erroneous 
values and are not replaced with zero or null values during this stage. Thus, they are 
excluded from any subsequent data calculations or analyses performed. More details are 
given in section 4.5.1. 

The third step is data homogenization, which is crucial when analyzing time series data 
because it guarantees that data points from different series share a common date/time stamp 
(Diaz et al., 2021a). Data homogenization was performed both using AMANDA and the 
MATLAB® programming environment. Data homogenization, as implemented in 
AMANDA, is a straightforward process that can develop 12-hour, daily, or weekly 
averages for each and every data stream and manage these generated time series as separate 
data streams. Also, the data streams can be exported for further processing in MATLAB. 
Data homogenization in the MATLAB environment utilized the interp1 command that 
interpolates between existing data points in given pairs of time series to determine new 
points with a common time stamp. The new points are used in subsequent processing. 
Figure 4.5 illustrates an example where two different data sets are homogenized using 
interpolation. The blue circles represent a set of data of methane gas concentration taken 
from one of the case studies, while the white circles correspond to a set of barometric 
pressure data collected from WU. As illustrated in Figure 4.5a, the data points within the 
same series and from the two different series do not share common and/or regular date/time 
stamps. 

The final step of atmospheric data management includes all the processes run either on the 
raw data or the homogenized data. These range from simple calculations of Pearson 
Correlation Coefficient between two data streams (e.g., methane data vs. barometric 
pressure, methane data vs. coal production) as well as the linear correlation relationships. 

 

 
Figure 4.4 Flow diagram of data management 
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Figure 4.5 Data homogenization representation: Left: Raw time series data with irregular sampling steps 
converted to resampled data at an arbitrary spacing. Right: Raw time series data with irregular spacing 

are converted to average values for specified time intervals 

4.5.1 Data Pre-Processing 

The majority of the AMS are affected by the complex nature of underground coal mining 
environments (e.g., humidity, presence of dust, power, and calibration issues). As a result, 
the data streams provided by AMS frequently present inconsistencies such as calibration 
spikes, erroneous and/or negative values, and gaps mainly due to sensor malfunction. 
Therefore, collected data will need to be pre-processed before being used for analysis. As 
a result, inspecting, identifying, and deleting (or filtering out) anomalous records in the 
database is vital to ensure data reliability and integrity. In addition, the presence of 
correlation between data streams should always be investigated on pre-processed datasets 
to achieve a better time series forecasting model (Griffin, 2013; Zhou et al., 2017).  

Figure 4.6 includes four plots (a to d) that illustrate some of the techniques implemented 
in this research using AMANDA to filter the methane gas data collected, in this case, from 
Mine A. Figure 4.6a shows raw methane data time series for a period of fifteen days with 
an estimated hourly time step. The data include sudden drops in methane gas concentration 
(CH4 reaches 0%) due to sensor malfunction. Figure 4.6b exhibits the same time segment 
from Mine A after the zero values have been filtered out. Figure 4.6c presents a segment 
of methane data for twenty days where the methane gas concentration does not change; it 
keeps the exact concentration (CH4=2.83%) for the whole period due to improper sensor 
calibration. Finally, Figure 4.6d shows a segment of thirty days with methane gas missing 
data (note that missing data is different from zero data), most likely due to sensor failure. 
It should be noted that problematic data points are not deleted; they are flagged so that they 
are not included in the analysis, but they can always be restored if needed.  

Figure 4.7 comprises four plots (a to d); the first two plots (a and b) correspond to Mine B 
while the last two plots (c and d) belong to the closest weather station from Mine B. Figure 
4.7a shows raw methane data time series from Mine B for one day sampled using a time 
step around ten seconds. The data include negative values for methane gas concentration 
(CH4 reaches –5.0%) due to sensor malfunction; methane concentrations can never be 
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negative. Figure 4.7b exhibits the same time segment from Mine B after the methane gas 
negative values have been filtered out. Figure 4.7c describes a segment of barometric 
pressure for six months with an approximate hourly time step. It is shown that BP reaches 
zero values (BP = 0.0 InWG) two times, which is a mistake (barometric pressure cannot be 
zero) due to sensor failure. Figure 4.7d exhibits the same time segment shown in Figure 
4.7c after the zero barometric pressure values have been filtered out. 

 
Figure 4.6 Data pre-processing (a) Raw CH4 data from Mine A (before filtering), (b) CH4 data from Mine 
A (after data is cleaned up), (c) Inconsistent CH4 data from Mine A, (d) Segment where no CH4 data were 

collected from Mine A sensors 
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Figure 4.7 Data pre-processing, (a) Raw CH4 data from Mine B (before cleaning), (b) CH4 data from Mine 
B (after data is cleaned up), (c) Barometric pressure data (before cleaning), (d) Barometric pressure data 

(after cleaning) 

4.5.2 Spike Detection and Analysis 

Identifying and analyzing peaks (spikes and inverted spikes) in a time series is essential to 
ensure the accuracy of a forecasting model. If spikes are not detected during data pre-
processing, they will compromise further data processing, directly impacting outcomes 
(Palshikar, 2009; Broquet et al., 2018; Goin and Ahern, 2019). Spike analysis includes 
different steps such as identification of the length of spikes (e.g., seconds, minutes, hours, 
and days), the magnitude of spikes, the similarities between spikes (e.g., time or frequency 
of occurrence, duration) as well as whether spikes occur in multiple time series (Vlachos 
et al., 2004). This section identifies and analyses the spikes and inverted spikes found 
during the pre-processing phase of AMS data streams collected from Mine A utilizing 
AMANDA.  

Figure 4.8 consists of four plots (a to d) corresponding to Mine A for a five-day window. 
The red line represents methane gas concentrations (%) sampled using an hourly average 
time step, and the green line denotes daily coal production (tons/day). Figure 4.8a shows a 
methane gas spike, the concentration of methane gas increases unexpectedly from 
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approximately 0.60% to more than 1.60%. Figure 4.8b illustrates the potential correlation 
between methane gas spike and daily coal production; the spike on the methane gas time 
series occurred when there was no coal production, as shown in Figure 4.8b. On the other 
hand, Figure 4.8c outlines an inverted methane gas spike; the concentration of methane gas 
decreases suddenly from around 1.60% to 0.80%. Finally, Figure 4.8d shows the 
correlation between the inverted methane gas spike and daily coal production; the CH4 
inverted spike occurred when there was no coal production, as shown in Figure 4.8b. The 
unexpected methane gas peaks (spike and inverted spike) presented in Figure 4.8 are 
mainly due to sensor calibration. This information was confirmed with the mine personnel 
from Mine A.  

Figure 4.9 includes plots a and b that correspond to a period of ninety days for Mine A. 
Again, the red line represents methane gas concentrations (%) sampled using a daily 
average time step, and the green line denotes daily coal production (tons/day). Figure 4.9a 
shows a methane gas spike, the concentration of methane gas increases unexpectedly from 
about 0.20% to more than 3.0%. Figure 4.9b illustrates the correlation between methane 
gas and daily coal production. In this case, unlike in Figure 4.8, the spike in the methane 
time series occurs almost at the same time when coal production increases. This behavior 
can be explained due to other variables directly affecting the emissions and concentrations 
of methane gas, such a significant increase in coal production is most likely due to coal 
recovery in more than one panel simultaneously. 

 
Figure 4.8 Spike detection, (a) CH4 spike identification, (b) Correlation between CH4 spike and daily coal 

production, (c) CH4 inverted spike identification, (d) Correlation between CH4 inverted spike and daily 
coal production 
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Figure 4.9 Spike detection, (a) CH4 spike identification, and (b) Correlation between CH4 spike and daily 

coal production 

4.6 Exploratory Analysis of Methane Time Series 

This section presents the statistical techniques (e.g., cross-correlation, autocorrelation, 
cross-covariance, scatter plots, and variograms) implemented to investigate the potential 
association (correlation and autocorrelation) and validate long-term relationship(s) 
between methane gas emissions and meteorological parameters and other variables such as 
coal production.  

4.6.1 Correlation of Methane Concentration with Barometric Pressure and Production 

Correlation is a statistical measure used to quantify (i) the strength of association between 
two variables and (ii) the direction of their relationship. The linear correlation between two 
variables varies between +1 and -1. A value of ±1 suggests a perfect positive/negative 
correlation between the variables. As the correlation coefficient value tends to 0, the 
association between the two variables becomes weaker. Furthermore, the direction of the 
relationship between the variables is indicated by the sign of the coefficient; a positive sign 
(+) indicates that the variables are directly proportional (when one variable increases, the 
other variable also increases, and vice versa), and a negative sign (–) signifies an inverse 
proportional relationship (when one variable increases the other variable decreases and vice 
versa) (Shumway and Stoffer, 2017; Thomas, 2014). Different measures of correlation 
exist in the literature, including the following: Spearman and Kendall rank correlation 
coefficients (used to measure ordinal association and applied in cases of nonlinear 
dependence), the point-biserial correlation (used when one of the variables is 
dichotomous), Kendall rank correlation, and Pearson’s (linear) correlation coefficient 
(Schober and Schwarte, 2018). The Pearson correlation (R) was chosen based on 
exploratory data analysis to investigate the relationship of methane gas concentration with 
barometric pressure and coal production. 

Figure 4.10 consists of four plots (a to d) corresponding to Mine A. Plots a and c were 
obtained using AMANDA, while plots b and d were generated employing MATLAB. 
Figure 4.10a presents two time series: the red line represents methane gas concentrations 
(%), and the green line denotes barometric pressure (InWG), both sampled on a daily 
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average basis for 180 days. Figure 4.10a shows a strong negative correlation between 
methane gas and barometric pressure with the Pearson correlation coefficient calculated at 
R=–0.77. The negative sign indicates that methane concentration increases when 
barometric pressure decreases and vice versa. Figure 4.10b presents a scatter plot using the 
same data streams in Figure 4.10a, illustrating the strong negative correlation between 
barometric pressure and methane gas emissions.  

Figure 4.10c shows two time series, methane gas concentrations and barometric pressure; 
both sampled on a daily average basis for a different interval of 180 days. These plots 
reveal a lack of correlation between methane gas (red line) and barometric pressure (green 
line), with the Pearson correlation coefficient estimated at R=0.00. This is further supported 
by the scatter plot in Figure 4.10d, which shows a lack of systematic relation between gas 
concentration and barometric pressure. This behavior is due to a sudden drop in the 
methane gas time series from values exceeding 4% to around 1%, as shown in Figure 4.10c. 
Such discontinuities can directly affect the outcomes of any method used for data analysis, 
as discussed in Section 5.5.2. They also suggest that the gas concentration depends not only 
on the barometric pressure but also on factors related to mine operations.  

Figure 4.11 consists of two plots (a and b) corresponding to Mine A. The red line represents 
methane gas concentrations (%) sampled with a daily average step, and the green line 
denotes coal production (tons/day) sampled daily. Both time series in the plot (a) 
correspond to an interval of 30 days. Figure 4.11a illustrates a strong positive correlation 
between methane gas and coal production, with the Pearson correlation coefficient 
calculated at R=0.81. The positive sign denotes that methane concentration increases when 
coal production increases. Furthermore, Figure 4.11b shows a high positive correlation 
between methane emissions and coal production. In this case, a weekly average time step 
is used over 12 weeks, and the Pearson correlation coefficient is calculated at R=0.84. This 
analysis supports the hypothesis that gas concentration is not unilaterally related to 
barometric pressure. It is more likely that the correlation with barometric pressure is 
stronger during nearly constant production activity periods.  

 
Figure 4.10 Pearson correlation between BP and CH4 emissions for Mine A, (a) Time series plot of 

average daily values for segment 1, (b) Scatterplot for segment 1, (c)Time series plot of average daily 
values for segment 2, (d) Scatterplot for segment 2 
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Figure 4.11 Pearson correlation between CH4 emissions and coal production for Mine A, (a) Time series 

plot of average daily values, (b) Time series plot of average weekly values 

4.6.2 Estimation of Lagged Cross-Correlations 

In statistics, the cross-covariance is used to investigate the relation between two time series 
allowing for time offsets between the two series. The cross-covariance can take positive or 
negative values; a positive value indicates that the variables tend to move in the same 
direction, and a negative value signifies that the variables move in opposite directions 
(Shumway and Stoffer, 2017; Smith, 2021). Such relations can be investigated for different 
time lags between the two time series. This helps identify if the association between the 
two variables exhibits a time delay. In this section, the cross-correlation is estimated to 
investigate the possibility of time-lagged correlations between methane gas emissions and 
barometric pressure.  

Figures 4.12 and 4.13 consist of plots a and b, corresponding to different datasets from 
Mine A. Both datasets were collected during an interval of 180 days and sampled using a 
daily average time step. Figure 4.12a presents the cross-correlation function between 
barometric pressure and methane gas for several time lags (displayed along the horizontal 
axis). It shows that the highest (negative) correlation between these two variables occurs 
at zero lag with a value of –0.85. The negative sign indicates that the variables tend to move 
in opposite directions. Figure 4.12b presents a scatter plot using the same data streams 
shown in Figure 4.12a. It demonstrates that barometric pressure and methane gas emissions 
are highly correlated for this specific data segment, with the correlation coefficient 
calculated at R=–0.84.  

Figure 4.13a shows the cross-covariance function between barometric pressure and 
methane gas concentration. Visual examination indicates no significant cross-correlation 
between the two series for this particular data segment. The scatterplot in Figure 4.13b with 
the correlation coefficient calculated at R=0.03 supports this information. 
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Figure 4.12 Correlation investigation using the empirical cross-correlation function, (a) Cross-correlation 

between CH4 and BP, (b) Correlation coefficient (R) between CH4 and BP 

 
Figure 4.13 Correlation investigation using cross-covariance, (a) Cross-covariance between CH4 and BP, 

(b) Correlation coefficient (R) between CH4 and BP 

4.6.3 Autocorrelation of Methane Time Series 

Autocorrelation, also known as serial correlation, measures the degree of correlation 
between a time series and a lagged version of itself. In other words, autocorrelation 
measures the association between the present value of a variable and its past values. The 
autocorrelation is technically similar to the correlation between two different time series. 
However, the autocorrelation uses the same time series twice in its original and lagged 
forms (Shumway and Stoffer, 2017; Smith, 2021). Autocorrelation function (ACF) plots 
are among the most popular tools for investigating temporal dependence in stationary time 
series. A time series is called stationary if; its statistical properties (e.g., mean, median, 
variance, and autocorrelation) do not change over time. In other words, stationary time 
series do not have trends or periodic fluctuations (seasonality), and the statistical features 
(e.g., variance and characteristic time) of fluctuations are invariant in time (NIST, 2003).  
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Figure 4.14 consists of two plots (a and b) corresponding to Mines A and C, respectively. 
The blue line in each plot represents measurements of methane gas concentration (%). The 
time series in Figure 4.14a spans an interval of more than 300 days and is sampled using a 
daily average time step, while the plot in Figure 4.14b shows methane concentration on a 
weekly average basis for approximately 120 weeks. Visual inspection of Figures 4.14a and 
b show downward trends and non-repeating large spikes. Consequently, the methane time 
series shown in Figures 4.14a and b can be assumed non-stationary. This behavior is typical 
of the methane gas time series over different time windows analyzed in this research from 
different mines (Mines A, B, and C), even though certain stationary periods can also be 
found in the data. As a result, the ACF is not recommended for assessing the 
autocorrelations of the methane time series. In the case of non-stationary series, the ACF 
estimated from the data declines very slowly with time due to the non-stationarities. 
However, the main problem is that the true ACF for non-stationary processes does not 
depend only on the time lag but also on the time of observation. Therefore, a different 
statistical measure should be used, which can capture two-point correlations as a function 
purely of the time lag. The variogram function, used in the next section, provides such a 
measure. 

 
Figure 4.14 Demonstration of non-stationarity of methane time series, (a) Average daily values from Mine 

A, (b) Plot of average weekly values from Mine C 

4.6.4 Variogram Estimation 

The variogram function can be used to estimate the variability (degree of similarity or 
dissimilarity) of time series values at a particular time lag (Shumway and Stoffer, 2017; 
NIST, 2003; Hristopulos, 2020). More precisely, for a time series denoted by 𝑋𝑋(𝑡𝑡), the 
variogram is given by the semi-variance of the increment time series 𝑋𝑋(𝑡𝑡 + 𝜏𝜏) −
𝑋𝑋(𝑡𝑡) 𝑊𝑊here 𝜏𝜏 is the time lag. If 𝜏𝜏 = 0, the value of the variogram is zero for all 𝑡𝑡 since the 
increment vanishes. As 𝜏𝜏 increases, so does the value of the variogram function. If the 
process is stationary, the variogram attains a plateau (sill). The sill is reached after a 
characteristic time lag which determines the range of the temporal correlations. If the time 
series does not have autocorrelations, the variogram jumps from zero to the sill value 
discontinuously. However, if the process is non-stationary, the variogram continues to 
increase without bound. Nevertheless, the variogram remains a function of purely the 
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temporal lag for non-stationary processes that have stationary increments. This is a 
substantial advantage compared to the autocorrelation function.  

Another advantage of the variogram is that the differencing operation implied in the 
calculation of the time series increments tends to eliminate potential short-range increasing 
or decreasing trends (stochastic trends as they are called). This property is also used in 
ARIMA time series modeling (see Section 4.7). The variogram function was initially used 
in studies of fluid turbulence to account for the non-stationarity of fluid velocity in 
turbulent flows and in geostatistical studies to capture the correlations of non-stationary 
spatial patterns (Hristopulos, 2020). This section analyzes empirical variograms estimated 
from mines A and C to investigate potential autocorrelations of the methane gas time series.  

Figure 4.15 consists of four variogram plots (a to d); the first two plots (a and b) correspond 
to Mine A and the last two (c and d) to Mine C. The methane data were collected on a daily 
and weekly average basis from mines A and C, respectively. The horizontal axis in these 
plots represents the temporal distance (in days or weeks) between pairs of points, and the 
vertical axis represents the calculated semi-variance of the methane gas concentration at 
the respective time lag. All four plots show variogram functions that start at zero and rise, 
albeit at different rates. For example, in Figure 4.15a, it seems that the sill is reached after 
~60 days, while in Figure 4.15b, the variogram function seems to reach a plateau after ~5 
days. Both plots use a maximum time lag of 100 days and provide evidence of 
autocorrelations in the methane concentration series; however, the characteristic time is 
different for each time series. This is not surprising since the production conditions are not 
the same for the two time segments investigated. 

Figure 4.15c and 4.15d show two variogram functions from Mine C with a weekly average 
time step over a considerably longer time span of 140 weeks. These plots reveal that the 
variogram functions seem to stabilize around week 10. However, after lag 10, they start 
increasing, a tendency that is maintained over the entire range of time lags studied. This 
behavior is a clear mark of non-stationarity. Hence, the lessons learned from the variogram 
analysis are that (i) the methane concentration series exhibit autocorrelations, implying that 
a stochastic predictive model can be constructed, and (ii) the time series may exhibit non-
stationarity, thus requiring the use of suitable time series models that allow for the presence 
of non-stationarities. 
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Figure 4.15 Variograms for methane time series, (a) Average daily values from Mine A – segment 1, (b) 
Average daily values from Mine A – segment 2, (c) Average weekly values from Mine C – segment 1, (c) 

Average weekly values from Mine C – segment 2 

4.7 Time Series Forecasting Models 

The main goal of time series analysis is to predict the future values of an observed variable 
as accurately as possible based on the available data. Forecasting models based on time 
series analysis are generally classified into three categories; (1) Subjective Forecasting 
Models founded on judgment, opinion, or intuition, (2) Univariate Forecasting Models 
which employ past values of a given time series to predict its future value; and (3) 
Multivariate Forecasting Models based on values of one or more time series to predict the 
value of a specified variable (Box et al., 2015; Shumway and Stoffer, 2017). Some 
forecasting techniques are straightforward and computationally efficient (e.g., Mean, 
Naïve, Seasonal Naïve, and Drift methods); others are more advanced and complex (e.g., 
Complex Seasonality, Prophet model, and Bootstrapping and Bagging) but offer more 
flexibility and improved accuracy. The selection of a forecasting method depends on 
different considerations, such as the accessibility of the historical data, the accuracy of the 
model, the forecasting context, and the associated time and cost (Hyndman and 
Athanasopoulos, 2021). The research presented in this article focuses on Autoregressive 
Integrated Moving Average (ARIMA) models (Box et al., 2015; Shumway and Stoffer, 
2017). These are flexible, univariate stochastic models which can handle both stationary 
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and non-stationary time series. Therefore, the ARIMA model can be used to analyze 
methane gas time series. 

4.7.1 ARIMA Model of Methane Concentration 

This section focuses on a specific forecasting method based on the ARIMA (p,d,q) model 
for non-stationary time series. ARIMA is a univariate forecasting technique based on the 
concept that the past values of a time series can be employed to predict its future values 
(Box et al., 2015). ARIMA models comprise a linear superposition of time series values at 
earlier times and a respective superposition of stochastic innovation terms. The innovation 
terms represent realizations of Gaussian white noise and are responsible for introducing 
randomness in the model. In addition, ARIMA models are built using time series 
differences (increments); this procedure helps remove non-stationarities. In general, three 
integer-valued parameters characterize the ARIMA model: first, the order of the 
autoregressive (AR) term (p), which indicates the number of lags (past values) that are used 
as predictors in the model; secondly, the order of the moving average (MA) term (q), which 
signifies the number of innovation terms included and finally, the order of differencing (d) 
which is necessary to render the time series stationary. Depending on the complexity of the 
non-stationarities in the time series, more than one differencing (d) operation may be 
required. Therefore, the value of d is the minimum differencing order needed for 
transforming a non-stationary time series into stationary (Box et al., 2015; Shumway and 
Stoffer, 2017). For more information about the ARIMA models, refer to Shumway and 
Stoffer. (2017) or Box et al. (2015).  

Sample datasets with different lengths (e.g., one month, six months, and one year) and time 
steps (e.g., 12 hours, daily, and weekly) from Mines A, B, and C were used to construct 
ARIMA (p,d,q) models in the MATLAB environment (using functions in the econometrics 
toolbox). There are various ways to assess the performance of a given time series model. 
Models can be compared concerning measures of fit to the data, such as the Akaike and 
Bayesian information criteria. Alternatively, they can be compared based on their 
predictive performance using the approach of cross-validation (CV). The latter evaluates 
how well the model forecasts compare with reality. There are different approaches for 
implementing CV. They all partition in some way the dataset into two disjoint sets: the first 
is called the “training set” and is used to train the model (i.e., to estimate the optimal 
parameters); the other is called the “validation set” and is used to provide the ground truth 
against which the model forecasts will be compared. In this research, the partitioning used 
consists of 95% of the data points in the training set and 5% in the validation set. The 
predictive accuracy of the model was assessed by employing statistical cross-validation 
metrics such as the Mean Error (ME), the Mean Absolute Error (MAE), the Root Mean 
Squared Error (RMSE), and the Pearson correlation coefficient (R). It was found that the 
forecast performance of ARIMA (p,d,q) models for methane gas concentration was poor 
in most of the cases studied; for example, in most cases, the correlation between the 
validation and the forecast values was low (R< 0.5). Consequently, it was concluded that 
the ARIMA model does not provide accurate forecasts of methane gas concentration over 
a time horizon involving many future steps. 
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4.7.2 ARIMA One-Step-Ahead Model of Methane Concentration 

In practical situations, it is not often required to forecast the time series for many times 
ahead. Instead, it suffices to forecast the time series for the next time step (i.e., 12-hour 
intervals or day). Therefore, in order to evaluate the ability of ARIMA models to provide 
accurate one-step-ahead forecasts, the following cross-validation methodology is used: (i) 
The ARIMA model coefficients are estimated using the data in the training set, (ii) the 
model is used to predict the next value of the time series, implementing a continuously 
updated dataset: the latter at first involves the point in the training set (e.g., up to time index 
t; once the forecast at t+1 is generated, the training set is augmented to include the true 
value of the time series at t+1; using the updated dataset the forecast at t+2 is generated, 
and so on). Finally, (iii) the one-step-ahead forecasts are compared with the true values in 
the validation set through CV metrics as described above (Shumway and Stoffer, 2017; 
Hyndman and Athanasopoulos, 2021).  

The optimal ARIMA model was determined using the following algorithm in the 
MATLAB environment. For each dataset examined, all values of p and q between 1 and 4 
and all values of d between 0 and 4 were evaluated. This leads to eighty different ARIMA 
models estimated using the MATLAB function estimate. In some instances, combinations 
that correspond to values of d=4 do not produce valid estimates; such models are 
disregarded. The optimal model is the one that achieves the lowest Akaike Information 
Criterion (AIC). Then, the optimal model was used to derive one-step-ahead forecasts of 
the methane concentration, obtained through the MATLAB function forecast. The 
forecasts are compared with the true values in the validation set by means of the CV 
measures (e.g., ME, MAE, RMSE, and R), as shown in Table 4.1. The function forecast 
also estimates the mean square error (MSE) of the prediction. The MSE is then used to 
generate 95% prediction intervals given by Eq. (4.1). Prediction intervals are essential for 
two reasons: (i) they allow an assessment of the precision of the forecast, and (ii) if the 
forecasts deviate from the true values, it permits identifying if the true values are at least 
contained within the prediction intervals. 

�𝑥𝑥��𝑡𝑡𝑝𝑝� − 1.96 �MSE�𝑡𝑡𝑝𝑝�, 𝑥𝑥��𝑡𝑡𝑝𝑝� + 1.96 �MSE�𝑡𝑡𝑝𝑝�� 
      (4.1) 

where 𝑥𝑥��𝑡𝑡𝑝𝑝� is the optimal ARIMA prediction, MSE is the mean square error of the 
prediction, and 1.96 is a value used to obtain the 95% prediction intervals. 

Given the irregular variations of the methane time series, four different nonlinear 
transformations (logarithm, square root, inverse, and inverse square root) were applied to 
the methane time series. These transformations were used to stabilize the variance and 
mitigate potential heteroscedasticity effects (i.e., the dependence of the local variance on 
the local mean). Furthermore, the time series analysis described above was applied to each 
resulting (transformed) time series. Moreover, at the end of each calculation, the forecasts 
of the transformed data need to be inverted to the original domain, which is a 
straightforward step by invoking the conservation of the probability of random variables 
under nonlinear monotone transformations (Hristopulos, 2020). However, analyzing the 
forecasts based on these transformations, it was found that they only marginally improved 
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the CV metrics of the untransformed time series in the best cases. Consequently, the 
following ARIMA modeling focuses on the untransformed data. Examples of the one-step-
ahead forecast of methane gas concentration obtained using the optimal ARIMA model are 
presented below. 

Figures 4.16 and 4.17 consist of four plots each (a to d). Graphs (a) and (c) are the forecasts 
obtained using the ARIMA (p,d,q) one-step-ahead model, while plots (b) and (d) are 
magnified versions of the forecasts shown in graphs (a) and (c) respectively. The methane 
time series data used to generate these figures were retrieved from Mine A. The gray line 
represents the training data (methane gas time series), the upper and lower black dashed 
lines signify the boundaries of the 95% Confidence Interval (C.I.), the blue line indicates 
the time series in the validation set, while the red line represents the forecast. The validation 
and forecast periods contain five percent (5%) of points used in the training time series.  

Figure 4.16a shows the forecast obtained for a time series of methane gas concentrations 
spanning 360 days using a daily average time step. The ARIMA (4,1,4) model was selected 
based on the lowest AIC value. As a result, the autoregressive order of the AR(p) term is 
four (p=4), the order of the differencing (d) is one (d=1), and the order of the MA(q) term 
is four (q=4). Figure 4.16b demonstrates that the one-step-ahead forecast (red line) is quite 
close to the true value during the validation period (blue line); the correlation coefficient 
calculated was R=0.89, implying a strong correlation between the validation data and the 
forecasts. Therefore, the ARIMA (4,1,4) model provides an accurate forecast. Moreover, 
the observed values lie within the 95% prediction interval. 

Figure 4.16c displays the one-step-ahead forecast for a time series of methane gas 
concentrations spanning more than 2100 days (six years) with a daily average time step. In 
this case, the ARIMA (3,1,4) model is selected (the autoregressive order is 3, the 
differencing order is 1, and the moving average order is 4). Figure 4.16d demonstrates a 
strong correlation between the validation data and the forecast, with the correlation 
coefficient evaluated at R=0.65. This value is satisfactory considering that the training data 
are far from ideal (e.g., they include zero values and some sharp fluctuations), as shown in 
Figure 4.16c. Nonetheless, the ARIMA (3,1,4) one-step-ahead tracks the peaks of the 
validation data reasonably accurately, while the validation data lie within the 95% 
prediction interval. Furthermore, the cross-validations metrics, including the root mean 
square error obtained for the one-step-ahead forecast presented in Figure 4.16c 
(RMSE=0.05), are significantly lower than in Figure 4.16a (RMSE=0.54), as shown in 
Table 4.1, which means that the second forecast is closer to the true values. 

Figure 4.17 shows the one-step-ahead forecast for the gas concentration time series for the 
same period presented in Figure 4.16 but using a twelve-hour average time step. The 
ARIMA (4,1,4) is again the best model. Figure 4.17b reveals that the forecasts closely 
follow the validation data; the correlation coefficient calculated was R=0.90, higher than 
the correlation achieved with the daily average samples (cf. Figure 4.16). Furthermore, 
Figure 4.17c presents the one-step-ahead forecast for a time series spanning more than 
2100 days (six years), corresponding to more than 4300 data points. Again, the ARIMA 
(4,1,4) remains the optimal model. Visual inspection of Figure 4.17d indicates that the 
forecast (red line) and the validation data (blue line) are notably similar. The correlation 
coefficient was calculated at R=0.71, significantly higher than the respective R for the time 



   

64 | P a g e  
 

series shown in Figure 4.16c. In addition, Table 4.1 shows that the CV metrics presented 
in Figure 4.17c are significantly lower than in Figure 4.17a, which means that the second 
forecast provides a higher approximation to the true values. 

 
Figure 4.16 ARIMA one-step-ahead CH4 concentration forecasts using a daily average time step;(a) 
Forecasting of segment 1,(b) Magnified view of the forecast in (a), (c) Forecasting of segment 2,(d) 

Magnified view of the forecast in (b) 
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Figure 4.17 ARIMA one-step ahead CH4 concentration forecasting using a 12-hour average time step, (a) 

Forecasting of segment 1,(b) magnified view of the graph a,(c) Forecasting of segment 2,(d) Magnified 
view of the graph b 

 

Table 4.1 One-step-ahead forecast results summary 
  

Time 
Step 

Training Data Validation Data Best ARIMA 
(p,d,q) Model 

Correlation 
Coefficient 

(R) 

 
RMSE 

 
ME 

 
MAE Length 

(days) 
Sample 

Size 
Length 
(days) 

Sample 
Size 

Forecast 1 Daily 
average 

365 365 18 18 (4,1,4) 0.89 0.54 −0.19 0.44 

Forecast 2 Daily 
average 

2,200 2,200 109 109 (3,1,4) 0.65 0.05 0.00 0.03 

Forecast 3 12 Hours 
average 

365 730 18 37 (4,1,4) 0.90 0.47 −0.11 0.35 

Forecast 4 12 Hours 
average 

2,200 4,380 109 219 (4,1,4) 0.71 0.05 0.00 0.04 
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4.8 Discussion 

The research presented in this paper has found that methane gas forecasting methods based 
on time series analysis are less costly and time-consuming than empirical and numerical 
forecasting methods basically because the data collection process is more rapid and 
reliable.  

The atmospheric monitoring system employed in each case study (Mines A, B, and C) was 
described. Mine A uses an automated AMS known as Wireless Multi-Gas Monitor (see 
Figure 4.2) installed on the exhaust shafts. This device can simultaneously monitor up to 
four gases. It provides remote operation through a Wi-Fi connection; no instruments or 
special skills are required to replace sensor modules, and the computer software is updated 
automatically. Mine B employs an automated AMS that collects gas concentration data 
from different sensors throughout the mine. These data are electronically transmitted to a 
central monitoring system on the surface for further processing. Finally, methane gas data 
for Mine C are calculated weekly at the exhaust shaft(s) using a manual process. 

The main steps of the data management process used in this research were explained. First, 
methane gas concentrations were collected from the AMS of three underground coal mines, 
and meteorological data were retrieved from the weather stations nearest to each mine 
using the WU website. Then, the atmospheric and methane gas data were stored into 
AMANDA, which is also used for data pre-processing. The next step is data 
homogenization which is performed by means of AMANDA and MATLAB®. The final 
step includes several statistical procedures run either on the raw or the homogenized data 
to assess the potential autocorrelation and cross-correlation of the studied variables such as 
methane gas, coal production, and atmospheric pressure parameters. Data homogenization 
is an essential step when evaluating time series data. It ensures that the records collected 
from methane gas and barometric pressure time series have a common date/time stamp, 
which is required to evaluate the potential correlation between the variables.  

The data pre-processing processes, including data cleaning and filtering, are also discussed 
herein. The examples provided in Section 4.5.2 demonstrate that historical data like the 
methane gas and barometric pressure time series such as the one analyzed in this research 
regularly present inconsistencies, such as erroneous and/or negative values and gaps 
(Figures 4.6 and 4.7) and calibration spikes (Figure 4.8). However, some methane gas 
concentration peaks (spikes and inverted spikes) were found to be caused by changes in 
independent variables that directly affect the emissions and concentrations of methane gas, 
like for example, a substantial increase in coal production, most likely due to coal recovery 
in more than one panel simultaneously (as shown in Figure 4.9). Consequently, inspecting, 
identifying, and filtering out anomalous records in the database is essential to guarantee 
data consistency and integrity.  

Statistical dependence measures such as cross-correlation, autocorrelation, cross-
covariance, and variograms were implemented to investigate potential associations and 
validate long-term relationship(s) between the dependent variable (e.g., methane gas 
emissions) and the independent variables (e.g., meteorological parameters and coal 
production rate) for the different case studies. In addition, the Pearson correlation 
coefficient was selected to investigate the relationship between the independent and 
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dependent variables. It was determined that methane gas and coal production rate exhibit 
a strong positive correlation: when coal production rates increase, methane gas 
concentration increases for most cases. In contrast, the correlation between methane gas 
concentration and barometric pressure is significant but negative: methane gas decreases 
when barometric pressure increases and vice versa. Nevertheless, it was found that for 
some data segments, the correlation between these two variables (CH4 vs. BP) was weak; 
in some cases, the correlation coefficient was zero (R=0.00), which can be explained due 
to the presence of inconsistent records in the methane time series such as spikes and 
inverted spikes most likely due to sensor calibration, sensor failure or independent 
variable(s) (e.g., coal production rate) directly affecting methane gas emissions and 
barometric pressure correlation.  

The cross-correlation function between methane gas concentration and barometric pressure 
shows that the highest association occurs at lag zero, and the negative sign of the cross-
correlation indicates that methane gas concentration and barometric pressure have an 
inverse relationship. Again, for some data segments, no significant cross-correlation was 
detected. It was complex to interpret the autocorrelation of the methane gas concentration 
from Mines A and C using the ACF plot due to the non-stationary nature of the time series. 
Instead, the variogram function, which is more suitable for non-stationary data, was 
assessed, and it revealed both short-range correlations and long-range stochastic trends on 
time scales that vary between datasets.  

The research presented in this paper proposed a methane gas concentration forecasting 
method based on the ARIMA (p,d,q) one-step-ahead model. Methane gas time series from 
Mine A spanning different lengths (e.g., one year and six years) and using different time 
steps (e.g., daily and every 12 hours) were employed to estimate the optimal (among 
different choices of p, d, q values) ARIMA model. The optimal model was obtained by 
running suitable MATLAB® code. In all of the cases evaluated and presented in Section 
4.7.2, the ARIMA one-step-ahead model provides accurate forecasts that match the 
direction (increase/decrease) of the validation data. In addition, the correlation between the 
forecasts and the data in the validation period was strong and positive. Moreover, the 
observed values of methane gas concentration were always captured by the 95% prediction 
interval.  

It was also established that the forecasting model is improved (a higher correlation between 
the forecast and the validation data is achieved) by using longer methane time series (six 
years) than shorter ones (1 year) to train the ARIMA model (see Table 4.1). Furthermore, 
the methane time series collected with the 12-hour average time step provides a more 
accurate forecast than the daily average methane time series. It can be explained since the 
methane time series that uses a 12-hour average time step contains more information, and 
the one-step-ahead forecast refers to a time instant that is closer to the training data than in 
the case of the daily average step. 
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4.9 Conclusions 

The research presented in this paper investigated the correlation between methane gas 
emissions, barometric pressure, and other variables (e.g., coal production) with the ultimate 
goal of designing a forecasting model based on time series analysis that can help prevent 
accidents and fatalities due to methane gas explosions in underground coal operations.  

Data pre-processing and homogenization are fundamental steps for ensuring data 
consistency and integrity of the time series that will be fed to the forecasting model. For 
example, it has been demonstrated that methane gas data collected and stored by 
atmospheric monitoring systems in underground coal mines contain inconsistencies that 
compromise further data processing steps, directly impacting the outcomes of statistical 
tests and the accuracy of forecasting methods.  

This research identified (i) a significant negative correlation between methane gas and 
barometric pressure and (ii) the presence of autocorrelations in the methane gas time series. 
The latter was used to build a methane gas forecasting method based on the ARIMA (p,d,q) 
model. As a result, accurate one-step-ahead predictions of methane gas concentration for 
different case scenarios were obtained, where the one-step implies either 12 or 24 hours 
after the last recorded time. Furthermore, the accuracy of the predictions was established 
using cross-validation analysis. Therefore, the ARIMA one-step-ahead methane gas 
forecasting method presented in this paper, coupled with atmospheric monitoring system, 
provides a solution that could improve the health and safety conditions in underground coal 
mines and different underground operations. However, the performance of the forecasting 
model needs to be further assessed with different datasets and conditions. Also, at this 
point, the data pre-processing and homogenization require expert human intervention and 
judgment.  

The focus of future work will be to (a) assess the performance of the forecasting model by 
employing an extended set of statistical cross-validation measures to conduct residual 
analysis, (b) characterize the uncertainty of the forecasting model by calculating the 
statistical performance of the prediction intervals and (c) determine the ARIMA model’s 
precision and accuracy for different periods and operating conditions.  
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5. MULTIVARIATE FORECASTING APPROACH FOR METHANE GAS 
CONCENTRATIONS IN UNDERGROUND COAL MINES 

 

The multivariate methane gas forecasting approaches developed and proposed by this 
research and their comparison with the univariate forecasting approach presented in 
Chapter 4 is covered by the following peer-reviewed article that will be submitted to 
Process Safety and Environmental Protection Journal.  

FORECASTING OF METHANE GAS IN UNDERGROUND COAL MINES: UNIVARIATE VS. 
MULTIVARIATE MODELING APPROACHES 

Juan Diaz, University of Kentucky; Lexington, Kentucky; United States of America 

Zach Agioutantis, University of Kentucky; Lexington, Kentucky; United States of America 

Steven Schafrik, University of Kentucky; Lexington, Kentucky; United States of America 

Dionissios Hristopulos, Technical University of Crete; Chania, Crete; Greece 

Kray Luxbacher, Virginia Polytechnic Institute and State University; Blacksburg, Virginia; 
United States of America 

Full Citation: 

Diaz J, Agioutantis Z, Hristopulos DT, Luxbacher K, Schafrik S (2022) forecasting of 
methane gas in underground coal mines: univariate vs. multivariate modeling approaches. 
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5.1 Abstract  

Coal mining operations provide the coal required to satisfy more than 36% of the electricity 
demand worldwide, making coal the most abundant fuel source used for electricity 
generation. As coal is mined, methane gas is released, which can constitute a significant 
threat to the health and safety of underground coal miners. Therefore, methane gas 
concentrations need to be monitored and managed to prevent hazards. This paper 
introduces a new framework to forecasting methane gas emissions in underground coal 
mine operations by analyzing time series data using univariate and multivariate forecasting 
techniques. The methane time series data used during this research have been collected 
from the Atmospheric Monitoring System of three active underground coal mines in the 
eastern US. Methane gas forecasting is initially assessed based on a univariate time series 
model (ARIMA). Then, multivariate time series models (VAR and ARIMAX) are 
investigated, including barometric pressure in the forecasts. The optimal model for each 
family (ARIMA, VAR, ARIMAX) is selected based on the Akaike Information Criterion. 
Finally, the results obtained from the different forecast approaches (univariate and 
multivariate) are compared using cross-validation metrics to determine the best overall 
model. It is concluded that the ARIMA, VAR, and ARIMAX methane gas forecasting 
methodologies proposed in this research can successfully predict methane gas 
concentrations in underground coal mines in most cases. Keywords: univariate and 
multivariate forecasting, time series analysis, methane gas, underground coal mines. 
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5.2 Introduction 

Modern life is unthinkable without electrical energy. It provides domestic and industrial 
heat and power to equipment and technology employed in factories, hospitals, buildings, 
and homes. Coal is the most abundant fuel source used for electricity generation as it 
produces more than 36% of global energy. Coal mines are responsible for supplying 
approximately 25% of the electricity in the United States (SME, 2021; WCA, 2022). In 
addition, metallurgical coal is a necessary component in steel manufacturing. Furthermore, 
coal and coal by-products are implemented in numerous areas to produce goods such as 
carbon fiber for the automotive and aviation industries, activated carbon for purified air 
systems and water treatment plants, synthetic petroleum-based fuels, and medicine (Wei et 
al., 2015). However, as coal is mined, methane gas (CH4) trapped between coal particles is 
emitted (Flores, 1998; Kissell, 2006). Methane gas concentrations ranging between 5% and 
15% can create explosive mixtures in mine atmospheres that, when ignited, can result in 
explosions with catastrophic consequences (Kissell, 2006; NIOSH, 2020). Therefore, 
underground coal mines need to monitor and manage methane concentrations to guarantee 
the health and safety conditions of their personnel (Agioutantis et al., 2014; Diaz et al., 
2021). The prediction of methane gas concentration would tremendously help that effort. 

Different methane gas concentration forecast models have been discussed in the literature; 
most are based on empirical, numerical, and statistical approaches (Diaz et al., 2021). For 
example, Airey (1968) proposed an empirical methodology to quantify methane gas 
emissions from coal excavated during underground coal mining operations and the factors 
that influence their generation. Furthermore, Dunmore (1982) developed an experimental 
method to forecast methane gas emissions in underground longwall mines in the United 
Kingdom, based on Airey's theoretical analysis of gas emissions from coal seams (Dixon, 
1992). This research focused on the geological characteristics of coal seams (e.g., 
thickness, depth, and gas content) and mine operation parameters such as coal production 
rate and extraction method. The author concluded that the accuracy of the proposed model 
is significantly affected by the particular geological conditions of each underground coal 
mine operation. 

Kirchgessner et al. (1993) recommended a method to estimate methane gas emissions from 
underground coal mining operations. The authors developed a regression equation that 
reasonably predicts methane emissions based on three main variables: coal production rate, 
mine emissions, and coalbed methane concentration. Furthermore, it was identified that 
some characteristics of the mine, such as the depth, pressure, and humidity, are the main 
parameters directly influencing coalbed methane gas concentration. In a different work, 
Schatze et al. (2008) proposed a methodology for predicting methane emissions when 
longwall panel dimensions increase, especially face lengths. This research was conducted 
in a longwall mine operating at the Pittsburgh seam in Pennsylvania (US). Airflow and 
methane concentration was measured using methane sensors along the longwall face. The 
longwall face was divided into three equal segments. The authors assumed that the 
frequency of production delays and the mine advance rate were equivalent, methane gas 
emissions in the longwall panel were continuous when the panel was mined, and all 
potential sources of methane gas (e.g., methane gas in the coal seam) changed at a constant 
rate with respect to increasing face length. It was concluded that monitoring mine data 
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(methane gas time series) could be used to predict methane concentrations when the coal 
panel dimensions change. 

A different approach to forecasting methane gas emissions has been proposed by several 
researchers based on computational fluid dynamics. For example, Owili-Eger et al. (1973) 
developed a mathematical model for predicting methane gas emissions in the coal seams 
and the mining atmosphere based on the physics of gas flow through a coal seam which 
was solved numerically. The authors used a modified gas diffusion flow model through 
porous media. It assumed constant flow of gases, minimum temperature changes over the 
medium, the dependence of directional permeabilities only on pressure and location, and 
methane gas flow along the coal seam except for production and injection wells. The 
applications of this mathematical model were demonstrated through a hypothetical 
example. However, further research proved that the model is imprecise when assessing 
methane gas concentration for deep underground coal operations (Dixon, 1992). Guo et al. 
(2008) recommended a three-dimensional numerical model to forecast mine gas emission 
as well as rock mass deformation, water inflow, and mine stability in an underground 
longwall coal mine. This numerical model used a combined 3D mechanical deformation 
and dueled porosity multiphase flow finite element (COSFLOW). The authors indicated 
that COSFLOW has unique characteristics because it incorporates Cosserat’s continuum 
theory, which allows a compelling description of mechanical deformation in weak layered 
rock and stress changes. It was concluded that the model could predict methane gas 
emissions and concentrations in the longwall panel reasonably accurately. However, 
transient fluctuations were found in the measurements, most likely generated by local 
variations in geology or gas content or independent variables not incorporated into the 
model. 

The main disadvantage of the forecasting approaches mentioned above (empirical and 
numerical methane forecast models) is the difficulty in their implementation due to the 
significant number of empirically established parameters influencing methane gas 
concentration; as a result, misspecification of the parameters can lead to inaccurate 
prediction models (Diaz et al., 2021; Booth et al., 2017; 2016). Scientists have investigated 
statistical approaches, particularly time series analysis, to forecast methane gas in 
underground coal mines in recent years. Statistical approaches take advantage of inherent 
correlations in time series, which play the role of memory. Thus, if the correlations can be 
modeled, past information can be used to formulate future probabilistic predictions. In 
particular, the Autoregressive Integrated Moving Average (ARIMA) models can forecast 
methane gas concentration by modeling the autocorrelation of methane concentration time 
series (Diaz et al., 2021; Dixon, 1992; Dixon and Longson, 1993). Other research has 
demonstrated that methane gas concentration and emissions are directly influenced by 
other independent variables such as barometric pressure and coal production rate (Hemp, 
1994; Xu et al., 2014; Lolon, 2017; Wasilewski, 2014; Yuan et al., 2007). For example, it 
has been determined that in most cases, methane gas has a strong negative correlation with 
barometric pressure: methane gas concentration increases when barometric pressure 
decreases and vice versa. In contrast, the correlation between methane gas and coal 
production rate generally is positive: methane gas concentration increases when coal 
production rate increases and vice versa (Diaz et al., 2021; 2022).  
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The research presented in this paper addresses the lack of methodologies that can be used 
for accurately forecasting methane gas concentrations in underground environments. This 
investigation is one of the first documented attempts to collect, process, and analyze 
historical mine data (e.g., methane gas concentrations and coal production rate) from 
automated Atmospheric Monitoring Systems of underground coal mines and weather data 
from public weather stations to develop different methane gas concentration forecasting 
models based on univariate and multivariate time series approaches and evaluate their 
performance using cross-validation metrics. Cross-validation allows determining the best 
forecast model among different model families for each specific dataset. The present work 
aims to enable a better understanding concerning (a) forecast methods for predicting 
methane gas concentrations and emissions in underground environments, especially in 
underground coal mines, leading to improved safety and health conditions of the 
workforce, and (b) identify research gaps in this field which should encourage new studies.  

5.3 Materials and Methods 

5.3.1 Case Studies and Data 

The data used to conduct the research presented in this paper can be classified into two 
main categories. The first category includes mine data, which comprises two major time 
series, methane gas concentration and coal production rate, while the second category 
consists of barometric pressure time series data, as illustrated in Figure 5.1. The mine data 
are retrieved from three case studies; three active underground coal mines in the eastern 
US were renamed Mines A, B, and C due to confidentiality. The weather data were 
collected from the closest weather station of each mine using a public weather service 
known as Weather Underground (WU). Table 5.1 shows a sample of the weather data 
available on the WU website. In general, the database includes over six years of contiguous 
mine data from Mine A, non-contiguous data spanning almost nine years from Mine B, 
and seven years of data from Mine C. In addition, the barometric pressure data from three 
weather stations for the periods described above have been collected.  

After the mining and weather data are collected from the different sources (underground 
mines and weather stations), they are imported and stored into an Atmospheric Monitoring 
Analysis and Database mAnagement (AMANDA) system, a custom relational database 
explicitly created to manage data from atmospheric monitoring systems. After that, the 
different time series data (e.g., methane gas, barometric pressure, and coal production) are 
pre-processed; this step identifies and filters erroneous values such as missing or zero 
records, outliers, and peaks. The next step is to bring all-time series data into a common 
geospatial framework (data points from different time series share a common date/time 
stamp) to ensure data uniformity and reliability; this stage is called data homogenization. 
As a result, two time series families are generated from the data collected; (i) daily average 
values and (ii) 12-hour average values. 
 
Furthermore, once the data are pre-processed and homogenized, the data are exported into 
the MATLAB® programming environment for further processing and statistical analysis. 
This stage mainly evaluates the potential autocorrelation of the time series data (methane 
gas) and cross-correlation between different datasets (methane gas vs. barometric pressure 
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and methane gas vs. coal production) using several statistical techniques such as variogram, 
cross-covariance, and autocorrelation function. The final steps include time series 
modeling and time series forecasting. For more detailed information about (i) the 
characteristics of the data and (ii) the data management process and analysis (data 
collection, store, pre-processing, and processing) utilized in this research, refer to Diaz et 
al. (2021; 2021a; 2022).   

 

 
Figure 5.1 Time series data collected using daily average values: methane gas time series represented by 
the red line, coal production rate time series exemplified by the blue line, and barometric pressure time 

series symbolized by the green line 

 
Table 5.1 Weather data available from Weather Underground 

Date 
 

Time Temperature Dew 
Point 

Humidity Wind 
Speed 

Pressure 

02/03/2022 7:13 AM 57 °F 55 °F 93 % 3 mph 28.18 in 
02/03/2022 7:26 AM 57 °F 55 °F 93 % 0 mph 28.18 in 
02/03/2022 7:53 AM 57 °F 56 °F 96 % 0 mph 28.19 in 
02/03/2022 8:04 AM 57 °F 56 °F 96 % 0 mph 28.20 in 
02/03/2022 8:20 AM 58 °F 56 °F 93 % 3 mph 28.21 in 
02/03/2022 8:46 AM 58 °F 56 °F 93 % 5 mph 28.22 in 
02/03/2022 8:53 AM 57 °F 56 °F 93 % 0 mph 28.22 in 
02/03/2022 8:55 AM 57 °F 56 °F 96 % 0 mph 28.22 in 
02/03/2022 9:33 AM 59 °F 57 °F 96 % 0 mph 28.23 in 
02/03/2022 9:41 AM 59 °F 57 °F 93 % 3 mph 28.24 in 
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5.3.2 Univariate and Multivariate Forecasting Methodologies 

Time series can be defined as a collection of data records compiled at regular time periods 
(e.g., hourly, daily, monthly, and annually). The principal objective of time series analysis 
is to determine trends and/or patterns in the time series data to predict its future value(s) 
(Shumway and Stoffer, 2017). Time series forecasting techniques are frequently classified 
into three major approaches: (i) subjective forecasting, (ii) univariate, and (iii) multivariate 
forecasting; the last two approaches are the most popular and, consequently, the focus of 
the research presented in this paper. A univariate time series is a sequence of records with 
a single time-dependent variable. The univariate forecasting techniques use lagged time 
series values to forecast its future values; an example of a univariate forecasting model is 
the Autoregressive Integrated Moving Average Model (Box et al., 2015). In contrast, a 
multivariate time series consists of more than one time-dependent variable. Multivariate 
forecasting methods employ pass values of the time series assessed, but the lagged values 
of other variables (time series) correlated are also considered (Brockwell and Davis, 2016; 
Chatfield, 2004). Univariate forecasting methods are less complex than multivariate 
methods mainly because there are fewer parameters to evaluate. However, most of the time, 
multivariate forecasting techniques offer a more comprehensive understanding of the 
model and higher accuracy (Brockwell and Davis, 2016). Both methodologies have been 
used to forecast methane gas concentrations in this research and are presented in the 
following section. 

5.3.3 Proposed Forecasting Approaches 

Three forecasting approaches (i.e., the univariate model ARIMA(p,d,q) and the 
multivariate models VAR(p) and ARIMAX(p,d,q)) are discussed in this section. The 
performance of these models was assessed with the method of cross-validation (CV), which 
evaluates how well the predicted values compare with the true values. There are different 
methodologies for implementing cross-validation. In this study, the datasets were divided 
into two disjoint sets: the first is the “training set,” which is used to train the models and 
consists of 95% of the records in the time series. The second is the “validation set,” which 
provides the ground truth against which the model forecasts will be compared and 
comprises 5% of the total records in the time series. The performance and accuracy of the 
models are assessed with statistical cross-validation metrics such as the Linear Correlation 
Coefficient (R), the Mean Absolute Error (MAE), the Mean Error (ME), and the Root Mean 
Squared Error (RMSE). Then, the models are applied in the one-step-ahead forecast mode: 
the optimal model is determined based on the training set using model selection criteria, 
specifically, the Akaike Information Criterium (AIC). The optimal model is then employed 
to forecast methane concentration one step ahead, and the forecast is compared to the true 
value. Later, the dataset is augmented to include methane concentration values collected at 
the current time, and a new forecast is generated for the next time instant. Finally, the 
RMSE is used to generate 95% confidence intervals for the forecasts. 

5.3.3.1 ARIMA (p,d,q) model  

ARIMA(p,d,q) is a univariate forecasting methodology that forecasts a time series based 
on its past values and past values of the innovations. In general, ARIMA models involve 
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three integer-valued parameters: (i) the order of the autoregressive (AR) term (p), which 
specifies the number of lags used as predictors in the model, (ii) the order of the moving 
average (MA) term (q), which signifies the number of past innovation terms included, and 
(iii) the order of differencing (d) which is used to render a time series stationary; for 
particular datasets, more than one differencing operation may be required (Box et al., 2015; 
Chatfield, 2004). 

A detailed description of developing the ARIMA(p,d,q) method to forecast methane gas 
concentrations is discussed by Diaz et al. (2022). Finally, the ARIMA(p,d,q) model results 
are compared and evaluated against the multivariate models presented and discussed 
below. 

5.3.3.2 Multivariate Vector Autoregressive model  

The Multivariate Vector Autoregressive (VAR) model is one of the most popular and 
straightforward techniques for analyzing multivariate time series developed by the 
econometrician and macroeconomist Christopher A. Sims in 1980 (Johansen, 1995). A 
VAR model of order p (VAR(p)) comprises n coupled variables (time series). Each variable 
depends on its p past values as well as on the past values of all other variables up to order 
p. A mathematical representation of the VAR(p) model for two variables and p=1 is given 
in Eq. (5.1). The main advantages of the VAR(p) model are that it provides a logical and 
accurate approach to data description, structural inference, and forecasting (Kirchgässner 
and Wolters, 2007). For more information about the VAR(p) model, refer to Johansen 
(1995) or Kirchgässner and Wolters (2007). 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(1) 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − (𝑦𝑦𝑡𝑡 , 𝑥𝑥𝑡𝑡),𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑜𝑜𝑜𝑜𝑜𝑜 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑝𝑝 = 1)    
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Eq. (5.2) 

where 𝑦𝑦𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑡𝑡 are two stationary time series, 𝑎𝑎1,𝑎𝑎2, 𝑏𝑏1, 𝑏𝑏2 are constant model parameters 
and 𝑢𝑢𝑡𝑡  ,  𝑣𝑣𝑡𝑡 are independent white noise processes that represent the innovation terms. One 
time series represents methane gas concentration and the other atmospheric pressure for 
this study.  
 
The VAR(p) model was developed in the MATLAB® environment employing functions 
from the econometrics toolbox. Sample datasets from the three case studies (Mines A, B, 
and C) covering periods of one and six years with two different time average values (e.g., 
12 hours and daily) were used to build respective VAR(p) models.   

Several statistical tests were implemented to evaluate the normality, heteroscedasticity, and 
stationarity properties of the time series data. These statistical properties can provide 
valuable indicators for the performance of the VAR(p) model since they are inherent in the 
model. First, the assumption of normality is evaluated using the Lilliefors test, which is an 
improvement of the Kolmogorov-Smirnov (K-S) test. Lilliefors test is more accurate when 



   

81 | P a g e  
 

the population mean and standard deviation are unknown and need to be estimated from 
the sample data, as in this research (Seemon, 2014; Ghasemi and Zahediasl, 2012).  

The presence of heteroscedasticity (i.e., variations of the variance) was investigated using 
the Autoregressive Conditional Heteroscedasticity test. Heteroscedasticity can occur due 
to outliers in the dataset or the omission of relevant variables in the model. Since the 
VAR(p) model assumes homoscedastic variance of the innovation terms establishing 
homoscedasticity is essential for validating the model and predicting confidence intervals 
(C.I.) (Williams, 2020).   

The stationarity of the time series was tested using two statistical techniques: the 
Augmented Dickey-Fuller test (ADF) and the Kwiatkowski–Phillips–Schmidt–Shin 
(KPSS) test. A time series is stationary if its statistical features such as median, variance, 
and mean are not affected by time. Stationary time series have no trends, seasonality, or 
fluctuations (NIST, 2003). The ADF and KPSS tests investigate the hypothesis that a time 
series is stationary around a deterministic trend (Prabhakaran, 2019).  

5.3.3.3 ARIMAX (p,d,q) model  

A second multivariate forecasting approach was also utilized based on the Autoregressive 
Integrated Moving Average with Explanatory Variable (ARIMAX) model, an extended 
version of the traditional ARIMA model. The conventional univariate ARIMA (p,d,q) 
model permits forecasting the future values of a time series based on its past values. In 
contrast, ARIMAX(p,d,q) model also incorporates past values of one or more exogenous 
dependent variables (Andrews et al., 2013; Kravchuk, 2017). The ARIMAX model is 
similar to a multivariate regression forecast model; the main differences are (i) that 
ARIMAX incorporates autoregressive and moving average terms, and (ii) it utilizes the 
potential autocorrelation to enhance the accuracy of the forecasts (Kravchuk, 2017; 
Hyndman and Athanasopoulos, 2021). The ARIMAX (p,d,q) model is applied herein with 
d=q=0 to compare its performance with the VAR(p) model. The optimal ARIMAX model 
has an autoregressive order p established using the AIC. 

5.4 Results 

This section presents the results of the methane gas concentration forecasting using the 
multivariate VAR(p) and ARIMAX(p,d,q) techniques for four datasets (from 1 to 4). Each 
dataset comprises two time series; (i) the methane gas time series (dependent variable) and 
(ii) the barometric pressure time series (independent variable). The methane data used were 
retrieved from Mine A and the barometric pressure data from the nearest weather station 
of the mine. Furthermore, the first two datasets (1 and 2) implement daily average values 
and consist of one year and six years of data, respectively. On the other hand, the last two 
datasets (3 and 4) use the same data as datasets 1 and 2, correspondingly, but employ 12-
hour average values. Though this section focuses on the results of four datasets, 12 datasets 
were employed in total to feed both models; six of the datasets use daily average values, 
and the other 12-hour average values, as presented in Table 5.4. 
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5.4.1 VAR(p) One-Step-Ahead Model of Methane Concentration 

Figures 5.2 and 5.3 consist of four plots each (a to d). Graphs (a) and (c) are the forecasts 
obtained using the optimal VAR(p) models, while plots (b) and (d) are magnified versions 
of the forecasts shown in graphs (a) and (c), respectively. The gray line represents the 
training data (methane gas time series), the blue line represents the validation set, the red 
line denotes the forecast, and the black dashed lines indicate the boundaries of the 95% 
confidence interval for the forecasts. The validation and forecast periods contain five 
percent (5%) of the methane time series.  

Figure 5.2a shows the forecast obtained for dataset 1, which contains the time series of 
methane gas concentrations spanning more than 360 days using daily average values. The 
optimal autoregressive order (p) term is two (p=2) obtained with the lowest AIC. Figure 
5.2b demonstrates that the forecast (red line) is relatively close to the true value during the 
validation period (blue line); the correlation coefficient was calculated at R=0.89, implying 
a strong correlation between the validation data and the forecast. Moreover, the observed 
values lie within the 95% confidence interval. Therefore, the proposed VAR(2) model 
provides an accurate forecast for this particular dataset. 

Figure 5.2c displays the forecast for dataset 2. It includes the time series of methane gas 
concentrations spanning more than 2,100 days (six years) with a daily average value. In 
this case, the optimal model obtained was VAR(13). Figure 5.2d demonstrates a significant 
correlation between the validation data and the forecast (R=0.66), considering that the 
training data are far from ideal (e.g., they include zero values and some sharp fluctuations), 
as shown in Figure 5.2c. Nevertheless, the VAR(13) model follows the sharp fluctuations 
of the validation data accurately, while the validation data lie within the 95% prediction 
interval. Additionally, the cross-validation metrics achieved are significantly better than 
those obtained in dataset 1, except for the value of R, as presented in Table 5.2.  

Figure 5.3 shows the VAR(p) forecast for datasets 3 and 4 using 12-hour average values. 
Figure 5.3a shows that the VAR(8) is the best model according to the lowest AIC. 
Furthermore, Figure 5.3b reveals that the forecasts closely follow the validation data; the 
correlation coefficient calculated was R=0.91, higher than the correlation achieved with 
the daily average samples (cf. Figures 5.2a and 5.2b). Figure 5.3c presents the forecast for 
a time series spanning more than 2,100 days. In this case, the optimal model was VAR(30), 
which corresponds to the lowest AIC. Visual inspection of Figure 5.3d indicates that the 
forecast (red line) and the validation data (blue line) are notably similar. The correlation 
coefficient was calculated at R=0.66, which is the same value for the time series presented 
in Figures 5.2c. Additionally, the cross-validation metrics obtained for dataset 4 are 
significantly better than those achieved in dataset 3, except for the value of R, as indicated 
in Table 5.2. 
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Figure 5.2 VAR(p) one-step-ahead CH4 concentration forecasts using daily average values;(a) Forecasting 
for dataset 1, (b) Magnified view of the forecast in (a), (c) Forecasting for dataset 2, (d) Magnified view of 

the forecast in (b) 
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Figure 5.3 VAR(p) one-step-ahead CH4 concentration forecasts using 12-hour average values;(a) 

Forecasting for dataset 3, (b) Magnified view of the forecast in (a), (c) Forecasting for dataset 4, (d) 
Magnified view of the forecast in (b) 

 

Table 5.2 Summary of methane gas forecasting results for the VAR(p) one-step-ahead model (using a 
vector of methane gas concentration and barometric pressure) 

  
Time 
Step 

Training Data Validation Data Optimal 
order of 
VAR(p) 
model 

Correlation 
Coefficient 

(R) 

 
RMSE 

 
ME 

 
MAE Length 

(days) 
Sample 

Size 
Length 
(days) 

Sample 
Size 

Dataset 1 Daily 
average 

365 365 18 18 2 0.89 0.50 −0.11 0.44 

Dataset 2 Daily 
average 

2,200 2,200 109 109 13 0.66 0.05 −0.01 0.04 

Dataset 3 12 Hour 
average 

365 730 18 37 8 0.91 0.46 −0.06 0.32 

Dataset 4 12 Hour 
average 

2,200 4,380 109 219 30 0.66 0.05 −0.01 0.04 
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5.4.2 ARIMAX One-Step-Ahead Model of Methane Concentration 

Figure 5.4 consists of four plots (a to d) representing the methane gas forecasts obtained 
using the ARIMAX (p,d,q) model. The white background contains the data used to train 
the model, the upper and lower black dashed lines signify the boundaries of the 95% 
confidence interval, and the gray background contains the validation data (blue line) and 
the forecast (red line).   

Figure 5.4a shows the forecast obtained for dataset 1. The optimum model was achieved 
using an autoregressive term equal to twenty-eight (p=28), based on the lowest AIC. 
Furthermore, visual inspection demonstrates that the forecast (red line) is close to the true 
value during the validation period (blue line), and the observed values lie within the 95% 
confidence level. Moreover, the correlation coefficient calculated was R=0.87, as shown 
in Table 5.3. Therefore, it implies a strong correlation between the validation data and the 
forecast. Consequently, the proposed model provides a reliable forecast for this particular 
data segment.  

Figure 5.4b displays the forecast for dataset 2. In this case, the optimal model was obtained 
when the autoregressive term equals twenty-three (p=23). Again, visual examination shows 
that the forecast and validation data have a strong correlation, with the correlation 
coefficient computed at R=0.65. The forecast model consistently follows the peaks in the 
validation data accurately, and the 95% confidence interval continuously contains the 
forecast.  

Figures 5.4c and d present the forecast for datasets 3 and 4, respectively. The time series 
employed have the same lengths (360 days and 2,100 days) as datasets 1 and 2 but utilize 
12-hour average values. In Figure 5.4c, the best model according to the lowest AIC is when 
the autoregressive term is equal to eight (p=8). Furthermore, Figure 5.4c reveals that the 
forecasts closely follow the validation data. In fact, the correlation coefficient calculated 
was R=0.91, higher than the correlation achieved with the daily average samples (Figure 
5.4a). 

Moreover, in Figure 5.4d, the best model was obtained when the autoregressive term equals 
twenty-nine (p=29). It can be observed that the forecast and the validation data are 
remarkably similar. The correlation coefficient was calculated at R=0.68, which is slightly 
higher than for the time series shown in Figure 5.4b.  
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Figure 5.4 ARIMAX one-step-ahead CH4 concentration forecasts;(a) Forecast for dataset 1 using daily 

average values, (b) Forecast for dataset 2 using daily average values, (c) Forecast for dataset 3 using 12-
hour average values, (d) Forecast for dataset 4 using 12-hour average values 

 

Table 5.3 Summary of methane gas forecasting results for the ARIMAX one-step-ahead model (using 
barometric pressure time series as an independent variable) 

  
Time 
Step 

Training Data Validation Data ARIMAX 
(Optimal p) 

Correlation 
Coefficient 

(R) 

 
RMSE 

 
ME 

 
MAE Length 

(days) 
Sample 

Size 
Length 
(days) 

Sample 
Size 

Dataset 1 Daily 
average 

365 365 18 18 28 0.87 0.58 −0.20 0.49 

Dataset 2 Daily 
average 

2,200 2,200 109 109 23 0.65 0.05 −0.01 0.03 

Dataset 3 12 Hour 
average 

365 730 18 37 8 0.91 0.46 −0.07 0.33 

Dataset 4 12 Hour 
average 

2,200 4,380 109 219 29 0.68 0.05 −0.01 0.04 
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5.5 Discussion 

Two multivariate forecasting approaches have been presented to predict methane gas 
concentrations. First, this paper developed and presented the multivariate methodology that 
includes the VAR(p) and ARIMAX(p,d,q) models. The results from these approaches are 
compared with those obtained by means of the univariate approach, the ARIMA(p,d,q) 
model, as explained in previous work by Diaz et al. [26]. All forecasting methodologies 
used the same training and validation datasets, and their performance and accuracy were 
assessed using cross-validation metrics.  

This investigation identified that the three forecasting models could accurately predict 
methane gas concentrations. For example, in most cases, the concentrations of methane gas 
forecasted by the VAR(p), ARIMAX(p,d,q), and ARIMA (p,d,q) models match the 
direction (increase/decrease) of the validation data. Moreover, the observed values of 
methane gas levels were captured by the 95% confidence intervals, as illustrated in Figures 
5.2, 5.3, and 5.4. In addition, the linear correlation between the forecasts and the validation 
data was strong and positive, and the value of the cross-validation metrics was similar, as 
shown in Table 5.4.  

However, in some cases, the performance and accuracy of the three forecasting models 
were hindered by complex datasets containing inconsistencies such as abrupt changes in 
the methane gas time series. As a result, the linear correlation between the forecast and the 
validation data was weak. For example: 

• The results from the analysis of dataset 6 show that the linear correlation between 
the forecast and validation data was weak (R<0.5) for all three forecasting methods; 
the correlation achieved by the ARIMA, VAR, and ARIMAX models was 0.33, 
0.35, and 0.34, respectively, as indicated in Table 5.4. This can be attributed to an 
abrupt change in the average concentration of the methane time series, most likely 
due to sensor failure or/and calibration, or the potential influence of an independent 
variable(s) (e.g., coal production rate) directly affecting methane gas emissions and 
barometric pressure correlation. Indeed, Figure 5.5 shows the methane gas (red 
line) and barometric pressure (green line) time series with 12-hour average values 
implemented for dataset 6. Visual inspection demonstrates that the methane time 
series contains an abrupt change; the methane gas concentration decreases 
unexpectedly from 1.4% to 0.60%. Furthermore, the linear correlation between 
methane gas and barometric pressure time series was calculated at R=0.16.  

• Dataset 5 includes the same data as dataset 6 but with daily average values instead 
of the 12-hour average values. As a result, the univariate ARIMA and multivariate 
ARIMAX models show a better performance than in dataset 6. In addition, a higher 
correlation between the forecasts and validation set was achieved, i.e., R=0.54 and 
R=0.53, respectively. On the other hand, the performance of the VAR model did 
not improve; the correlation between the forecasts and validation data was slightly 
lower (R=0.34) than the one achieved in dataset 6, as indicated in Table 5.4.  

• Similarly, datasets 7 and 8 were based on the same records averaged differently; in 
dataset 7, the time series data represent daily average values, while the time series 
in dataset 8 uses 12-hour average values. As a result, the ARIMA, VAR, and 
ARIMAX models in dataset 8 yield superior results in terms of linear correlation 
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between the forecast and validation data as well as for the rest of the cross-
validation metrics compared to those for dataset 7 (Table 5.4). Furthermore, a 
similar pattern is evident for all the datasets presented in this paper, except dataset 
9. Therefore, the better performance and accuracy achieved by the forecast models 
that employ 12-hour average values can be explained due to these methane time 
series containing two times more information than the methane time series with 
daily average values.  

The analysis of the results obtained from the different forecast approaches indicates that 
the ability of the ARIMA, ΜVAR, and ARIMAX models to predict future concentrations 
of methane gas may be influenced by several factors such as irregularities in the dataset 
(e.g., unusual variations and faulty values), the time scale used for averaging (e.g., 12-hour 
or daily average values) and the presence of additional independent variables (e.g., coal 
production rate) not accounted by the model. Therefore, all these factors determine the best 
forecast model able to deliver consistently superior results in all datasets. Consequently, it 
is required to develop a methodology for selecting the best (univariate or multivariate) 
forecast model based on cross-validation analysis. Figure 6 presents a flow diagram 
illustrating such a methodology. First, the univariate ARIMA(p,d,q) and multivariate 
VAR(p) and ARIMAX(p,d,q) forecasting models are applied to the same dataset. Second, 
the optimal parametrization for each model is determined based on the lowest AIC value. 
Third, the best model among the ARIMA, VAR, and ARIMAX forecast methods is 
selected based on a specified cross-validation measure (e.g., linear correlation or RMSE). 
Fourth, the optimal model is used to forecast the methane gas concentrations. Finally, as 
the dataset is updated with new values for methane gas concentration and barometric 
pressure, the algorithm is rerun to determine the best methane gas forecasting model for 
the updated dataset. This last step implies a continuous model updating in light of incoming 
data.  

The results obtained from the methane gas forecasts proposed by this research line up with 
previous studies. For example, Wang (2020)  developed several methodologies to forecast 
methane gas using time series from the sensors of an underground coal mine. The RMSE 
obtained for the ARIMA and VAR models proposed by the author were 5.4E-3 and 4.5E-
3, respectively.  However, it is not possible to directly compare our results with those 
obtained by Wang. First, statistics of the gas concentration series that were used in that 
study are not shown and no graphical plots of the time series for the time series are 
provided.  Second, there are no details regarding the partitioning of the data into training 
and validation sets.  Third, the authors give no information regarding the orders of the 
optimal ARIMA models used and how they were determined.  Fourth, the dataset used in 
that study contained significantly more information, since it involved measurements for 
three different gases from  15 monitoring sensors with a sampling step of 6 seconds for a 
total of about 6 million time points.  Finally, the forecasting horizon (seconds, minutes, 
hours or days) over which the validation measures are evaluated is not specified.  

In a different study, Karacan (2007) proposed a more sophisticated approach to predicting 
concentrations of methane gas in longwall mines using Artificial Neural Networks. The 
author fed the model using ten datasets. It was found that the linear correlation between the 
forecast and the validation data was around R=0.93 for all datasets. Consequently, the 
RMSE and linear correlation found in these previous investigations are similar to the values 
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obtained in the forecast of the datasets having six years length and 12-hours average values 
in this research (see Table 5.4). 

 
Figure 5.5 Methane gas and barometric pressure time series included in dataset 6 

 
Figure 5.6 Proposed methodology for selecting the best univariate or multivariate forecast model 
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In order to develop improved methods of forecasting methane gas concentrations in mines, 
several steps need to be taken by the research community. First, it is essential to obtain 
good quality gas concentrations measurements and limit the number of erroneous records 
due to sensor malfunction or recording gaps. Second, the correlations between atmospheric 
pressure, coal production rate, and gas concentration, including potential confounding 
variables, need to be better understood. Third, with respect to modeling efforts, statistical 
methods (whether based on classical time series analysis or more modern machine learning 
tools) have an advantage over methods that are based on computational fluid dynamics 
since the latter demands significant computational resources as well as information (e.g., 
values of diffusion coefficients, initial and boundary conditions) which are usually not fully 
known. However, more research is needed to establish the scope, accuracy, and reliability 
of statistical forecasting methods.  

Given that a number of different statistical methods can be applied to methane gas 
forecasting, it is essential to agree on a minimal set of reporting principles that will allow 
performance comparison between different methods. Therefore, it is proposed that the 
following critical elements of the data analysis be thoroughly reported: (1) adequate 
statistical characterization of the data and the pre-processing protocol, (2) complete 
specification of the statistical forecasting model, including the values of all the model 
parameters and the methods used to estimate their values and (3) explicit description of the 
training and cross-validation practice and presentation of statistical performance measures.   

Concerning the first point above, the following is recommended: (i) the reporting should 
include the number, nature (e.g., concentration, atmospheric pressure, etc.), and units of 
the time series used in the forecasting analysis, (ii) the length of the time series and the 
sampling step (e.g., hour, day) should be specified and (iii) any pre-processing steps used 
to filter, smoothen, or coarse-grain (down-sample) the data or remove outliers should be 
described. Furthermore, graphical plots of conventional time series are recommended, as 
they can provide valuable visual aids for the readers. Moreover, the results of exploratory 
statistical analysis should be listed, including the mean, median, standard deviation, 
skewness, and kurtosis coefficients of the data. Likewise, an analysis of the probability 
distribution(s) followed by the different time series should be included (using suitable 
probability plots if needed), and deviations from the normal distribution should be 
modeled. This analysis should be followed by estimating two-point correlations employing 
the autocorrelation function (ACF), partial autocorrelation function (PACF), and 
variogram function plots for the time series. Trends, periodic behavior, periodicities, and 
non-stationarities (if present) should be identified and discussed. In addition to the visual 
analysis of graphs, these efforts can be supported by statistical tests that investigate the 
normality, stationarity, and heteroscedasticity of the data.  

Regarding the second point, the statistical model should be adequately specified for the 
results to be reproducible by other researchers. For example, in the case of ARIMA models, 
it is necessary to report the orders (p,d,q) of the autoregressive component (p), of the 
differencing operator (d), and the moving average component (q). The maximum 
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investigated orders should also be declared, as well as the statistical criterion used for 
model selection (e.g., AIC, Bayesian Information Criterion, or cross-validation). Similar 
considerations apply to vector autoregressive (VAR) and ARIMAX models with 
exogenous variables (e.g., atmospheric pressure and production). In addition, if a nonlinear 
transformation (e.g., Box-Cox) was applied to the data, the functional form and pertinent 
parameters should be given. It should also be clarified if standardization (Z-score 
normalization) has been applied to the data (mainly when using multivariate methods). In 
the case of machine learning methods (e.g., artificial neural networks), the results can be 
highly dependent on several decisions related to the structure and training of the network. 
Again, all relevant details should be presented, including the network’s architecture (e.g., 
number and type of layers, number of nodes per layer, selection of activation function and 
the regularization approach to avoid overfitting), the training method used, and the values 
of the different hyperparameters involved in the training process.  

Finally, for point (3), it is equally important to specify how the model was trained (i.e., 
what percentage of the data was used for training) and which protocol was used to conduct 
the validation. For example, one pertinent issue is whether a one-step-head or a k-step-
ahead (where k>1) forecasting protocol is used. It may sound redundant, but it should be 
stressed that the validation should be performed with values not included in the training 
set. The statistical measures of forecasting performance must include the mean absolute 
deviation, the root mean square error, and the correlation coefficient between validation 
and forecast values. Relative measures of performance (i.e., concerning the average value 
of the data) are also helpful (e.g., relative root mean square error) since the average gas 
concentration may vary between different mines or even different sections of the same 
mine. If the data have been transformed for processing, the performance measures should 
be reported in the original domain (e.g., the RMSE should be calculated and reported for 
the concentration and not for its logarithm, in case the logarithmic transform has been 
applied). If the method allows for uncertainty estimation (e.g., the ARIMA-based time 
series methods and Gaussian process regression), measures of uncertainty quantification 
should also be reported. One such measure involves confidence intervals for the forecast. 
In addition, proper scoring rules can be implemented for uncertainty quantification as 
described in Gneiting and Raftery (2007) and Bessac and Naveau (2021). Finally, it is 
helpful to supplement the analysis of forecasting performance with model diagnostic 
testing to investigate whether the forecasting model is consistent with the underlying 
assumptions (Box et al., 2015). 

The statistical (stochastic) and machine learning forecasting approaches are data-driven 
methods. The former methods have a long history, while the latter has gained momentum 
in the last decade. Even though a natural tendency is to prefer more modern approaches 
than older methods, it is recommended to analyze the merits of both approaches. The 
statistical methods, for example, are inherently capable of estimating forecast uncertainty, 
and they provide interpretable results. On the other hand, machine learning approaches do 
not depend on parametric assumptions regarding the probability distribution of the data. 
Therefore, a fair comparison of the two approaches requires adherence to a set of reporting 
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principles as described above. In addition, the computational resources (e.g., CPU memory 
usage, computational time, and scaling of resources with size) should be parts of such 
comparisons. It should also be mentioned that the classical time series approach involves 
several nonlinear generalizations (Enders, 2008), such as autoregressive heteroskedastic 
(ARCH) models and their generalized (GARCH) versions, regime-switching models such 
as Markov switching AR and Self-Exciting Threshold Autoregressive (SETAR) models. 
Based on the literature review, such models that sound better suited for handling irregular 
(i.e., non-Gaussian, non-stationary) data have not yet been applied to methane gas 
concentration forecasting. Finally, the machine learning method of Gaussian process 
regression (Agou et al., 2022) and geostatistical analysis, which shares many features with 
the former (De Iaco et al., 2022), also provide flexible forecasting frameworks that deserve 
further investigation. 
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Table 5.4 Univariate and multivariate forecasting results summary 

 
 



   

94 | P a g e  
 

5.6 Conclusions 

This work was motivated by the need to develop an accurate and reliable model for 
predicting methane concentration in underground mine environments. Therefore, an 
extensive study on univariate and multivariate forecasting models that can predict methane 
gas concentrations in underground coal mines based on time series analysis has been 
conducted. Three forecasting approaches (ARIMA, VAR, and ARIMAX) are presented 
and compared using cross-validation metrics to establish the best methane gas forecasting 
model. ARIMA is based exclusively on the autocorrelations of the methane concentration 
series, while ARIMAX and VAR also consider the variation of barometric pressure and its 
cross-correlations with the methane gas concentration. A total of 12 datasets were 
employed utilizing daily and 12-hour average values. As a result, the following conclusions 
can be drawn: 

• The performance of the forecast methods is directly influenced by the presence of 
irregularities in the dataset and potential independent variables (e.g., coal 
production rates) that are not included in the models.  

• The data pre-processing steps, in most cases, require human intervention and 
assessment. 

• None of the models proposed can uniformly outperform the other forecasting 
approaches for all datasets.  

• In 10 of 12 datasets, the 12-hour average time series gave better forecasts than the 
daily average time series. 

• An algorithm is proposed to assess the results of both multivariate and univariate 
models and select the best model for the given dataset. Furthermore, the algorithm 
should be run continuously to update the best model based on available new data.    

• Besides being one of the first documented attempts to use time series data from 
AMS, the univariate and multivariate methane gas forecast models proposed in this 
research also achieved excellent results. They offer a potential solution to fill the 
gap of reliable methodologies capable of forecasting methane gas concentrations to 
improve the safety and health conditions of the workforce in the underground coal 
mining industry.  

The focus of future work will be to (a) develop multivariate forecasting methods that will 
include coal production rate as a second exogenous variable, (b) compare the performance 
of forecasting models with one (barometric pressure) against two (barometric pressure and 
coal production rate) exogenous variables and (c) collect more information from different 
case studies to establish if the different forecast models proposed in this research can be 
broadly implemented. It will help improve the safety and health conditions of underground 
coal mines worldwide.  
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6. OVERALL DISCUSSION AND CONCLUSIONS 

6.1 Overall Discussion 

The study and implementation of forecasting methodologies to predict the concentration 
and emissions of hazardous gases in underground coal mines, in particular methane gas, 
have been a topic of interest for academia, the mining industry, and governmental agencies 
for a long time ago. Consequently, several methodologies have been explored to tackle this 
problem. For example, the empirical and numerical forecasting approaches. Some have 
been successfully implemented, capable of predicting methane emissions in particular 
cases. However, methane concentration forecast methods based on empirical and 
numerical methodologies are still challenging due to the numerous in-situ characteristics 
of each mine operation (e.g., production rate and mining parameters, geological 
characteristics, topography features) that affect methane gas emissions in the underground 
mining environment. 

Nevertheless, the recent technological advances, such as the development and 
implementation of automated atmospheric monitoring systems to monitor the atmosphere 
of underground coal mines operations, have facilitated data collection and storage, 
encouraging the study of statistical approaches to forecasting methane gas concentrations 
and emissions. These have proved to be more cost-effective and straightforward than 
empirical and numerical forecasting approaches.  

Improving underground coal mine worker safety is the principal reason for developing an 
accurate methane gas concentration forecasting model(s) based on time series analysis. As 
coal mines continue to operate at deeper horizons and with higher coal production rates, it 
becomes even more essential to monitor and manage methane gas concentrations more 
efficiently and effectively in order to avoid or at least decrease the risk of explosions due 
to hazardous concentrations of methane gas.  

Towards the same direction, the current dissertation addresses the need to develop reliable 
methane gas concentration forecast models for underground coal mines to safeguard the 
health and safety of the workforce. More precisely, to study the potential correlation 
between methane gas emissions in underground coal mines with potential independent 
variables such as barometric pressure and coal production rate to predict methane 
concentrations based on implementing univariate and multivariate forecasting techniques 
using methane gas time series data collected by automated atmospheric monitoring systems 
and weather data time series retrieved from public weather stations.  

The dissemination efforts resulting from this research, which are included above, offer the 
mining industry and academia an excellent opportunity to understand the main steps 
involved in developing different forecasting methods for the prediction of methane gas 
concentrations and emissions in underground environments, especially in underground 
coal mines as well as the identification of potential research gaps in this field, which should 
encourage new studies. 
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6.2 Overall Conclusions 

Based upon the discussions and conclusions of the previous chapters of this dissertation, 
the following list outlines the overall conclusions drawn from the current dissertation: 

1. Statistical methane forecasting methodologies can be easily generalized, are less 
time-consuming, and are less expensive than empirical and numerical methane gas 
forecasting approaches. The research presented in this dissertation was 
accomplished by using mine and weather data that were already accessible, saving 
a substantial amount of time and expenses to obtain physical data (e.g., coal seam 
gas content and ore body geological characteristics) for each case study.  

2. The data inconsistencies (e.g., missing data, erroneous values, and abrupt changes) 
in the methane gas time series collected and stored by atmospheric monitoring 
systems in underground coal mines compromise data processing and analysis. This 
has a direct impact to the outcomes of statistical tests (e.g., variogram function, 
Pearson linear correlation, and scatterplots) and, consequently, the accuracy and 
performance of the different forecasting approaches.  

3. Three main associations were identified between the time series (e.g., methane gas, 
barometric pressure, and coal production rate). First, there is autocorrelation in the 
methane gas time series. Second, there is a strong positive correlation between the 
methane gas time series and the coal production rate time series; methane gas 
concentration increases when coal production rates increase and vice versa. Third, 
there is a significant negative correlation between the methane gas time series and 
the barometric pressure time series; methane gas concentration decreases when 
barometric pressure increases and vice versa. 

4. A univariate forecasting model, the ARIMA(p,d,q) one-step-ahead model, was 
developed based on the autocorrelation of the methane time series. The forecasting 
accuracy and performance were assessed using statistical cross-validation metrics 
(e.g., Mean Error, the Mean Absolute Error, the Root Mean Squared Error, and the 
Pearson correlation coefficient). As a result, it was concluded that the ARIMA 
model can predict methane gas concentrations accurately. For instance, the 
concentrations of methane gas forecasted match the direction of the validation data; 
the model was able to forecast directional changes (increase/decrease) in methane 
concentrations. Moreover, the linear correlation between the forecast and the 
validation data was strong and positive, and the 95% confidence interval 
consistently captured the forecast and the validation data. 

5. The negative correlation identified between methane gas and barometric pressure 
time series was employed to develop two multivariate forecasting models capable 
of effectively predicting future levels of methane gas: the Vector Autoregressive 
(VAR(p)) and the Autoregressive Integrated Moving Average with Explanatory 
Variable (ARIMAX) one-step-ahead models. The performance of each forecast 
methodology was assessed using validation data and cross-validation metrics. As a 
result, the concentrations of methane gas forecasted by the VAR(p) and 
ARIMAX(p,d,q) models match the direction of the validation data. Furthermore, 
the forecasted methane gas concentration values were trapped consistently by the 
95% confidence bound, and the linear correlation between the forecasts and the 
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validation data was strong and positive. Finally, the value of the cross-validation 
metrics was similar for both methods. 

6. In most cases, the datasets composed of 12-hour average values time series yield 
better results than datasets comprised of daily average values time series. For 
example, the linear correlation between the forecast and the validation data was 
higher, and the cross-validation metrics (e.g., RMSE, ME, and MAE) were lower 
using 12-hour time series. This can be explained as the time series measured every 
12-hour containing more information (number of records) than the ones with daily 
average values.  

7. The performance and accuracy of the three forecast models (ARIMA, VAR, and 
ARIMAX) were compared using cross-validation metrics to establish the best 
methane gas forecasting model for underground coal mining operations. It has been 
concluded that none of the models can uniformly outperform the other forecasting 
approaches in all datasets. Nonetheless, an algorithm capable of assessing the 
results of both multivariate and univariate models and selecting the best model 
among them for the given dataset was developed.   

8. The univariate and multivariate methane gas forecasting models proposed in this 
research offer an exceptional solution to fill the gap of reliable methodologies 
capable of forecasting methane gas concentrations to improve the safety and health 
conditions of the workforce in underground coal mining and other underground 
environments.  

6.3 Overall Recommendations 

In addition to the conclusions obtained from this body of work, further investigations and 
improvements of the developed methane gas forecasting models would provide a better 
assessment of the forecasts and improve their performance. The following actions are 
recommended to achieve this goal: 

1. The atmospheric and the mining monitoring data are stored using an Atmospheric 
Monitoring Analysis and Database mAnagement (AMANDA) system, a custom 
relational database designed to manage atmospheric monitoring data. AMANDA 
is also implemented for data pre-processing. However, this crucial stage is not fully 
automated; it requires expert human intervention and judgment, making it time-
consuming and laborious. Therefore, it is recommended to mechanize the pre-
processing data stage to make it more efficient.  

2. The statistical data analysis and the development of the different forecast models 
were carried out by implementing the MATLAB programming environment, 
which offered excellent results. Nevertheless, nowadays, statistical science and 
computer applications have developed state-of-the-art open-source programming 
languages such as Python and R that may be offered additional advantages for 
statistical analysis and consequently improve the development of methane gas 
forecasting methods in terms of model accuracy and performance.  

3. This research has investigated the univariate and multivariate forecasting 
approaches to develop three models (ARIMA, VAR(p), and ARIMAX) capable of 
accurately predicting methane gas concentrations in underground coal mines based 
on time series data. However, it is recommended to explore implementing more 
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sophisticated and complex forecasting methodologies such as Artificial Neural 
Networks, Complex Seasonality, Prophet model, and bootstrapping to compare 
their accuracy and performance with the forecast models proposed.   

4. Two multivariate forecasting approaches (VAR(p) and ARIMAX) were developed 
to predict future concentrations of methane gas in underground coal mines based 
on the negative cross-correlation between methane gas and one (barometric 
pressure) independent variable. It is suggested to include coal production rate as a 
second exogenous variable and compare the performance of forecasting models 
with one (barometric pressure) exogenous variable against forecasting models with 
two (barometric pressure and coal production rate) exogenous variables.  

5. Even though methane gas data were retrieved from three case studies (Mines A, B, 
and C) and, one of the advantages of statistical techniques is that they can be 
employed in any circumstance or case; this research suggests that more 
information needs to be collected from different underground coal mines to assess 
the accuracy and performance of the methane gas forecasting models proposed 
using different datasets. It will help establish if the different forecast models 
developed in this research can be broadly implemented, which will help to improve 
the safety and health conditions of underground environments worldwide, 
especially underground coal mines operations.  

6. Given that different forecasting approaches can be employed to predict methane 
concentrations in underground coal mines, it is essential to agree on a minimal set 
of reporting principles that allow performance comparison between different 
forecasting methods. Therefore, it is proposed that the following critical elements 
of the data analysis be carefully described: (1) the statistical characterization of the 
data and the pre-processing protocol, (2) a complete specification of the statistical 
forecasting model(s), including the values of all the model parameters and the 
methods used to estimate their values and (3) explicit description of the training 
and cross-validation practice and presentation of statistical performance measures.  

Ultimately, methane gas forecasting approaches can significantly enhance health and safety 
in underground coal mines and other industrial operations, but further research is essential 
for maximum benefit to stakeholders.  
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