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𝑠. 𝑡. ∑ 𝑥𝑖𝑗
𝑟𝑠

𝑗:𝑎𝑖𝑗∈𝐴 − ∑ 𝑥𝑗𝑖
𝑟𝑠

𝑖:𝑎𝑗𝑖∈𝐴 = {
1, 𝑖𝑓 𝑖 = 𝑟

−1,     𝑖𝑓 𝑖 = 𝑠
0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                           (4.9) 

𝑥𝑖𝑗 ∈ {0,1} ∀(𝑖, 𝑗) ∈ 𝐴                                                                                                                   (4.10) 

Equation (4.7) is to minimize the average travel time travelers experienced which 

represents their expectation under normal traffic conditions. Equation (4.8) is to minimize 

the travel time variability with regard to the pre-specified benchmark which can be 

average travel time or the 15th percentile travel time. Equation (4.9) ensures all the links 

on the path are feasible. Equation (4.10) defines a binary link-path incidence variable.  

4.3 SOLUTION ALGORITHM 

4.3.1 Overview 

To solve multi-objective problems, a variety of algorithms have been developed or 

applied in the existing literature (83; 84). In particular, as a widely applicable stochastic 

search heuristic and optimization technique, the multi-objective evolutionary algorithm 

has been proved to be a suitable and effective option(84). Among different evolutionary 

algorithms, the improved Strength Pareto Evolutionary Algorithm (SPEA2) is one of the 

most widely applied methods and considered to have better performance(85). Therefore, 

the algorithm is also adopted here and modified for solving the proposed model. For 

more algorithmic details, interested readers are referred to (85-87). 

The overview of SPEA2 procedure is as follows. 

SPEA2 Algorithm 

Step 1: Algorithm Input. Specify the population size 𝑛𝑃𝑜𝑝, archive size 𝑛𝐴𝑟𝑐ℎ𝑖𝑣𝑒, and 

number of generations 𝑛𝐺𝑒𝑛. Set generation counter 𝑐 = 0. 

Step 2: Initialization. Generate an initial population 𝑃𝑜𝑝0 and obtain the associated 

travel time matrix 𝑀0 during the process. Also, create an empty archival set 𝑃𝑜𝑝̅̅ ̅̅ ̅
0. 

Step 3: Fitness assignment. Calculate the fitness of each chromosome or path in 𝑃𝑜𝑝𝑐 

and 𝑃𝑜𝑝̅̅ ̅̅ ̅
𝑐 based on 𝑀𝑐. 

Step 4: Environmental selection. Select all the non-dominated paths in 𝑃𝑜𝑝𝑐 and 𝑃𝑜𝑝̅̅ ̅̅ ̅
𝑐 

to 𝑃𝑜𝑝̅̅ ̅̅ ̅
𝑐+1. If number of paths in 𝑃𝑜𝑝̅̅ ̅̅ ̅

𝑐+1 exceeds 𝑛𝐴𝑟𝑐ℎ𝑖𝑣𝑒, then execute the 

truncating operation until the number is equal to 𝑛𝐴𝑟𝑐ℎ𝑖𝑣𝑒. If the number of paths is 

less than 𝑛𝐴𝑟𝑐ℎ𝑖𝑣𝑒, then fill 𝑃𝑜𝑝̅̅ ̅̅ ̅
𝑐+1 with dominated paths in 𝑃𝑜𝑝𝑐 and 𝑃𝑜𝑝̅̅ ̅̅ ̅

𝑐. 

Step 5: Mating selection. Apply the binary tournament selection with replacement on 

chromosomes in 𝑃𝑜𝑝̅̅ ̅̅ ̅
𝑐+1 until the mating pool is filled.  

Step 6: Variation. Apply crossover and mutation operators to the mating pool and the 

resulted population is set to be 𝑃𝑜𝑝𝑐+1. 

Step 7: Termination. If 𝑐 ≥ 𝑛𝐺𝑒𝑛, then terminate the procedure and output the final 

Pareto optimal paths, otherwise, increment 𝑐 by 1 and go to step 3. 

It should be noted that the population initialization process, mating selection, and 

crossover and mutation operations all follow same procedures as in GA implementation 
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study, an efficient algorithm based on SDT is adopted after the consistent relationship 

between the scheduling delay and stochastic dominance rule is established. Similar as in 

Equation (5.8), we only focus on the scheduling delay component. Therefore, the route 

choice model can be reformulated as 

𝑀𝑖𝑛 𝛽𝑘
𝑟𝑠(𝑏) = 𝐸(𝑡𝑘

𝑟𝑠 − 𝑏)+ = ∫ (𝑡𝑘
𝑟𝑠 − 𝑏)𝑑𝐹𝑘

𝑟𝑠𝑇

𝑏
                                                            (5.9) 

5.2.3 Semi-Standard Deviation 

Introduced in the portfolio theory by Markovitz, the centrality-dispersion based trade-off 

model has been extensively used in a variety of applications to accommodate risky 

circumstances(14). In the portfolio optimization, investors intend to maximize the return 

of the investment as often represented by the mean while minimize the potential loss, 

which is usually represented by the variance or standard deviation. In the route choice 

context, since travel time is an undesirable feature, travelers attempt to minimize both the 

average and variability of travel time at the same time. Therefore, the objective of the 

model is to minimize the utility which is the linear combination of two components. The 

obtained utility is essentially equivalent to the travel time budget or effective travel time 

concept in many studies. The general formulation is expressed as follows. 

𝑈 = 𝜇 + 𝜆𝜎                                                                                                                     (5.10) 

where 𝑈 is the utility of the path; 𝜇 and 𝜎 represents the mean and standard deviation of 

travel times on the path; 𝜆 represents the relative importance of the reliability compared 

to the average travel time. 

Under normal distribution assumption, there is one-to-one relationship between the 

mean-STD and OTAP models. However, such corresponding relationship does not hold 

when the assumption is violated, which is often the case since travel times are often 

asymmetrically distributed. On the other hand, the shortcomings of standard deviation are 

apparent under asymmetrical distribution condition(27). In contrast, SSD not only has the 

advantages that standard deviation has, but also has the feasibility in accounting for the 

important rule the benchmark value plays in the route choice model. This property echoes 

very well with LAP and SD based measures. 

𝑀𝑖𝑛 𝛾𝑘
𝑟𝑠(𝑏) = √𝐸[(𝑡𝑘

𝑟𝑠 − 𝑏)+
2

] = √∫ (𝑡𝑘
𝑟𝑠 − 𝑏)2𝑑𝐹𝑘

𝑟𝑠𝑇

𝑏
                                                (5.11) 

Despite the flexibility in using different 𝑏 values, such as the average and 15th percentile 

travel time, here we will define 𝑏 as the acceptable travel time, same as used in LAP and 

SD models. In contrast to using mean as the benchmark, the constant value is regarded as 

more realistic as travelers usually compare candidate paths with a universal criterion 

instead of path-specific.  
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Since SSD is the square root of semi-variance, the routing model that minimizes the 

semi-variance of travel times will equally minimize the SSD. Therefore, the formulation 

can be equivalently rewritten as below. 

𝑀𝑖𝑛 𝛾𝑘
𝑟𝑠(𝑏)2 = 𝐸[(𝑡𝑘

𝑟𝑠 − 𝑏)+
2

] = ∫ (𝑡𝑘
𝑟𝑠 − 𝑏)2𝑑𝐹𝑘

𝑟𝑠𝑇

𝑏
                                                        (5.12) 

5.3 A GENERALIZED FRAMEWORK 

5.3.1 Measure Generalization 

From the above formulations, we can immediately see that three reliability models 

essentially follow the same mathematical structure, which only accounts for the 

distributional portion that exceed the benchmark. The only difference is the power factor 

applied in the formula. Naturally, we can generalize the reliability measures with 

following formulation.  

𝜏𝜃𝑘
𝑟𝑠(𝑏) = ∫ (𝑡𝑘

𝑟𝑠 − 𝑏)𝜃𝑑𝐹𝑘
𝑟𝑠𝑇

𝑏
                                                                                        (5.13) 

where 𝜃 is the reliability parameter that governs how the deviation from the benchmark 

travel time is treated in the calculation.  

 

Based on the generalized formulae above, the reliability measurement is determined by 

two parameters. The benchmark 𝑏 reflects at what extent beyond which travelers would 

consider the trip to be unreliable, therefore represents their tolerance of unreliability. A 

small value indicates travelers are intolerant of relatively long travel time whereas a very 

large value indicates only under highly congested conditions would the traveler consider 

the impact of reliability on their trip planning. An extreme scenario exists if 𝑏 takes the 

upper bound of travel time distribution or even a larger value so that any travel time 

realizations would be below the benchmark. Under this situation, travelers are insensitive 

to any travel time variation. In other words, they are not concerned with the reliability 

condition and do not include it in their route choice decisions. In this case, the reliability 

model degenerates to the traditional minimum expected travel time model. 

 

The reliability parameter 𝜃, on the other hand, determines the behavior of the reliability 

measure in response to the degree of deviation of travel time from the specified 

benchmark. If 𝜃 = 0, the deviation, no matter small or large, has no impact on the 

quantity of the measure; therefore, the generalized measure simply degenerates to the 

probability measure, i.e. LAP, and it is only affected by the benchmark value. If 0 < 𝜃 <
1, the small deviation has a relatively larger impact on the reliability measure, however, 

such contribution gradually decreases as 𝜃 increases. If 𝜃 = 1, the generalized measure 

becomes SD and the small and large deviations have the same weight in calculating the 

measure. In contrast, if 𝜃 > 1, the large deviation will have a larger weight in quantifying 

the reliability condition and the impact increases exponentially as 𝜃 increases. This is 

consistent with the understanding that travelers are more concerned with excessive delays 

than the average condition. A special case would be when 𝜃 = 2, the generalized 

measure becomes SV. As it is critical to choose an appropriate reliability parameter, the 



 

89 
 

 

Figure 5.26 MSSD Non-Dominated Paths for OD285-9 

 

Figure 5.27 Cumulative Distributions of Travel Time on MSSD Non-Dominated 

Paths for OD285-9 
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5.7 CONCLUSIONS 

A variety of route choice models have been studied in transportation modeling 

community, in response to the emerging recognition of the importance of travel time 

reliability in travelers’ route choice decision making process. In this paper, the on-time 

arrival probability, scheduling delay, and semi-standard deviation measures are selected 

for further examination of their properties. It is found that all three measures base their 

calculations solely on the right side of the distribution; therefore, they belong to a more 

generic upper partial moment formulation. Depending on the value of exponential factor, 

the three measures under study express different behaviors with respect to the travel time 

above the benchmark. In particular, OTAP corresponds to a single point on the 

distribution, therefore is indifferent to the magnitude of variation of travel time over the 

benchmark. In contrast, SD and SSD both focus on unreliability part of the distribution, 

but SD assigns equal weights to the deviations whereas SSD is more affected by the 

larger deviations.  

In addition, the consistent relationships between the generalized measure and SDT 

decision rules are established. This provides two important implications. First, according 

to the risk-taking behavior of each SDT decision rule, it is deduced that OTAP, SD, and 

SSD are risk-neutral, risk-averse, and ruin-averse, respectively. This finding is consistent 

with how the deviations are treated by the three measures. Therefore, if a traveler’s 

attitude towards uncertainty or large deviations is known, a more representative reliability 

measure can be chosen to reflect his/her behavior. Second, the established relationships 

facilitate the development of analytical solution algorithms for reliability models by 

taking advantage of currently available LC algorithms. Since there is lack of effective 

algorithms for SD and SSD models, this alternative approach offers a great value to apply 

the reliability measures to practical applications, such as travel demand forecasting and 

network design models. 

Numerical experiments based on a real-world urban network and GPS-based data are 

conducted to evaluate the reliability models and SDT rules. Unlike observations made in 

previous studies that only a small size of paths are found to be non-dominated with 

respect to SDT rules, a much larger number of paths are included in the study, especially 

for the FOSD rule. This is due to the more variable and skewed travel time distribution 

on the paths, making the FOSD condition easily violated at the right tail of the 

distributions. This observation indicates the SDT rules alone may not be efficient enough 

for highly unreliable networks. In this regard, the multi-objective formulation involving 

the reliability consideration is preferred. It can significantly reduce the size of non-

dominated set to only 2-4 paths, which is desirable to decision makers. The results also 

show that the non-dominated paths are distinct from the three reliability models, attesting 

the importance to incorporate travelers’ risk-taking preferences into route choice models. 

In future studies, empirical surveys on the stated or revealed preferences are necessary to 

understand travelers’ actual decision-making behaviors under uncertain conditions. It is 

also important to understand how travelers set their benchmark travel time to make 
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departure time and route choices. In addition, since the travel time variation is caused 

collectively by various non-recurring events, the degree of variation varies at different 

times of day and incident conditions. As a result, the identified optimal path could be 

different under varying scenarios. In this regard, there is still a need to evaluate the travel 

time reliability separately at different time periods and travel conditions. 
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CHAPTER 6 A MULTI-OBJECTIVE USER EQUILIBRIUM MODEL  

 

6.1 INTRODUCTION 

The traditional travel demand forecasting model has been extensively used by state 

DOTs, MPOs and other transportation agencies for decades in their planning process. By 

comparing predictions from the model with current infrastructure condition, 

transportation planners are able to identify inadequacies in current transportation system, 

and therefore make better informed decisions on project prioritization to accommodate 

foreseeable challenges. In this process, the travel demand model serves a crucial role in 

linking travelers’ travel behaviors and transportation network performance. As one of the 

critical components in the traditional “four-step” model, the traffic assignment 

determines how travelers use the road network. Traditionally, the equilibrium flow 

pattern is obtained when the travel time on all used paths is equal to the minimum travel 

time whereas the travel time on all unused paths is either equal to or longer than that 

minimum value between OD pairs. To achieve equilibrium, the original problem is often 

transformed into a mathematical program which can take advantage of the fact that the 

path travel time is the linear summation of travel times on links comprising the path(99).  

 

Similar to the route choice model discussed in previous chapters, the foundamental 

assumption underlying the traditional traffic assignment model also invovles only 

considering the travel time between OD pairs. However, it has been empirically found 

that travel times on the network can be unreliable, and travelers are well aware of such 

uncertainty from their daily experiences and factor it into their decision making process. 

Consequently, travel time reliability should also be incorporated into the user equilibrium 

model as well; otherwise, the procedure may not represent traveler’s actual perspective, 

and lead to biased results. 

Based on the work in previous chapters, we know that SSD and multi-objective 

formulation are more appropriate in representing travel time reliability and reconstructing 

the route choice model. As the multi-objective route choice model incorporating SSD has 

been developed and analytical approach has been proven effective in large-size networks, 

the next step is to reformulate the traditional traffic assignment model to account for the 

travel time reliability consideration. Therefore, the objective of this chapter is to propose 

a new multi-objective user equilibrium (MOUE) model in which SSD is applied as the 

reliability objective to extend traditional deterministic user equilibrium (DUE) model, 

and then develop an effective solution algorithm to obtain the equilibrium condition 

under the multi-objective setting for practical applications.  

 

The rest of the chapter is organized as follows. Section 6.2 provides the problem 

statement, which applies the multi-objective approach to reformulate the route choice and 

traffic assignment models. A solution algorithm is proposed in Section 6.3 to solve the 

new user equilibrium model based on previously implemented FOSD-LC algorithm and 

method of successive averages approach. Numerical experiments are conducted on two 

test networks with varying sizes to demonstrate the applicability of the proposed model 
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and algorithm in Section 6.4. The findings from the study are summarized in the final 

section. 

6.2 PROBLEM STATEMENT 

Assume travelers know exactly the travel time and variability on each link and would 

make rational choices among path alternatives. Accordingly, with the multi-objective 

path finding formulation involving stochastic travel times, travelers try to minimize the 

average travel time and travel time unreliability at the same time when making route 

choice decisions. Based on previous chapter, the corresponding route choice model can 

be described as shown below. 

{
𝑚𝑖𝑛 𝜇𝑟𝑠

𝑚𝑖𝑛 𝜏𝑟𝑠                                                                                                                               (6.1) 

In order to solve the multi-objective routing model, previously defined path dominance 

rules in terms of the mean and SSD still hold here. After incorporating dominance 

definitions with regard to the route choice decision making process into the traffic 

assignment model, the multi-objective user equilibrium is reached when the following 

conditions are met. 

 

Definition 1 Multi-objective user equilibrium conditions are achieved such that no 

traveler on a path can be better off in terms of either criterion, whether the average travel 

time or variability, without worsening the other criterion by unilaterally switching to 

other routes. 

 

In other words, the non-dominated paths connecting each OD pair should have positive 

traffic flows, whereas the dominated paths should carry no traffic. Now let Γ𝑀𝑆𝑆𝐷
𝑟𝑠  

represent the set of all non-dominated paths under the MSSD dominance rule. 

Accordingly, above condition can be expressed mathematically as  

𝑓𝑘
𝑟𝑠 > 0, ∀(𝑟, 𝑠) ∈ 𝑅𝑆, 𝑘 ∈ Γ𝑀𝑆𝑆𝐷

𝑟𝑠                                                                                       (6.2) 

𝑓𝑘
𝑟𝑠 = 0, ∀(𝑟, 𝑠) ∈ 𝑅𝑆, 𝑘 ∉ Γ𝑀𝑆𝑆𝐷

𝑟𝑠                                                                                      (6.3) 

In addition, the flow conservation requirement should be satisfied as follows. 

∑ 𝑓𝑝
𝑟𝑠

𝑘∈Γ𝑀𝑆𝑆𝐷
𝑟𝑠 = 𝑞𝑟𝑠, ∀(𝑟, 𝑠) ∈ 𝑅𝑆                                                                                     (6.4) 

Meanwhile, let 𝑣𝑎 denote the traffic flow on the link 𝑎. Therefore,  

𝑣𝑎 = ∑ ∑ ∑ 𝑓𝑘
𝑟𝑠𝛿𝑎,𝑘

𝑟𝑠
𝑘∈𝑃𝑟𝑠𝑠∈𝑁𝑟∈𝑁 , ∀𝑎 ∈ 𝐴                                                                          (6.5) 

where 𝛿𝑎,𝑘
𝑟𝑠  is link-path incidence indicator. It is1 if link 𝑎 is on the path 𝑝, and 0 

otherwise. 
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Here we adopt the widely used Bureau of Public Road (BPR) function to model the link 

travel time which is flow-dependent and increases as traffic flow on the link increases.  

𝜇𝑎 = 𝑡𝑎
0 (1 + 𝛼 (

𝑣𝑎

𝑐𝑎
)

𝛽

) , ∀𝑎 ∈ 𝐴                                                                                       (6.6) 

where 𝑡𝑎
0 is the free flow travel time on link 𝑎; 𝑐𝑎 is the capacity on link 𝑎; 𝛼 and 𝛽 are 

function parameters and are chosen to be 0.15 and 2, respectively. 

 

Accordingly, the average path travel time 𝜇𝑘
𝑟𝑠 can be derived directly from summation of 

the travel time from links that comprise the path, which can be expressed as  

𝜇𝑘
𝑟𝑠 = ∑ 𝜇𝑎𝛿𝑎,𝑘

𝑟𝑠
𝑎∈𝐴 , ∀(𝑟, 𝑠) ∈ 𝑅𝑆, 𝑘 ∈ 𝑃𝑟𝑠                                                                        (6.7) 

Since the sampling based approach has been used to account for the correlation structure, 

a simulation-based approach based on joint travel time distributions is adopted to 

generate random samples in each iteration, so that 𝜏𝑘
𝑟𝑠 can be constantly updated in 

response to the newly generated 𝜇𝑘
𝑟𝑠. This way the previously implemented FOSD-LC 

algorithm is still applicable. Now suppose during each assignment iteration, a traffic 

simulation module is employed to generate 𝑤 discrete travel time realizations for each 

link on the network, and let 𝑟𝑖 denote the 𝑖-th travel time realization on link 𝑎. Then, we 

can determine SSD of path travel time 𝑡𝑘
𝑟𝑠 as  

𝜏𝑘
𝑟𝑠 = (

1

𝑤
∑ (∑ 𝑟𝑖𝛿𝑎,𝑘

𝑟𝑠
𝑎∈𝐴 − 𝑏)

+

2𝑤
𝑖=1 )

0.5

                                                                               (6.8) 

The multi-objective traffic assignment model based on the above equations will be 

iteratively implemented until the MOUE condition is reached when the difference 

between input and updated link flows on the network becomes insignificant.  

6.3 SOLUTION ALGORITHM 

In this chapter, the FOSD-based all-to-one approach is adapted to find the non-dominated 

paths during the iterative traffic assignment process. Reflecting on last chapter, the 

relationship between MSSD and FOSD dominance rules has been established. Therefore, 

we first adapt the FOSD-LC algorithm to find all the non-dominated paths for every OD 

pair on the network. From these paths, we can then determine the non-dominated paths 

Γ𝑀𝑆𝑆𝐷
𝑟𝑠  based on the MSSD dominance rule. This path finding procedure will be called 

periodically during the traffic assignment process. 
 

Once Γ𝑀𝑆𝑆𝐷
𝑟𝑠  is obtained, we now have the non-dominated paths on which travel demand 

can be assigned. In next step, an approach based on the method of successive averages 

and reference point assignment (MSA-RPA) is applied in order to solve the multi-

objective user equilibrium condition. In this method, a reference point with regard to the 

best scenario in terms of average travel time and variability that travelers may encounter 

from their past experiences is defined beforehand. In other words, travelers will have an 

ideal or imagined path that requires least travel time and possesses best reliability in mind 



 

95 
 

and will compare current alternatives to the ideal path when selecting a path. A similar 

method has also been discussed in (100). Based on this idea, the attractiveness of each 

path can then be determined based on the distance between the actual path and reference 

point. Suppose 𝐶Γ and 𝐶𝑟 are the cost vector consisting of average travel time and SSD 

for a non-dominated path set and reference point, respectively. The standardized 

Euclidean distance is applied here to balance out the contribution from variables with 

different scales of values. Accordingly, the distance between two individuals can be 

calculated as 

𝑑𝑘 = (𝐶Γ(𝑘)−𝐶𝑟)𝑉−1(𝐶Γ(𝑘)−𝐶𝑟)′                                                                                (6.9) 

where 𝑉 is a two-by-two diagonal matrix whose first and second diagonal element is the 

variance of the average travel time and SSD on respective values contained in 𝐶Γ and 𝐶𝑟. 

 

Therefore, the smaller the distance between the path of interest and reference point, the 

more appealing the path is to travelers. As a result, more travelers are expected to select 

such path. To ensure the portion of travel demand assigned to the path is proportionate to 

its attractiveness, following route choice probability equation is defined: 

𝛾𝑘 =
1/𝑑𝑘

∑ (1/𝑑𝑘)
𝑘∈Γ𝑀𝑆𝑆𝐷

𝑟𝑠
, ∀(𝑟, 𝑠) ∈ 𝑅𝑆                                                                                  (6.10) 

Therefore,  

𝑓𝑘
𝑟𝑠 = 𝛾𝑘𝑞𝑟𝑠, ∀(𝑟, 𝑠) ∈ 𝑅𝑆, 𝑘 ∈ Γ𝑀𝑆𝑆𝐷

𝑟𝑠                                                                             (6.11) 

 

Accordingly, the traffic assignment procedure based on the method of successive 

averages can be developed as follows. 

 

MSA-RPA Algorithm 

Step 1: Initialization. Specify the number of iteration 𝑛𝑚𝑎𝑥 and convergence criterion 

𝜀. Set iteration counter 𝑛 = 1. Perform an initial simulation run based on the average 

travel time and variance-covariance matrix Ω to generate the travel time matrix 𝑀1. 

Step 2: Path selection.∀(𝑟, 𝑠) ∈ 𝑅𝑆, call procedure FOSD-LC to generate Γ𝑀𝑆𝑆𝐷
𝑟𝑠 .  

Step 3: Traffic assignment. Based on equation (12)-(14), determine the portion of 𝑞𝑟𝑠 

to assign to path 𝑘 ∈ Γ𝑀𝑆𝑆𝐷
𝑟𝑠  and obtain path flow vector 𝐹𝑛. Update the link flow vector 

�̂� = 𝐹𝑛 ∙ ∆, where ∆ is the link-path incidence matrix. 

Step 4: Network reloading. Update link flows as 𝑉𝑛 = (1 −
1

𝑛
) 𝑉𝑛−1 +

1

𝑛
�̂� where 𝑛 > 1 

and average link travel time vector 𝒯𝑛 based on equation (6). Run the simulation 

module again using 𝒯𝑛 and Ω to obtain 𝑀𝑛. 

Step 5: Converge test. Calculate the gap function 𝐺𝑎𝑝𝑛 =
∑ |𝑣𝑎𝑛−1−𝑣�̂�|𝑎𝜖𝐴

∑ 𝑣𝑎𝑛−1𝑎𝜖𝐴
, 𝑛 > 1. If 

𝐺𝑎𝑝𝑛 ≤ 𝜀 or 𝑛 = 𝑛𝑚𝑎𝑥, then stop; otherwise go to step 2 and set 𝑛 = 𝑛 + 1. 
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6.4 NUMERICAL EXPERIMENTS 

In this section, numerical experiments are carried out on two networks to test the 

effectiveness of the proposed simulation-based solution approach in solving the multi-

objective route choice and traffic assignment model. Particularly, the travel time on links 

on two networks are all assumed to follow the log-normal probability distribution, which 

is deemed suitable with the underlying properties such as non-negativity and asymmetry. 

Many studies have shown log-normal distribution fits best with empirical data(25). 

Furthermore, the variance-covariance matrix stays the same throughout the modeling 

process. It is postulated that since travelers build the concept of variability from their 

day-to-day experiences, such long term variation is independent of short-term flow 

fluctuation when the reliability is factored into their route choice decision. 

6.4.1 Small Network  

A small network consists of four nodes, five links, and three paths as shown in Figure 6.1 

is first analyzed(63). The first number in the parentheses next to each link represents the 

free-flow travel time while the second number means the capacity associated with the 

link. The node sequence for each link and path are shown in Table 6.1. The demand 

between the origin and destination is 1000 units. The travel time threshold for calculating 

SSD uses the following equation. 

𝑏 = 𝜗 ∗ 𝐹𝐹𝑇𝑇                                                                                                                  (6.12) 

where 𝐹𝐹𝑇𝑇 stands for the free-flow travel time, and 𝜗 is the reliability parameter and 

the lower the value, the more risk averse the traveler will be. The above equation will 

enable us to adjust the parameter value to evaluate its impact on the equilibrium state 

later. During each traffic assignment iteration, 10,000 travel time realizations are 

simulated simultaneously for all the links on the network with a correlation coefficient of 

0.5 between any two links. The first element of the reference point is chosen to be 

shortest FFTT, which is 17 in this case. The second element is the travel time reliability, 

where 0 is used to indicate no variation in travel time is desired. Meanwhile, the 

deterministic user equilibrium model which only considers average travel time in the cost 

function is also solved and used as a benchmark to compare with solutions from the 

proposed model. In particular, the obtained link travel times under DUE condition can be 

considered as a long-term travel time pattern that is finally optimal to travelers on the 

network. In order to obtain the additional day-to-day or long-term travel time reliability 

pattern, the study simply assumes the v/c ratio to represent coefficient of variation, which 

can be directly used to derive the variation of travel time on the link of question. The idea 

behind the assumption is that links with higher level of congestion tend to be less reliable. 

Note that link 3 carries no flow when DUE is obtained. Therefore, the variation is 

assumed to be 2.   
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Figure 6.1 Small Network 

The solution algorithm is coded and executed in MATLAB environment. In addition to 

DUE and MOUE, the use equilibrium model that only considers the travel time reliability 

component (RUE) is also analyzed for comparison purposes. This can be easily done 

since the variance-covariance stays constant. For MOUE, it takes 193 iterations to 

achieve the equilibrium condition with the convergence error less than 0.002%. A closer 

inspection of the converging trend indicates that the traffic flows on three paths quickly 

approach the equilibrium state and stay stable after 15 iterations. The CPU running time 

is about 1.1 minutes. The results from three models are reported in Table 6.1.  

Table 6.1 Network Performance under User Equilibriums 

Scenario ID 
Node 

Sequence 

DUE  RUE  MOUE 

Flow Mean SSD  Flow Mean SSD  Flow Mean SSD 

Link 

1 1-2 532.4 5.59 5.51  1000 6.65 5.06  662.5 5.91 4.68 

2 2-4 532.4 15.19 30.25  0 12.00 18.09  295.8 12.98 19.32 

3 2-3 0 7 1.55  1000 12.19 5.54  366.7 7.88 2.04 

4 1-3 467.6 12.05 17.84  0 10.12 13.21  337.5 11.07 12.50 

5 3-4 467.6 8.73 6.85  1000 11.33 7.41  704.2 9.65 6.63 

Path 

1 1-2-4 532.4 20.78 33.41  0 18.65 21.15  295.8 18.90 21.99 

2 1-2-3-4 0 21.32 13.12  1000 30.17 17.47  366.7 23.45 12.93 

3 1-3-4 467.6 20.78 22.49  0 21.45 18.32  337.5 20.72 17.36 

Based on the result, when only considering the average travel time regardless of the 

variability in the DUE model, Path 2 would not be selected due to its travel time of 21.32 

minutes, which is the longest among the three paths. However, with no traffic on link 3, 

the reliability condition is the best among all links, which makes Path 2 the most reliable 

path also. Therefore, when travelers only consider travel time reliability as the 

determining factor, all travelers will choose Path 2 over the other two paths. Even with all 

the demand assigned to Path 2, the SSD of 17.47 minutes is still the smallest, even 

though the mean travel time become 30.17 minutes, which is the longest among the three 

1 

2 

3 

4 

(7
,4

0
0
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paths. In contrast, when both average travel time and reliability are integrated into the 

assignment model, a dramatically different pattern in the equilibrium pattern is found. As 

we can see, in contrast to DUE, 36.7% travelers will now switch to Path 2 in MOUE 

model in seeking to achieve a higher reliability to ensure a higher probability of arriving 

at the destination. Meanwhile, Path 1, which attracts most travelers under DUE condition, 

now is less appealing to drivers because it contains link 2, which has the most unreliable 

travel time with its SSD at 19.32 minutes. Also, the mean and SSD on Path 3 are in 

between that on Path 1 and 2, which is not the most congested nor unreliable, thus attract 

33.75% of travelers. Hence, from the multi-objective perspective, all three paths seem to 

be attractive to some travelers. 

With the formulation of SSD, it is clear that different benchmark values directly 

determine how travelers treat the uncertain conditions and influence their final route 

choice decisions correspondingly. Therefore, a sensitivity analysis is conducted on this 

aspect in order to understand its impact on the obtained user equilibrium state (Figure 

6.2). 

 

Figure 6.2 Demand Share on Paths under Equilibrium Condition 

It is observed that as risk parameter value increases, the share of the demand on Paths 1 

and 3, which have less reliable travel times, also increase as travelers become more 

tolerant of the uncertainty thus have less incentive to switch paths. In contrast, the 

number of travelers choosing Path 2 decreases because its attractiveness as the most 

reliable path gradually declines. For example, when the reliability parameter is chosen as 

10, the SSD on Path 1, 2, 3 are 6.3, 0, and 1.5 minutes, respectively. The difference 

between them is much smaller than that when just FFTT is used as the SSD threshold.  

 

 

29.6 30.4 31.3 35.3 36.2

36.7 35.1 33.0 28.0 25.3

33.7 34.6 35.7 36.8 38.6

1 1.5 2 5 10

S
h
ar

e 
P

er
ce

n
ta

g
e 

(%
)

Reliability Parameter

Path 3

Path 2

Path 1



 

99 
 

6.4.2 Medium-Sized Network 

In this section, the proposed model is tested on a medium-sized network to evaluate its 

capability in solving relatively large-scale network problems. The widely used Sioux 

Falls network, which consists of 24 nodes, 75 links, and 550 OD pairs (Figure 6.3) is 

used here. The network data involving FFTT and capacity on links and demands between 

OD pairs are obtained from (101). 
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Figure 6.3 Medium-Sized Network 

The well-known best solutions in terms of the DUE is also obtained from the same link 

and used as the initial input to implement the MOUE model. Like small network analysis, 

the d/c ratio under DUE condition is used to derive the variation on links. The approach 

proposed in (102) is adapted to generate multi-variate log-normally distributed travel 

time realizations. In this experiment, only travel times from adjacent links are assumed to 

be correlated with a coefficient of 0.5. The shortest FFTT between each OD pair is also 

selected as the benchmark for computing SSD for paths connecting the origin and 

destination.  
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The convergence performance of the proposed MOUE traffic assignment model is shown 

in Figure 6.4. The program terminates after 71 iterations when the gap between input and 

updated link flows is less than a pre-determined threshold, which is set to be 0.05 in this 

case. Each assignment iteration takes 25 seconds on average to complete. Using link 

flows under DUE condition as the base scenario, the mean absolute error is 2002.7 and 

the mean absolute error percentage is 19.95%, indicating a considerable change in final 

user equilibrium pattern when both mean and SSD are considered by the MOUE model. 

 

 

Figure 6.4 Convergence Performance on the Medium-Size Network 

Based on the experiments conducted from this study, it shows the proposed multi-

objective model is a viable extension to the traditional models by accounting for travel 

time reliability. Also, the proposed algorithm is effective in finding solutions for MOUE 

on a relatively large network.  

6.5 CONCLUSIONS 

In this study, a multi-objective traffic assignment model is proposed to extend the 

traditional user equilibrium models by incorporating the travel time reliability 

consideration into the modeling process. Particularly, SSD based on a constant 

benchmark specified by travelers is chosen as the reliability measure under asymmetric 

distribution conditions. It has the following benefits. First, it has been shown that SSD 

has more appealing characteristics over standard deviation in this context and has more 

intuitively meaningful interpretation of travelers’ behaviors. In addition, using a constant 

benchmark in SSD formulation is similar to the scheduling delay concept, but SSD 

emphasizes more on the larger deviations than small deviations. As stated in (70), the 

scheduling delay may not be able to fully capture the travel time uncertainty, which is 

mostly affected by large deviations at the right tail of the travel time distribution. 
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Therefore, the proposed approach provides an alternative to evaluate travelers’ departure 

time and route choices under uncertain conditions. 

 

The developed multi-objective model is able to include multiple Pareto-optimal paths; 

thus, relaxing the limitations underlying the linear combination of the mean and 

reliability measure, which is widely used in previous studies. Also, the MSSD dominance 

rule is shown to be contained by the FOSD rule. This finding is particularly important 

because it enables us to directly take advantage of Bellman’s Principle of Optimality and 

already developed LC algorithm and analytically solve the route choice model. Based on 

obtained non-dominated paths, a certain proportion of traffic demand is assigned to each 

path based on travelers’ perceived attractiveness. This is also deemed more realistic than 

traditional single-objective assignment procedure, because in reality different travelers 

may prioritize and select different paths between the same OD pair.  

 

Numerical experiments are conducted to evaluate the effectiveness of proposed 

algorithms. It is found that the user equilibrium pattern under the proposed multi-

objective formulation is significantly different from that of the traditional DUE model. 

When both travel time and reliability are considered, a considerable portion of travelers 

will switch to the path that won’t be selected by the DUE model even though it is most 

reliable among available alternatives. In addition, it is observed that how travelers set the 

acceptable reference values also affects the assignment results, which of itself is a 

practical research topic(103). It is also shown that the algorithm can quickly converge to 

the equilibrium condition, attesting its potential in practical models.   

 

In future studies, it will be interesting to see how the results from the proposed model 

compare to that from the standard deviation based model. Also, extending the current 

problem to a dynamic network setting is also worth studying. 
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CHAPTER 7 CONCLUSIONS AND FUTURE RESEARCH 

 

7.1 CONCLUSIONS 

Travel times may be highly variable across the network due to frequent traffic-impacting 

events. This unreliability may result in late arrivals, which in turn causes negative 

consequences. It has been established that travel time reliability is an important factor in 

travelers’ route choice decisions. However, the factor is non-present in existing MPO 

models. In this dissertation, a methodology framework is developed to incorporate travel 

time reliability into travel demand models. The framework contains four major 

components that enhance the reliability measurement and the applicability in the 

operational models. 

The first component proposes semi-standard deviation as the reliability measure. 

Compared to standard deviation that regards travel times both below and above the mean 

as undesirable, semi-standard deviation only concentrates on the right side of the 

distribution, i.e. those relatively long travel times. It also has the flexibility in setting the 

benchmark value. Thus, it is able to account for travelers’ different degrees of sensitivity 

about the uncertainty. In contrast to on-time arrival probability and scheduling delay 

measures, semi-standard deviation gives disproportionate emphasis on longer travel 

times, and hence, can better capture the impact of travel time reliability. 

The sampling based approach provides many benefits compared to current methods. 

Deriving path SSD directly from component links can be very difficult. As a non-additive 

measure, the path SSD is not equal to the linear summation of SSD on component links; a 

challenge most reliability measures face. In addition, unlike standard deviation and 

covariance matrix, there is no closed form solution to analytically derive the accurate 

semi-covariance matrix. A workaround to the problem is using archived travel time data 

to directly obtain path travel times and SSD. Through this process, the correlation 

structure can be implicitly accounted for and the complicated link travel time distribution 

fitting and convolution process can be avoided.  

The third key component involves reformulating the model from the multi-objective 

perspective compared to the widely used single objective formulation. The reformulated 

model focuses on minimizing the mean and SSD at the same time, thus eliminating the 

need for reliability ratios to be known beforehand. The multi-objective formulation also 

offers an additional benefit of providing multiple attractive choices for travelers’ further 

decision making, including the optimal path in single objective case. In reality, this 

property is highly applicable because it presents multiple paths that can be selected by 

travelers for the same OD pair. To balance out disproportionate contributions from the 

mean and SSD with different scales, the standardized distance is applied to determine the 

attractiveness of each path. 

Application of the stochastic dominance based approach to solve the proposed model 

marks the final integral component of the methodology. Due to the non-additive property 
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of SSD, traditional shortest path algorithms, such as Dijkstra’s algorithm, are no longer 

applicable. To address this issue, two different approaches are evaluated: the 

metaheuristic algorithm and the stochastic dominance based approach. The metaheuristic 

algorithm demonstrates reasonable performance in finding optimal paths. A particular 

advantage is its ability to not be restricted to certain objective functions. However, the 

algorithm is stochastic in nature and thus the global optima is not guranteed. On the other 

hand, the stochastic dominance ordering criterion is more effective and efficient. It is an 

all-to-one approach and able to find the true optimal paths. In addition, it can directly 

take discrete travel time samples as inputs, which fits very well with the adopted 

sampling based approach.  

In addition to these four components, this work also contributes to the reliability 

modeling field by establishing theoretical connections between the first three stochastic 

dominance rules and three reliability models. A generic formulation is provided for on-

time arrival probability, scheduling delay, and semi-standard deviation measures, as they 

share common mathematical structures. Through the application of the generalized 

formulation, theoretical connections between stochastic dominance rules and reliability 

models under evaluation are established. These findings provide great insight into the 

behavioral implication with regard to each reliability model. Based on the risk-taking 

behaviors of stochastic dominance rules, we are able to infer that on-time arrival 

probability, scheduling delay, and semi-standard deviation correspond to risk-neutral, 

risk-averse, and ruin-averse behaviors, respectively. The generic formulation and its 

association with stochastic dominance rules also offer an opportunity to incorporate on-

time arrival probability and scheduling delay into the framework. 

The results from numerical tests demonstrate the advantages of the proposed 

methodology. The semi-standard deviation based model shows a better representation of 

traveler’s route choice decision involving skewed travel time distribution with 

excessively long delays. Observations also indicate no single path is optimal in every 

criterion, reinforcing the need of a multi-objective model to find multiple non-dominated 

paths that are attractive to travelers. The overall methodology is effective in finding 

optimal paths in each assignment iteration and ultimately achieving the equilibrium 

condition. It is suggested that the traffic flows under equilibrium are sensitive to various 

benchmarks set by travelers. The impact of travel time reliability on equilibrium is 

apparent for two tested networks. As a result, the models and algorithms developed in 

this dissertation are highly applicable to the real-world situations and have great potential 

to be adapted into current MPO models.    

7.2 FUTURE RESEARCH 

This work proposes a more representative reliability measure and greatly enhances the 

applicability of route choice and user equilibrium models in dealing with stochastic travel 

times. However, there are some limitations in the modeling process that are worth 

discussing as well as recommendations to further improve the proposed models and 

algorithms.  
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