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Chapter 1 Introduction

The Derivative Nonlinear Schrödinger equation (DNLS)

iut � uxx � iεp|u|2uqx (1.0.1)

where ε � �1, is a canonical dispersive equation derived from the Magneto-Hydrodynamic
equations in the presence of the Hall effect. The equation models the dynamics of Alfvén
waves propagating along an ambient magnetic field in a long-wave, weakly nonlinear scaling
regime [5, 18]. There is a Hamiltonian form for the DNLS equation�

ut
ut

�
�
�

0 1
1 0


 B
BxgradH

with the Hamiltonian

H �
» 8

�8
�iuux � 1

2
u2u2dx

and

gradH �
��iux � uu2

iux � u2u

�
In terms of scaling properties, DNLS is invariant under the transformation

uÑ uλ � λ�1{2u
�
x

λ
,
t

λ2



.

In particular, it is L2-critical in the sense that

}uλ}L2 � }u}L2 .

It was proved by Hayashi and Ozawa [10] that solutions exist locally in time in the
Sobolev space H1pRq and they can be extended for all time if the L2-norm of the initial
condition is small enough, namely if }u0}L2   ?

2π. Recently, this upper bound has been
improved to

?
4π by Wu [24].

A central property of DNLS, discovered by Kaup and Newell [12], is that it is solvable
through the inverse scattering method. In this pioneering work, the authors establish the
main elements of the inverse scattering analysis. In particular, they find the Lax pair,
analyze the linear spectral flow and derive the soliton solutions. A key observation is that
the associated spectral problem is of second order in terms of the spectral parameter. This
is in contrast with the ZS-AKNS system [1, 25] (the linear spectral problem associated to
NLS) which is of first order in the spectral parameter. The study of the DNLS equation
was the object of Lee’s thesis [13] and his subsequent work [14]. The spectral analysis also
provides an infinite number of conserved quantities [12].
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The present dissertation is devoted to a rigorous analysis of the direct and inverse scat-
tering map, with the goal of establishing global well-posedness for the DNLS equation and
providing building blocks for proving the soliton resolution conjecture, which will appear
in a subsequent paper [11]. In the rest of the introduction, we present the framework for
the inverse scattering approach, building on seminal works by Beals-Coifman [2] and De-
ift and Zhou [7, 8, 26, 27]. We first review the Lax representation for DNLS, the spectral
problem that defines the direct scattering map, and the Riemann-Hilbert problem (RHP)
that defines the inverse scattering map (Section 1.1). We then use symmetry reduction to
give a more precise and analytically tractable definition of the direct and inverse scattering
maps (Section 1.2; see Definitions 1.2.1 and 1.2.2). The introduction ends with a summary
of our results (Section 1.3). These include a Lipschitz continuity property of the direct
and scattering maps in weighted Sobolev spaces (Theorems 1.3.7, 1.3.8). Due to the simple
time-evolution of the scattering data (see (1.1.10)), this analysis provides a construction of
a global solution of the DNLS equation with generic initial conditions in H2,2pRq (excluding
spectral singularities, a notion that we will define precisely later). Finally, we mention that
the analysis of the direct and inverse scattering maps and well-posedness of DNLS is also
the subject of recent work by Pelinovsky, Saalmann and Shimabukoro [19, 21].

1.1 DNLS as an Integrable System

As the solution spaces of (1.0.1) with ε � 1 and ε � �1 are connected by the simple mapping
upx, tq ÞÑ up�x, tq, we will now fix ε � �1 and consider only this case for the rest of the
dissertation. This choice of sign will induce the symmetry required for proving the existence
of solution to the inverse scattering problem. So equation (1.0.1) becomes

iut � uxx � ip|u|2uqx � 0 (1.1.1)

A gauge transformation

qpx, tq � upx, tq exp

�
i

» x

�8
|upy, tq|2dy



(1.1.2)

maps solutions of (1.1.1) into solutions of

iqt � qxx � iq2q̄x � 1

2
|q|4q � 0. (1.1.3)

We will actually solve (1.1.3) by inverse scattering and use the inverse of the gauge trans-
formation (1.1.2) to obtain the solution of (1.1.1). The advantage of this formulation mani-
fests itself when analyzing the inverse scattering map through the Riemann-Hilbert problem
(RHP), allowing us to write appropriately normalized, piecewise analytic solutions.

The integrable equations (1.1.1) and (1.1.3) each admit a Lax representation

Lt � Ax � rL,As � 0

for suitable operators L and A. Equivalently, (1.1.1) and (1.1.3) are the compatibility con-
ditions for the system of equations

ψx � Lψ, ψt � Aψ. (1.1.4)
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The operators A and L for (1.1.1) and (1.1.3) and their equivalence through the gauge
transformation are given in Section 8.1. The flow defined by (1.1.3) with ε � �1 is linearized
by the scattering transform associated with the linear problem

d

dx
Ψ � �iζ2σΨ � ζQpxqΨ � P pxqΨ, (1.1.5)

where Ψ is a 2 � 2 matrix-valued function of x and

σ �
�

1 0
0 �1



, Qpxq �

�
0 qpxq

�qpxq 0



, P pxq �

�
p1pxq 0

0 p2pxq



with
p1pxq � pi{2q|qpxq|2, p2pxq � �pi{2q|qpxq|2.

To describe the scattering transform, we recall the Jost solutions and their associated scat-
tering data. First, observe that if q � 0, (1.1.5) admits the solutions Ψ0px, ζq � expp�ixζ2σq.
These solutions are bounded for ζ P Σ where

Σ �  
ζ P C : Impζ2q � 0

(
.

From this observation, we are led to consider bounded solutions Ψ�px, ζq of (1.1.5) with
ζ P Σ, asymptotic as x Ñ �8 to Ψ0px, ζq. For such ζ, we denote by Ψ�px, ζq the unique
solutions of (1.1.5) with

lim
xÑ�8

Ψ�px, ζqeixζ2σ � 1.

Here and in what follows, 1 denotes the 2 � 2 identity matrix. The Ψ� are called Jost
solutions. Analytically, it is more convenient to work with the normalized Jost solutions

m�px, ζq � Ψ�px, ζqeixζ2σ (1.1.6)

These functions solve the equation

d

dx
m � �iζ2 adσpmq � ζQpxqm� P pxqm, adσpAq � σA� Aσ, (1.1.7)

with asymptotic condition
lim
xÑ�8

m�px, ζq � 1.

It follows from (1.1.5) that det Ψpxq is constant for any solution Ψ, and that any two solutions
Ψ1 and Ψ2 of (1.1.5) with nonvanishing determinant are related by Ψ1 � Ψ2A for a constant
nonsingular matrix A. Hence, detmpxq is constant for any solution of (1.1.7), and any
two solutions m1 and m2 of (1.1.7) with nonvanishing determinant are related by m1 �
m2e

�ixζ2 adσA for a nonsingular constant matrix A.
In particular, for all x the Jost solutions Ψ� obey the relation

Ψ�px, ζq � Ψ�px, ζqT pζq, T pζq �
�
apζq b̆pζq
bpζq ăpζq



(1.1.8)
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The matrix T pζq is called the transition matrix, and the functions apζq, bpζq, ăpζq, b̆pζq are
called the scattering data. By asymptotic condition we have

detT pζq � apζqăpζq � bpζqb̆pζq � 1 (1.1.9)

and pa, ă, b, b̆q obey the symmetry relations (1.2.5) described below. Roughly and informally,
the map q ÞÑ pa, ă, b, b̆q is the direct scattering map.

The crucial result of inverse scattering theory for (1.1.3) is the following: suppose that
apζ, tq, ăpζ, tq, bpζ, tq, b̆pζ, tq are the scattering data of a solution qpx, tq of (1.1.3). It follows
from the spatial asymptotics of Ψ� and the equations (1.1.4) that

9apζ, tq � 9ăpζ, tq � 0, 9bpζ, tq � 4iζ4bpζ, tq, 9

b̆pζ, tq � �4iζ4b̆pζ, tq (1.1.10)

(see [12, eq. (34)]). Hence, to solve the Cauchy problem (1.1.3), it suffices to compute the
scattering data, solve the linear evolution equations (1.1.10), and invert the time-evolved
scattering data to recover qpx, tq.

Let
Ω� � tz P C : � Impz2q ¡ 0u

and

Σ �
4¤
i�1

Σi

(see Figure 1.2 below). In Chapter 4 we will show that the function a extends analytically
to Ω�, while ă extends analytically to Ω�. It follows from Theorem A in [13] that any zeros
of a are contained in a bounded set. The zero set respects the symmetries ζ Ñ ζ and
ζ Ñ �ζ. In addition, zeros of apζq and ăpζq cannot occur on the imaginary axis. This is
a consequence of the symmetry conditions (1.2.5) and the fact that the determinant of the
transition matrix T pzq is equal to 1 (see Figure 1.1 below).

Zeros of a in Ω� correspond to L2 eigenfunctions and give rise to bright (exponentially
decaying) solitons. Zeros of a on Σ are called spectral singularities and give rise to algebraic
solitons. In the following, we exclude initial conditions q for which apζq has zeros on Σ. Due
to (1.1.10), this property persists for all time.

The class of initial data considered here (see Theorems 1.3.7 and 1.3.8) excludes initial
data with spectral singularities. In Chapter 3, we will show that the set of initial conditions
with this property is open and dense in the weighted Sobolev space used here. We discuss
this further in Remark 1.3.1 of what follows.

We denote by ψi,j i, j � 1, 2 the components of Ψ. From (1.1.8) we deduce that

ăpζq � det

�� ψ�11px, ζq ψ�12px, ζq

ψ�21px, ζq ψ�22px, ζq

�
. (1.1.11)

apζq � det

�� ψ�11px, ζq ψ�12px, ζq

ψ�21px, ζq ψ�22px, ζq

�
. (1.1.12)
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Figure 1.1: Spectral Singularities in the ζ- and λ-planes
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 )

Suppose that ᾰpζiq � 0 for some ζi P Ω��, i � 1, 2, ..., N then we have the linear dependence
of the columns of (1.1.11)

�
ψ�11px, ζiq
ψ�21px, ζiq

�
� bi

�
ψ�12px, ζiq
ψ�22px, ζiq

�
(1.1.13)

Definition 1.1.1. We call initial data q0 generic if spectral singularities do not occur and
zeros of ᾰ are of order one.

Using normalization (1.1.6) we get�
m�

11px, ζiq
m�

21px, ζiq
�
� bi

�
m�

12px, ζiq
m�

22px, ζiq
�
e2ixζ2i (1.1.14)

We set the norming constant to be

ci � bi
ă1pζiq (1.1.15)

In Section 1.2 we show ăpζq � apζq, which implies that apζiq � 0. Thus we also have

�
m�

12px, ζ iq
m�

22px, ζ iq
�
� b̆i

�
m�

11px, ζ iq
m�

21px, ζ iq
�
e�2ixζi

2

(1.1.16)
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and set

c̆i � b̆i

a1pζiq

To formulate the inverse scattering map, we recall that equation (1.1.7) admits Beals-
Coifman solutions Mpx, zq, piecewise analytic for z P CzΣ, with the following spatial nor-
malizations:

(i) The “right-hand” Beals-Coifman solutions are normalized so that

lim
xÑ8

Mpx, zq � 1

for z P CzΣ, and Mpx, zq is bounded as xÑ �8, for each such z, while

(ii) The “left-hand” Beals-Coifman solutions are normalized so that

lim
xÑ�8

Mpx, zq � 1

for z P CzΣ, and Mpx, zq is bounded as xÑ �8 for each such z.

Denoting by Mpx, zq either the left or right Beals-Coifman solution for x P R and z P CzΣ,
there exist boundary values M�px, ζq as � Impz2q Ó 0 which obey a jump relation of the form

M�px, ζq �M�px, ζqe�ixζ2 adσvpζq, ζ P Σ. (1.1.17)

The jump matrix vpζq is determined by the scattering data a, b, ă, and b̆. For the right-hand
Beals-Coifman solution,

vrpζq �
�� 1 � bpζqb̆pζq{apζqăpζq b̆pζq{apζq

�bpζq{ăpζq 1

�
, (1.1.18)

while for the left-hand Beals-Coifman solution,

v`pζq �
�� 1 b̆pζq{ăpζq

�bpζq{apζq 1 � bpζqb̆pζq{apζqăpζq

�
. (1.1.19)

M has simple poles at each ζi and ζi. For the right-hand Beals-Coifman solution,

Resζ�ζiMrpx, ζq � lim
ζÑζi

Mrpx, ζq

����
0 0

bi
ă1pζiqe

2iζ2i x 0

���


Resζ�ζiMrpx, ζq � lim
ζÑζi

Mrpx, ζq

���� 0
b̆i

a1pζiq
e�2iζ

2
i x

0 0

���
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and for the left-hand Beals-Coifman solution,

Resζ�ζiMlpx, ζq � lim
ζÑζi

Mlpx, ζq

���� 0
1

biă1pζiqe
�2iζ2i x

0 0

���


Resζ�ζiMlpx, ζq � lim
ζÑζi

Mlpx, ζq

����
0 0

1

b̆ia1pζiq
e2iζ

2
i x 0

���

These jump conditions, together with the large-z asymptotics

Mpx, zq � 1� M�1pxq
z

� o
�
z�1

�
(1.1.20)

suffices to determine the Beals-Coifman solutions uniquely. Using this asymptotic expansion
in (1.1.7), it is easy to see that the potential Qpxq may be recovered from the formula

Qpxq � i adσ rM�1pxqs
which implies that

qpxq � 2i lim
zÑ8

zM12px, zq.
We may take the Riemann-Hilbert problem (RHP) (1.1.17), (1.1.20) with given scattering
data

D � pa, ă, b, b̆, t�ζiu, t�ζ iu, tbiu, tb̆iuq
as a starting point to recover q from the scattering data. In practice, the RHP with jump
matrix (1.1.18) gives a stable reconstruction of qpxq for x in half-lines rc,8q, while the RHP
with jump matrix (1.1.19) gives a stable reconstruction of the potential qpxq for x in half-
lines p�8, cs. Roughly and informally, the map D Ñ q defined by these RHPs is the inverse
scattering map.

1.2 Symmetry Reduction

To give a precise formulation of the direct and inverse maps, we reduce by symmetry from
scattering data on the oriented contour Σ to scattering data on the oriented contour R.
Both contours with orientation are shown in Figure 1.2. The contour Σ can be viewed as
the boundary of the regions

Ω� �  
ζ P C : � Im ζ2 ¡ 0

(
.

The map ζ ÞÑ ζ2 maps Σ onto R, Ω� onto C�, Ω� onto C�, and induces the natural
orientation on the contour R.

Even functions on Σ determine and are determined by functions on R. This observation
allows us to reduce the scattering map defined by (1.1.5) to a map involving functions on
the real line.

7



Figure 1.2: The Contours Σ and R
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We can reduce the spectral problem (1.1.7) from Σ to R by noting that the maps

mpx, ζq ÞÑ
�� m11px,�ζq �m12px,�ζq

�m21px,�ζq m22px,�ζq

�
 (1.2.1)

and

mpx, ζq ÞÑ
�

0 1
1 0



mpx, ζq

�
0 1
1 0



(1.2.2)

preserves the solution space of (1.1.7). It follows from the unicity of normalized Jost solutions
m� and stability of the solution space under (1.2.1) that

m�
11px,�ζq � m�

11px, ζq, m�
12px,�ζq � �m�

12px,�ζq
m�

21px,�ζq � �m�
21px, ζq, m�

22px,�ζq � m�
22px, ζq

(1.2.3)

and similarly for m�px, ζq. In an analogous way, it follows from unicity of m� and stability
of the solution space under (1.2.2), that

m�
22px, ζq � m�

11px, ζq, m�
12px, ζq � �m�

21px, ζq (1.2.4)

and similarly for � replaced by �.
Equations (1.1.8), (1.2.3), and (1.2.4) imply the symmetry relations

ăpζq � apζq, b̆pζq � �bpζq, ap�ζq � apζq, bp�ζq � �bpζq (1.2.5)

for the continuous scattering data. For the discrete scattering data, we have that

b̆i � �bi, c̆i � �ci (1.2.6)

Using these relations, we can now reduce the scattering problem (1.1.7) with ζ P Σ to
scattering problem for λ � ζ2 P R to define the direct scattering map. Let

m7px, ζq �
�� m11px, ζq ζ�1m12px, ζq

ζm21px, ζq m22px, ζq

�
.
8



By (1.2.3), m7 is an even function of ζ. Then define

λ � ζ2, npx, λq � m7px, ζq (1.2.7)

The map �
a b
c d



ÞÑ

�
a ζ�1b
ζc d



is an automorphism of 2�2 matrices and commutes with differentiation in x. It follows that
the functions n� obtained from M� by this map obey

dn�

dx
� �iλ adσpn�q �

�
0 q

�λq 0



n� � Pn� (1.2.8a)

lim
xÑ�8

n�px, λq � 1 (1.2.8b)

and are related by

n�px, λq � n�px, λqe�iλx adσ

�� αpλq βpλq

λβ̆pλq ᾰpλq

�
 (1.2.9)

� n�px, λqe�iλx adσ

�� αpλq βpλq

�λβpλq αpλq

�

where for λ � ζ2

αpλq � apζq, βpλq � ζ�1b̆pζq (1.2.10)

and the relation
|αpλq|2 � λ|βpλq|2 � 1

holds. We used the symmetry relations (1.2.5) to compute the form of the transition matrix
in (1.2.9). Denoting by n one of n� or n�, we also have

n22px, λq � n11px, λq, n12px, λq � �λ�1n21px, λq (1.2.11)

so that one column or row of npx, λq determines npx, λq completely. Finally we define the
continuous scattering data:

ρpλq � βpλq
αpλq . (1.2.12)

By setting Bk � bi{ζi and λi � ζ2
i , we follow the change of variable mpx, ζq ÞÑ npx, λq to get

�
n�11px, λiq
n�21px, λiq

�
� Biλi

�
n�12px, λiq
n�22px, λiq

�
e2ixλi (1.2.13)

and �
n�12px, λiq
n�22px, λiq

�
� �Bi

�
n�11px, λiq
n�21px, λiq

�
e�2ixλi (1.2.14)
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We also set

Ci � Bi

ᾰ1pλiq . (1.2.15)

and define the discrete scattering data

tλi, Ciuni�1 (1.2.16)

From (1.2.10) and (1.2.12) it is easy to see that

rpζq � ζρpζ2q

Definition 1.2.1. The map q ÞÑ tρ, tCi, λiuni�1u defined by (1.2.8), (1.2.9), (1.2.12) and
(1.2.15) is called the direct scattering map and denoted R.

Similarly, one can reduce the RHP (1.1.17) with contour Σ and jump matrix (1.1.18) to
a RHP with contour R using symmetry 1.2.3. It follows from the parity properties of the
scattering data (see (1.2.5)) and the jump relation (1.1.17) that the mapping

Mpx, ζq ÞÑ
�� M11px,�ζq �M12px,�ζq

�M21px,�ζq M22px,�ζq

�

preserves the solution space of the RHP. This fact, together with unicity of the solution
(Lemma 5.2.9), implies that the diagonal entries of M� are even under the reflection ζ ÞÑ �ζ,
while the off-diagonal entries are odd under this reflection.

Let

M 7px, ζq �
�� M11px, ζq ζ�1M12px, ζq

ζM21px, ζq M22px, ζq

�

and define

Npx, ζ2q �M 7px, ζq.
One arrives at the RHP

N�px, λq � N�px, λqe�iλx adσJpλq (1.2.17)

Jpλq �
�� 1 � λ|ρpλq|2 ρpλq

λρpλq 1

�

corresponding to the RHP with jump matrix (1.1.18), where ρpλq � ζ�1b̆pζq{apζq. A similar
computation for the RHP with jump matrix (1.1.19) leads to a RHP in the λ variable with
ρpλq replaced by ρ̃pλq � ζ�1b̆pζq{ăpζq.

N has simple poles at each λi and λi. Suppose that λ P tλi, λiuni�1

Resz�λNpx, zq � lim
zÑλ

Npx, zqJRespλq
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with JRespλq given as follows:

JRespλiq �
�

0 0
Ciλie

2iλix 0



, JRespλiq �

�
0 �Cie�2iλix

0 0



.

with Ci � 2ci.

However, this RHP is not properly normalized: a careful computation shows that the
piecewise analytic function Npx, zq on CzR has the asymptotics

Npx, zq �
�� 1 0

�pi{2qqpxq 1

�
�O �
z�1

�
as z Ñ 8. It is more effective to consider the row-wise RHP

N�px, λq � N�px, λqe�iλx adpσqJpλq
Resz�λNpx, zq � lim

zÑλ
Npx, zqJRespλq

lim
λÑ8

N�px, λq � p1, 0q.
(1.2.18)

where
Npx, λq � pN11px, λq, N12px, λqq .

A similar problem occurs in the study of KdV in a small dispersion limit [6].
One recovers q from the relation

qpxq � 2i lim
zÑ8

zN12px, zq (1.2.19)

where z Ñ 8 in CzR. As we show in §5.3 (see Proposition 5.3.1 and (5.3.13)), one can also
compute the limit in (1.2.19) from the integral formula

qpxq � � 1

π

» 8

�8
ν11px, sqρpsqe�2isxds�

ņ

k�1

2iν11px, λkqCke�2iλkx (1.2.20)

where ν � pν11, ν12q solves the Beals-Coifman integral equation (5.1.2) associated with the
RHP 5.1.1.

Definition 1.2.2. The mapping tρ, tCk, λkunk�1u ÞÑ q determined by the RHP (1.2.18) and
the asymptotic formula (1.2.19) is called the inverse scattering map and denoted I.

From the evolution equations (1.1.10), we see that1

9ρpλ, tq � �4iλ2ρpλ, tq (1.2.21a)

9λk � 0, k � 1, ..., n (1.2.21b)

1This equation differs by a minus sign from Kaup-Newell [12, eq. (34)] since Kaup and Newell take

ρpλq � ζ�1bpζq{apζq whereas we take ρpλq � ζ�1b̆pζq{apζq.
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9Ci � �4iλ2
kCk (1.2.21c)

In Lee’s thesis, it is shown that for generic Schwartz class initial condition q0 the formula

qpx, tq � I
�
e�4ip�q2t pRq0q p�q

�
pxq (1.2.22)

gives a classical solution to (1.1.3). Lee’s class includes SpRq X U where U is the open set
in Theorem 1.3.2 below. We give a self-contained proof of the solution formula (1.3.4) in
section 7 and Section 8.2.

1.3 Summary of Results

Given the solution formula (1.2.22) for Schwartz class data, the key to obtaining a globally
defined solution map with good continuity properties is to prove precise continuity properties
of the maps R and I in a natural function space in which the map ρ ÞÑ e�4itp�q2ρp�q is
continuous.

Let H2,2pRq be the completion of SpRq in the norm

}q}H2,2pRq �
��r1 � p � q2sqp � q��

2
� }q2}2 .

Definition 1.3.1. The set U consists, by definition, of those q P H2,2pRq for which the
scattering data ᾰpλq is everywhere nonzero on R and has an analytic extension ᾰpzq to C�

with finitely many first order zeros. We can further write

U �
8¤
n�0

Un

where q P Un implies that the scattering data ᾰpλq associated to q has n simple zeros in C�.

From the relation
|αpλq|2 � λ|βpλq|2 � 1

we deduce that
pαpλqᾰpλqq�1 � |ᾰpλq|�2 � 1 � λ|ρpλq|2

then we have the following observations:

1 � λ|ρpλq|2 ¤ 1

inf |ᾰpλq|2   8 (1.3.1)

1 � λ|ρpλq|2 ¥ 1

sup |ᾰpλq|2 ¡ c ¡ 0 (1.3.2)

The first observation follows from the fact that ᾰpλq is everywhere nonzero on R while
the second observation is the consequence of the boundedness of q in H2,2 norm.

The main result of this dissertation is expressed in the following theorem:

12



Theorem 1.3.2. There is a spectrally determined open subset U of H2,2pRq containing a
neighborhood of 0 so that the solution map (1.3.4) for (1.1.3)

H2,2pRq � R ÝÑ H2,2pRq
pq0, tq ÞÑ qp � , tq

is continuous, and Lipschitz continuous in q0 for each t.

Lee [13] proved that the set of such potentials q is open and dense in SpRq. His proof is
based on a general argument of Beals and Coifman [2] In Chapter 3 we give a more precise
functional analytic argument inspired by analogous results in Schrödinger scattering theory
(see the manuscript of Dyatlov and Zworski [9, Chapter 2, Theorem 2.2 ]. Following the
work of Tovbis-Venakides [22], in [11] we construct potentials for which the spectral data
can be fully calculated. In particular, we find sufficient conditions ensuring that the discrete
spectrum be empty and the L2 norm of the potential arbitrarily large at the same time.

Since the gauge transformation (1.1.2) defines a Lipschitz continuous self-mapping G of
H2,2pRq onto itself with Gp0q � 0, we immediately obtain:

Corollary 1.3.3. There is an open subset of H2,2pRq containing a neighborhood of 0 so that
the solution map for (1.1.1)

H2,2pRq � R ÝÑ H2,2pRq
pu0, tq ÞÑ up � , tq

is continuous, and Lipschitz continuous in u0 for each t.

The technical core of this dissertation consists of the following two continuity results for
the direct and inverse scattering maps. We begin with the following definitions:

Definition 1.3.4. By S we denote a subset of H2,2pRq where ρ P S satisfies the conditions
given in (1.3.1)-(1.3.2).

Definition 1.3.5. By V we denote the disjoint union

V �
8¤
0

Vn

where V0 � S and for n ¥ 1
Vn � S � pC� � C�qn

We call a subset of Vn bounded if there is a constant C with

}ρ}H2,2 � sup
i
|Ci| � sup

i
|λi| ¤ C

and a constant c ¡ 0 so that inf1¤i¤n | Imλi| ¥ c for all data pρ, tλi, Ciuni�1q in that subset.
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Definition 1.3.6. From (1.2.21a)-(1.2.21c) we define flow

Φtpρ, tλk, Ckuq �

$'&'%
e�4iλ2tρpλq
λk, k � 1, ..., n

e�4iλ2ktCk, k � 1, ..., n

(1.3.3)

Theorem 1.3.7. There is a spectrally determined open and dense subset U of H2,2pRq con-
taining a neighborhood of 0 so that for n � 0, 1, ... the direct scattering map R

R : Un ÝÑ S � pC� � C�qn
q ÞÑ pρ, tCi, λiuni�1q

is a Lipschitz continuous map from bounded subsets of Un into bounded subsets of Vn. More-
over, RpUq is invariant under the flow Φt : Vn Ñ Vn, and also contains an open neighborhood
of 0 in S � pC� � C�qn.

Theorem 1.3.8. For n � 0, 1, ... the inverse scattering map I

I : Vn ÝÑ Un

pρ, tCi, λiuni�1q ÞÑ q

is a Lipschitz continuous map from bounded subsets of Vn to bounded subsets of Un with the
property that R � I is the identity map on the open set Vn and I �R is the identity map on
the open set Un of Theorem 1.3.7.

We emphasize that results from Lee’s thesis [13] already imply that the direct scattering
map is continuous from SpRq X U into SpRq, and that the inverse map is continuous from
SpRqXV to SpRq. Our contribution is to prove sharp continuity estimates between weighted
Sobolev spaces.

The space H2,2pRq is invariant under the Fourier transform, and, for ρ P H2,2pRq, the
map t ÞÑ e�4itλ2ρpλq describes a continuous curve in H2,2pRq. Since the nonlinear maps R
and I linearize respectively to the direct and inverse Fourier transform, the space H2,2pRq
is well-suited to study the map (1.3.4).

Given Theorems 1.3.7 and 1.3.8, the proof of Theorem 1.3.2 is straightforward. The
solution map M defined by

pq0, tq ÞÑ I rΦt � pRq0q p�qs p � q (1.3.4)

has the claimed continuity properties by Theorems 1.3.7 and 1.3.8. Thus, from Theorem
1.3.8 that Mpq0, 0q � q0. Moreover, the solution map gives a classical solution of (1.1.3) by
Theorem 7.0.2. The result for q P H2,2pRq now follows from Lipschitz continuity of R and
I.

Finally, we mention that in [16] and [11] J. Liu, P. Perry and C. Sulem established the
large-time asymptotics of the solution qpx, tq for (1.1.3) using the B version [4] of the Deift-
Zhou nonlinear steepest descent method [7, 8] for a spectrally determined subset of the initial
data in H2,2pRq.
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The dissertation is organized as follows. In Chapter 2, we present some useful tools of
functional and complex analysis. They include Volterra integral equation that will be used
in the analysis on the direct map, as well as basic properties of Cauchy projectors onto the
lower and upper half complex planes that come into play in the analysis of the RHP. We also
recall the Beals-Coifman formulation of the RHP which shows that the RHP is equivalent to
the Beals-Coifman integral equation. Chapter 3 is devoted to Lipschitz continuity properties
of the direct scattering map defined on U . We discuss the construction of Beals-Coifman
solutions in Chapter 4. In Chapter 5, we study the RHP that defines the inverse scattering
map and in Chapter 6, we prove Lipschitz continuity of the inverse scattering map defined
on an open subset V of H2,2pRq � pC�qn � pC�qn. In Chapter 7, we give a self-contained
proof that the formula (1.3.4) gives a classical solution of (1.1.3) if the initial data belong to
SpRq X U . For sake of completeness, several technical calculations and proofs are presented
in Chapter 8. In Section 8.1, we formulate the Lax pairs for (1.1.1) and (1.1.3) and show
their equivalence through the gauge transformation (1.1.2). Finally, in Section 8.2, we supply
some technical computations needed in Chapter 7.

We close this introduction with a table of notations used for various solutions of the
linear systems defining the direct scattering map and the Riemann-Hilbert problem defining
the inverse scattering map.

Notation Summary
m, m7 Solutions to the linear system

(1.1.7).
n Solution to the linear system

(1.2.8)
� superscripts Jost solutions obeying a bound-

ary condition at �8.
Boldface n Renormalized first column of n

(see (3.1.17)).
M Solution of the Riemann-Hilbert

problems 1.1.17 and 5.1.4.
N Solution of the Riemann-Hilbert

problem 1.2.17.
Boldface N The first row of N . The RHP for

N is formulated precisely as Prob-
lem 5.1.1.

µ The 2 � 2 matrix-valued solu-
tion for the Beals-Coifman in-
tegral equation corresponding to
Problem 5.1.4.

ν The row vector-valued solution to
the Beals-Coifman integral equa-
tion for Problem 5.1.1.

The Beals-Coifman equation for ν � pν11, ν12q can be reduced for a scalar integral equation
for ν11 which is studied in depth in Chapter 6.

15



Copyright c© Jiaqi Liu, 2017.

16



Chapter 2 Preliminaries

We start this chapter with some functional analysis results, namely estimates for Volterra-
type integral equations (Section 2.1.2) useful in the analysis of the direct scattering map.
Since the spectral problem and the RHP are formulated for matrix-valued functions, we
present in Section 2.2 some classical operations on matrices. We then turn to complex
analysis tools that are central for the study of the inverse scattering map and recall some
properties of Cauchy integrals and Cauchy operators in Section 2.3. We present a useful
change-of-variables formula for the Cauchy projectors in Section 2.4. Finally, we discuss
the key ideas leading to the reduction of the RHP to the so-called Beals-Coifman integral
equation in Section 2.5.

2.1 Some Tools from Functional Analysis

2.1.1 Notations

If X and Y are Banach spaces, we denote by BpX, Y q the Banach space of bounded linear
operators from X to Y . We write BpXq for BpX,Xq. If A is a Hilbert-Schmidt operator on
a Hilbert space H, we denote by }A}HS the Hilbert-Schmidt norm of A. If I is an interval
on the real line, C0pI,Xq denotes the space of continuous functions on I taking values in X.
It is equipped with the norm

}f}C0pI,Xq � sup
xPI

}fpxq}X .

We write C0pIq if there is no possibility of confusion.
We denote by D the operator �ipd{dxq, by xxy the smooth function p1 � x2q1{2. Note

that }xxyu1}2 ¤ C }u}H2,2 . We normalize the Fourier transform as follows:

pfpλq :� pFfq pλq �
» 8

�8
e�2iλxfpxq dx

qgpxq :� �
F�1g

� pxq � 1

π

» 8

�8
e2iλxgpλq dλ.

2.1.2 Volterra Integral Equations

Lemma 2.1.1. Suppose that X is a Banach space and consider the Volterra-type integral
equation

upxq � fpxq � pTuqpxq (2.1.1)

on the space C0pR�, Xq, where f P C0pR�, Xq and T is an integral operator on C0pR�, Xq.
Let f�pxq � supy¥x }fpyq}X , and assume there is a nonnegative function h P L1pR�q such
that

pTfq�pxq ¤
» 8

x

hptqf�ptq dt. (2.1.2)
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Then for each f , equation (2.1.1) has a unique solution. Moreover, the resolvent pI � T q�1

obeys the bound ��pI � T q�1
��
BpC0pI,Xqq ¤ exp

�» 8

0

hptq dy


. (2.1.3)

Proof. Estimate (2.1.3) is obtained by expanding pI �T q�1 in powers of T and using (2.1.2)
iteratively in the form

pT nfq�pxq ¤ 1

n!

�» 8

x

hpyq dy

n

f�pxq.

to get a convergent series.

Remark 2.1.2. There is an obvious analogue of Lemma 2.1.1 for the negative half-line.

2.2 Matrix Operations

For a 2 � 2 matrix

A �
�
a b
c d



,

we denote its Frobenius norm |A| � ?
a2 � b2 � c2 � d2. Let

σ �
�

1 0
0 �1



and define adσpAq � rσ,As � σA� Aσ. We have

adσpAq �
�

0 2b
�2c 0



and adσpAdiagq � 0. If A is off-diagonal,

padσq�1

�
0 b
c 0



� 1

2

�
0 b
�c 0



.

The exponential operator eiθ adσ acts linearly on 2 � 2 matrices:

eiθ adσ

�
a b
c d



�
�

a e2iθb
e�2iθc d



.

2.3 Cauchy Projections and Hilbert Transform

2.3.1 Contours

Figure 1.2 displays the oriented contours under consideration. Integration on the oriented
contour Σ may be parameterized as follows:»

Σ

fpζq dζ �
» 8

0

fptq dt� i

» 8

0

fpitq dt�
» 8

0

fp�tq dt� i

» 8

0

fp�itq dt (2.3.1)
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and integration with respect to arc length is parameterized as»
Σ

fpζq |dζ| �
» 8

0

pfptq � fp�tq � fpitq � fp�itqq dt.

Denote by LppΣq the space of measurable functions on Σ with norm

}f}LppΣq �
�»

Σ

|fpζq|p |dζ|

1{p

finite. We say that f P L1pΣq is even if fp�ζq � fpζq and odd if fp�ζq � �fpζq. It is easy
to see that the integral of an even function is zero while the integral of an odd function is
given by »

Σ

fpζq dζ � 2

» 8

0

fptq dt� 2i

» 8

0

fpitq dt.

A short computation using (2.3.1) shows that for any function f P H1pΣq,»
Σ

fpζq dζ �
»
R

�
fp?uq � fp�?uq� du

2
?
u
. (2.3.2)

where R is given the usual orientation.

2.3.2 Cauchy Projectors

We recall some basic facts about the Cauchy transform and the Cauchy projectors. See,
for example, Deift-Zhou [8, Section 2] and Trogdon-Olver [23, Chapter 2] for details and
references.

Let Λ denote an oriented contour in the complex plane which can be either Σ or R
(as plotted in Figure 1.2). Ω� denotes the region � Impζ2q ¡ 0 if Λ � Σ, and the region
� Impλq ¡ 0 if Λ � R.

For f P LppΛq, p P p1,8q, the Cauchy integral

pCfqpzq � 1

2πi

»
Λ

1

s� z
fpsq ds

defines a function bounded and analytic in CzΛ. The nontangential limits

pC�fqpζq � lim
zÑζ, zPΩ�

pCfqpzq

exist for almost every z P Λ, and the estimate��C�f
��
p
¤ cp }f}p

holds. We have the Plemelj-Sokhotski formula

C�f � �1

2
f � 1

2
Hf (2.3.3)
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where H is the Hilbert transform

pHfqpzq � lim
εÓ0

1

πi

»
ΛXt|s�z|¡εu

1

z � s
fpsq ds

From this, it follows that C��C� � I on LppΛq. If p � 2, C� are orthogonal projections. In
particular, if the contour is R, the Cauchy projectors C� are simply defined via the Fourier
transform : �

C�f
� pλq � 1

π

» 8

0

e2iλζ pfpζq dζ (2.3.4)

�
C�f

� pλq � 1

π

» �8

0

e2iλζ pfpζq dζ (2.3.5)

A short computation using (2.3.1) shows that the Hilbert transform H on Σ preserves the
subspaces of odd and even functions on Σ. We will use this fact in the analysis of direct and
inverse scattering map. We will also make use of the following commutator identities.

Lemma 2.3.1. Suppose that m is a nonnegative integer and f P L2,mpRq. Then

ζmC� rf s pζq � C� rp � qmfp � qs �
m�1̧

j�0

ζm�1�j fj
2πi

, fj �
»

Σ

sjfpsq ds. (2.3.6)

Proof. The case m � 1 follows from (2.3.3) and the commutator identity

rz,Hsf � 1

πi

»
Σ

f.

The general formula is derived by induction.

2.4 Change of Variables in Cauchy Projectors

The following change of variables formula for the Cauchy transform appears in Lee [13, §8].
We reproduce it here for the reader’s convenience.

Let Σ � tζ P C : =pζ2q � 0u with the orientation shown in Figure 1.2. The mapping
ζ ÞÑ ζ2 maps Σ onto R and induces the usual orientation. Let CΣ and CR be the respective
Cauchy integrals for Σ and R. For u P R we denote by

?
u the principal branch of the square

root function, so that, referring to Figure 1.2:

• u ÞÑ ?
u maps R onto Σ1 Y Σ2, and

• u ÞÑ �?u maps R onto Σ3 Y Σ4.

For f P H1pΣq, define

gpuq � 1

2

�
f
�?

uq � fp�?u�� ,
hpuq � 1

2
?
u

�
fp?uq � fp�?uq� .
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Lemma 2.4.1. Let f P H1pΣq and z P CzΣ. The identities

pCΣfq pzq � pCRgq pz2q � z pCRhq pz2q (2.4.1)

hold. Moreover, for any ζ P Σ,�
C�

Σ f
� pζq � �

C�
R g

� pζ2q � ζ
�
C�

R h
� pζ2q (2.4.2)

Proof. Using (2.3.2), we compute»
Σ

fpsq
s� z

ds

2πi
� 1

2πi

»
R

�
fp?uq?
u� z

� fp�?uq
�?u� z



du

2
?
u

� �1

2

»
R

fp?uq � fp�?uq
z2 � u

du

2πi

� z

�
1

2

»
R

fp?uq � fp�?uq?
u

1

z2 � u

du

2πi



.

This gives the formula for CΣf . Observe that the quadratic mapping z ÞÑ z2 takes the
regions Ω� to the half-planes C�, and paths approaching Σ non-tangentially from Ω� (resp.
Ω�) are mapped to paths approaching R non-tangentially from C� (resp. C�). Formula
(2.4.2) is now an immediate consequence of (2.4.1).

Remark 2.4.2. From Lemma 2.4.1, we easily deduce that if f is an odd function on Σ and
hpuq � fp?uq{?u then �

C�
Σ f

� pζq � ζ
�
C�

R h
� pζ2q. (2.4.3)

On the other hand, if f is an even function on Σ and gpuq � fp?uq, then�
C�

Σ f
� pζq � �

C�
R g

� pζ2q. (2.4.4)

2.5 Riemann-Hilbert Problem and Beals-Coifman Integral Equation

We recall briefly the Beals-Coifman [2] approach to RHPs: see, for example, [8, Section 2] for
a detailed exposition and further references. Let Λ be an oriented contour (for our purpose,
a finite union of oriented lines) that divides CzΛ into disjoint open sets Ω� and Ω�. Suppose
given a 2� 2 measurable, matrix-valued function v on Λ with v, v�1 P L8pΛq. Formally, the
normalized RHP pΛ, vq is stated as follows:

Problem 2.5.1. Find a piecewise analytic function Mpzq on CzΛ so that

• Mpzq Ñ 1 as |z| Ñ 8, and

• the boundary values M�pζq obey the jump relation M�pζq �M�pζqvpζq.
To formulate this notion more rigorously, we say that a pair of measurable functions

pf�, f�q on Λ belong to BCΛpLpq if there is a function h P LppΛq with the property that
f� � C�

Λ h. In this case, f� are boundary values of the piecewise analytic function

F pzq � 1

2πi

»
Λ

1

s� z
hpsq ds.
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Here p P p1,8q; in the sequel, we will be concerned exclusively with the case p � 2. We now
reformulate the normalized RHP pΛ, vq as follows:

Problem 2.5.2. Find a pair of matrix-valued functions pM�,M�q with

• M� � 1 P BCΛpLpq, and

• M�pζq �M�pζqvpζq for a.e. ζ P Λ

Given a solution of the RHP pΛ, vxq, we can then recover the piecewise analytic function
Mpzq through the Cauchy transform of the function h with M� � 1 � C�

Λ h:

Mpzq � 1�
»

Λ

hpsq
s� z

ds

2πi
.

Note that
h � C�h� C�h �M� �M�.

To derive the Beals-Coifman integral equation, we assume that the jump matrix vpζq admits
a matrix factorization of the form

vpζq � p1� w�pζqq�1p1� w�pζqq
for weight functions w� P L8pΛq X LppΛq. If we set

µpζq �M�pζqp1� w�pζqq�1 �M�pζqp1� w�pζqq�1

assuming that M� solve the RHP, it follows that the additive jump M� �M� is given by

M�pζq �M�pζq � µpζqpw�pζq � w�pζqq
so that the piecewise analytic function Mpzq is given by

Mpzq � 1�
»

Λ

1

s� z

�
µpsqpw�psq � w�psqq� ds

2πi
.

Taking boundary values from Ω�, we find that

M�pζq � µpζqp1� w�pζqq � 1� C�
Λ

�
µp � qpw�p � q � w�p � q� pζq.

Using I � C�
Λ � C�

Λ , we conclude that µ obeys the Beals-Coifman integral equation

µ � 1� Cwµ (2.5.1)

where, for any 2 � 2 matrix-valued function h P LppΛq,
Cwphq � C�

Λ phw�q � C�
Λ phw�q. (2.5.2)

In (2.5.2), the operators C�
Λ act componentwise on matrix-valued functions. Note that Cw

is a bounded operator from LppΛq to itself for any p P p1,8q since w� P L8pΛq XLppΛq and
C�

Λ are bounded operators on LppΛq. Also note that Cw1 P LppΛq. An important result of
the theory is the following (see for example [8, Proposition 2.6]).

Proposition 2.5.3. The operator pI �Cwq has trivial kernel as an operator on LppΛq if and
only if there exists a unique solution for the RHP pΛ, vq on Lp .

In applications, pI � Cwq will be a Fredholm operator on LppΛq.
Copyright c© Jiaqi Liu, 2017.
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Chapter 3 The Direct Scattering Map

This section is devoted to the Lipschitz continuity of the scattering data pρ, tλk, CkuNk�1q with
respect to the potential q. The Lipschitz continuity of the reflection coefficient ρ in terms
of q is given in Proposition 3.1.1. The Lipschitz continuity of the discrete scattering data in
terms of q presented in Section 3.4. For this purpose, we make the notion of generic potential
precise and prove in Section 3.3 that the set of potentials supporting at most finitely many
solitons and having no spectral singularities is open and dense in H2.2pRq. We also prove
that the coefficients α and ᾰ are analytic in the lower (resp. upper) complex plane, and the
location of their zeros in a compact set of C, (Propositions 3.2.4 and 3.2.5).

3.1 Lipschitz Continuity of the Continuous Scattering Data

To study the Jost solutions it is convenient to set

m�px, ζq � Ψ�px, ζqeixζ2σ, lim
xÑ�8

m�px, ζq �
�

1 0
0 1



.

We recall from (1.2.1)-(1.2.2) that the off-diagonal components of m are odd functions of
ζ and the on-diagonal components are even in ζ. Because of this symmetry, the change of
variables

n�px, ζ2q �
�� m11px, ζq ζ�1m12px, ζq

ζm21px, ζq m22px, ζq

�

yields well-defined functions n�px, λq obeying the differential equation

d

dx
n� � �iλ adpσqn� �

��
0 qpxq

�λqpxq 0



� i

2

� |qpxq|2 0
0 �|qpxq|2




n�, (3.1.1)

the respective asymptotic conditions

lim
xÑ�8

n�px, λq �
�

1 0
0 1



, (3.1.2)

and the relation
n�px, λq � n�px, λqe�iλx adpσqT pλq (3.1.3)

where T pλq is the transition matrix

T pλq �
�
αpλq βpλq
λβ̆pλq ᾰpλq



(3.1.4)

and αpζ2q � apζq and βpζ2q � ζ�1bpζq are well-defined functions of λ � ζ2 owing to the
symmetries (1.2.5). We also recall from (1.2.9) that

ᾰpλq � αpλq, β̆pλq � �βpλq.
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Using the relation (3.1.3) and the asymptotic condition (3.1.2) we can write α and β in
terms of Jost solutions:

αpλq � n�11p0, λqn�11p0, λq � λ�1n�21p0, λqn�21p0, λq, (3.1.5)

βpλq � 1

λ

�
�n�11p0, λqn�21p0, λq � n�11p0, λqn�21p0, λq

	
. (3.1.6)

and this reduces the analysis of α and β to the study of the normalized Jost functions n�.
Recall that ρpλq � βpλq{αpλq. By showing the map q ÞÑ pα�1, βq is Lipschitz continuous

and using the quotient rule we will prove:

Proposition 3.1.1. The map q Ñ ρ is Lipschitz continuous from the open subset

Un �
!
q P H2,2pRq : ᾰ has n simple zeros in C� and inf

λPR
|ᾰpλq| ¡ 0

)
of H2,2pRq into H2,2pRq.

To prove Proposition 3.1.1, we need estimates on the solutions of (3.1.9) and their deriva-
tives in λ as L2pRq-valued functions of x. We have from (3.1.1) that n�11 and n�12 obey the
integral equations

n�11px, λq � 1 �
» �8

x

qpyqn�21pyq dy �
» �8

x

i

2
|qpyq|2n�11py, λq dy (3.1.7)

n�21px, λq �
» �8

x

e2iλpx�yqλqpyqn�11py, λq dy �
i

2

» �8

x

e2iλpx�yq|qpyq|2n�21py, λq dy. (3.1.8)

For λ in a bounded interval I0, we can study the equations (3.1.7)-(3.1.8) directly. In
subsection 3.1.1, we will prove:

Proposition 3.1.2. Let I0 be a bounded interval in R. The maps

q Ñ n�11p0, λq, q Ñ n�21p0, λq{λ,
defined for q P Un, are Lipschitz continuous maps from H2,2pRq into H2pI0q.

To obtain uniform estimates for large λ, we begin with some simple algebraic manipula-
tions on the solutions of (1.2.8). Define eλpxq � e�2iλx and use the identity

p�2iλq�1pd{dxqeλpxq � eλpxq
and integrating by parts in (3.1.9b), we may remove the factor of λ at the expense of
taking derivatives of q. Inserting (1.2.8a) to evaluate the derivative of n�11 that occurs in the
computation,we observe some cancellations and obtain that

n�11px, λq � 1 � i

2

» �8

x

qpyq
» �8

y

eλpz � yqq7pzqn�11pz, λq dz dy (3.1.9a)

n�21px, λq � � i
2
qpxqn�11px, λq �

i

2

» �8

x

eλpy � xqq7pyqn�11py, λq dy (3.1.9b)
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where

q7pxq � q1pxq � qpxqp1pxq � q1pxq � i

2
|qpxq|2qpxq. (3.1.10)

Note that n�21 does not appear in the equation for n�11. We first solve the integral equation
(3.1.9a) for n�11, and then use its solution to compute n�21.

It is helpful to extract the leading order behavior of n�11 and n�21 for large λ by setting

η�11px, λq � n�11px, λq � 1, η�21px, λq � n�21px, λq �
i

2
qpxq. (3.1.11)

From (3.1.9) and (3.1.11), we conclude that

η�11px, λq � F�px, λq �
�
T�η�11

� px, λq (3.1.12a)

η�21px, λq � G�px, λq � i

2
qpxqη�11 �

i

2

» �8

x

eλpy � xqq7pyqη�11py, λq dy (3.1.12b)

where

F�px, λq � �
» �8

x

qpyqG�py, λq dy, (3.1.13a)

G�px, λq � � i
2

» �8

x

eλpy � xqq7pyq dy (3.1.13b)

pT�fq px, λq � i

2

» �8

x

qpyq
» �8

y

eλpz � yqq7pzqfpzq dz (3.1.13c)

In terms of the solutions η�11 and η�21, the functions αpλq and βpλq defined in (3.1.5) and
(3.1.6) are expressed as

αpλq � 1 � α1pλq � 1

λ
α2pλq (3.1.14)

λβpλq � β1pλq � β2pλq (3.1.15)

where

α1pλq � η�11p0, λq � η�11p0, λq � η�11p0, λqη�11p0, λq

α2pλq � |qp0q|2
4

� i

2
qp0qη�21p0, λq �

i

2
qp0qη�21p0, λq � η�21p0, λqη�21p0, λq

and

β1pλq �
�
�η�21p0, λq �

i

2
qp0qη�11p0, λq



�
�
η�21p0, λq�

i

2
qp0qη�11p0, λq



β2pλq � �η�11p0, λqη�21p0, λq � η�11p0, λqη�21p0, λq

Let η� � pη�11, η
�
21q and I8 � tλ P R : |λ| ¡ 1u . In Subsection 3.1.2, we will prove:
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Proposition 3.1.3. The maps

q Ñ η�p0, λq, q Ñ η�λ p0, λq, q Ñ λ�1η�λλp0, λq,

defined for q P Un, are Lipschitz continuous from H2,2pRq to L2pI8q.
Proof of Proposition 3.1.1, given Propositions 3.1.2 and 3.1.3. Propositions 3.1.2, 3.1.3, and
Sobolev embedding show that q ÞÑ ηp0, � q is Lipschitz continuous from H2,2pRq into H1pRq.
It follows from this fact and (3.1.14) that q ÞÑ α � 1 is Lipschitz continuous from H2,2pRq
to H1pRq. Since α � 1 if q � 0, there is an open neighborhood U of zero in H2,2pRq so that
infλPR |αpqqpλq| ¡ 0 for all q P U . The map q Ñ 1{α� 1 is locally Lipschitz continuous from
U into H1pRq.

It follows from Proposition 3.1.2 and (3.1.5)–(3.1.6) that the map q Ñ ρ is Lipschitz from
U to H2pI0q for any bounded interval I0. To show that q ÞÑ ρ is also Lipschitz from U to
H2,2pI8q, we need to show that the maps q Ñ λ2ρ and q Ñ ρ2 are Lipschitz continuous on
U .

To prove that q Ñ λ2ρ is Lipschitz continuous from U to L2pI8q, it suffices to show that
q Ñ λ2β has the same Lipschitz continuity. From (3.1.15), we compute

λ2βpλq � λ

�
�η�21p0, λq �

i

2
qp0qη�11p0, λq



� λ

�
η�21p0, λq�

i

2
qp0qη�11p0, λq



� λ

�
�η�11p0, λqη�21p0, λq � η�11p0, λqη�21p0, λq

	
To estimate the three right-hand terms, we rewrite (3.1.12b) as

η�21 � � i
2
qη�11 �

i

2

» �8

x

e�2iλpy�xqq7p1 � η�11q dy.

Setting x � 0 and integrating by parts to remove the power of λ we obtain

λ

�
η�21p0, λq �

i

2
qp0qη�11p0, λq



� �iλ

2

» �8

0

e�2iλyq7p1 � η�11q dy

� �1

4
q7p0q � 1

4
q7p0qη�11p0, λq �R�pλq

where

R�pλq � �1

4

» �8

0

e�2iλypq7q1p1 � η�11qdy

� 1

4

» �8

0

e�2iλyq7
�
qη�21 �

i

2
|q|2η�11

�
dy.

We can then compute

λ2βpλq � �R�pλq �R�pλq � η�11p0, λqR�pλq � η�11p0, λqR�pλq
� 1

4
q7
�
η�11p0, λq � η�11p0, λq

�
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Since q ÞÑ η�11p0, λq is Lipschitz from H2,2pRq to C0pI8q by Sobolev embedding, it suffices to
show that q ÞÑ R�pλq is Lipschitz from H2,2pRq to L2pI8q. This follows from the estimate��R���

L2pI8q ¤
��pq7qx��2

�
1 � ��η�11

��
L2pR��I8q

	
� ���q7q��

2
� ��q7|q|2��

2

� �
1 � ��η�11

��
L2pR��I8q �

��η�21

��
L2pR��I8q

	
.

To prove that q Ñ ρ2 is Lipschitz continuous on U , we exploit the identity�
β

α


2
� pβq2

α
� 2

pβq1pαq1
pαq2 � β

α

�
�α

2

α
� 2pα1q2

α2



.

From this identity, it suffices to show that the maps

q ÞÑ β2pλq, q ÞÑ β1pλq, q ÞÑ λβ1pλq, q ÞÑ α1pλq, q ÞÑ λ�1α2pλq, (3.1.16)

are Lipschitz continuous from H2,2pRq to L2pI8q, and that the map q ÞÑ λ�1α1pλq is continu-
ous from H2,2pRq to C0pI8q. This last fact will follow from Lipschitz continuity of the maps
q ÞÑ α1pλq and q ÞÑ λ�1α2pλq from H2,2pRq to L2pI8q and Sobolev embedding. Lipschitz
continuity of the maps (3.1.16) is easily deduced from (3.1.14), (3.1.15), and Proposition
3.1.3.

3.1.1 Small-λ Estimates

In this subsection we prove Proposition 3.1.2. We give the proofs for n�11 and n�21 since the
others are similar. We set

n � pn�11 � 1, λ�1n�21qT (3.1.17)

so that (3.1.7)-(3.1.8) become

n � n0 � T0n, n0 � T0e1 (3.1.18)

where

pT0hqpxq �
» 8

x

K0px, y, λqhpyq dy (3.1.19)

and

K0px, y, λq �
�� �p1pyq �qpyq

eλpy � xqqpyq �p2pyq

�
 (3.1.20)

so that

n0 �
» 8

x

�� �p1pyq

eλpy � xqqpyq

�
dy. (3.1.21)

We will establish existence, uniqueness, and estimates on n by studying (3.1.18) as a Volterra
integral equation. To study λ-derivatives of the solution, we will solve the integral equations

nλ � n1 � T0pnλq, n1 � pn0qλ � pT0qλn (3.1.22)
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nλλ � n2 � T0pnλλq, n2 � pn0qλλ � pT0qλλn� 2pT0qλnλ (3.1.23)

We will prove Proposition 3.1.2 in the following steps. Let I0 denote a bounded interval
of R, which we’ll finally set to I � p�2, 2q. We will write T0 as T0pλq or T0pλ, qq to emphasize
its dependence on λ P I and q P H2,2pRq. First, we obtain basic estimates on n0 and its
derivatives (Lemma 3.1.4) and obtain mapping properties of the operators T0, pT0qλ, and
pT0qλλ (Lemma 3.1.5). Second, we show that the family of operators pI � T0pλqq�1 � I
indexed by λ P I0 induces bounded operators

xL0 : C0pR�, L2pI0qq Ñ C0pR�, L2pI0qq, xL0 : L2pR� � I0q Ñ L2pR� � I0q

(Lemmas 3.1.6, 3.1.7 and Remark 3.1.8). Third, we solve (3.1.18) to prove that

n P C0pR�, L2pI0qq X L2pR� � I0q

(Lemma 3.1.9). Fourth, we use this result to show that

n1 P C0pR�, L2pI0qq X L2pR� � I0q

and solve (3.1.22) to show that

nλ P C0pR�, L2pI0qq X L2pR� � I0q

(Lemma 3.1.10). Fifth, we use this result to show that n2 P C0pR�, L2pI0qq and solve (3.1.23)
to prove that

nλλ P C0pR�, L2pI0qq
(Lemma 3.1.11). Combining these results, we conclude that np0, λq P H2pI0q. Lipschitz
continuity of the map q ÞÑ np0, λq follows from resolvent bounds established on pI � T0q�1

and the second resolvent formula.
In what follows, we define

γ1pyq � 2|qpyq| � 2|p1pyq|.

Note that }q}H2,2 bounds }γ1}L1 and }γ1}L2,2 .

(1) Estimates on n0 and T0. Let

g1px, y, λq � 2ipx� yqeλpy � xqqpyq,
g2px, y, λq � �4px� yq2eλpy � xqqpyq

Then

pn0qλ �

����
0» 8

x

g1px, y, λq dy

���
, pn0qλλ �

����
0» 8

x

g2px, y, λq dy

���
 (3.1.24)
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while the integral kernels of pT0qλ and pT0qλλ are

pK0qλpx, y, λq �
�� 0 0

g1px, y, λq 0

�
, (3.1.25)

pK0qλλpx, y, λq �
�� 0 0

g2px, y, λq 0

�
. (3.1.26)

Lemma 3.1.4. Let I0 be a bounded interval. The following estimates hold.

}n0}C0pR�,L2pI0qq ¤ }p1}L1 � }q}L2 , }n0}L2pR��I0q ¤ }q}L2,1{2 . (3.1.27)

}pn0qλ}C0pR�,L2pI0qq ¤ }q}L2,1{2 , }pn0qλ}L2pR��Iq À }q}L2,1 (3.1.28)

}pn0qλλ}C0pR�,L2pI0qq ¤ }q}L2,1 . (3.1.29)

Proof. To prove (3.1.27), we note that the first component is independent of λ, bounded by
}p1}L1 , and continuous. To bound the second component, let ϕ P C8

0 pI0q, compute»
I

ϕpλq
» 8

x

eλpy � xqqpyq dy �
» 8

x

pϕpy � xqqpyq dy

so that ����» 8

x

ep � qpy � xqqpyq dy
����
L2pI0q

¤
�» 8

x

|qpyq|2 dy

1{2

.

The first estimate is immediate and the second follows by integration in x.
A similar argument shows that����» 8

x

g1px, y, � q dy
����
L2pI0q

¤
�» 8

x

y|qpyq|2 dy

1{2

from which (3.1.28) follows.
Similarly, ����» 8

x

g2px, y, � q dy
����
L2pI0q

¤
�» 8

x

y2|qpyq|2 dy

1{2

.

The operator pT0qλ induces linear mappings L2pR��I0q Ñ L2pR��I0q and L2pR��I0q Ñ
C0pR�, L2pI0qq by the formula gpx, λq � pT0qλpfp � , λqqpxq, and similarly for pT0qλλ. We will
need the following estimates on these induced maps.

Lemma 3.1.5. Suppose that q P H2,2pRq. The following operator bounds hold uniformly in
q P H2,2pRq, and the operators are Lipschitz functions of q.

(i) }pT0qλ}L2pR��I0qÑL2pR��I0q À }q}L2,3{2,

(ii) }pT0qλ}L2pR��I0qÑC0pR�,L2pI0qq À }q}L2,2
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(iii) }pT0qλλ}L2pR��I0qÑC0pR�,L2pI0qq À }q}L2,2

Proof. For an operator T pλq with integral kernel kpx, y, λq satisfying the estimate supλPI |kpx, y, λq| ¤
hpyq and satisfying kpx, y, λq � 0 if x ¡ y, the BpL2pR� � I0qq-norm is controlled by�» 8

0

» 8

x

hpyq2 dy dx

1{2

�
�» 8

0

y hpyq2 dy

1{2

and the BpL2pR� � I0q, C0pR�, L2pI0qqq-norm is controlled by

sup
x

�» 8

0

hpyq2 dy

1{2

.

The conclusions follow from this observation and the estimates

|g1px, y, λq| ¤ |y||qpyq|, |g2px, y, λq| ¤ y2|qpyq|
true for x ¤ y. Since these operators are linear in q the Lipschitz continuity is immediate.

(2) Resolvent estimates. Our construction of the resolvent is based on the estimate
(see Lemma 2.1.1 and (2.1.2))

pT0fq�pxq ¤
» 8

x

γ1pyqf�pyq dy. (3.1.30)

which is an easy consequence of (3.1.20).

Lemma 3.1.6. For each λ P R and q P H2,2pRq, the operator pI �T0q�1 exists as a bounded
operator from C0pR�qbC2 to itself. Moreover, pI�T0q�1�I is an integral operator with con-
tinuous integral kernel L0px, y, λq, L0px, y, λq � 0 for x ¡ y. The integral kernel L0px, y, λq
satisfies the estimate

|L0px, y, λq| ¤ exp p}γ1}L1q γ1pyq (3.1.31)

Proof. Because T0 is a Volterra operator, we deduce from Lemma 2.1.1 that pI�T0q�1 exists
as a bounded operator on C0pR�q b C2. We can obtain rather precise estimates on the
resolvent through the Volterra series. The integral kernel K0px, y, λq obeys the estimate
|K0px, y, λq| ¤ γ1pyq where on the left, | � | denotes the operator norm on 2�2 matrices. The
operator

L0 � pI � T0q�1 � I

is an integral operator with integral kernel L0px, y, λq given by

L0px, y, λq �

$'&'%
°8
n�1Knpx, y, λq, x ¤ y

0, x ¡ y

where
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Knpx, y, λq � »
x¤y1¤���¤yn�1

K0px, y1, λqK0py1, y2, λq . . . K0pyn�1, y, λq dyn�1 . . . dy1

and the estimate

|Knpx, y, λq| ¤ 1

pn� 1q!
�» 8

x

γ1ptq

n�1

γ1pyq

holds. The estimate (3.1.31) follows.

Now suppose that f P C0pR�, L2pI0qq and let

gpx, λq �
» 8

x

L0px, y, λqfpy, λq dy. (3.1.32)

Denote by pL0 the map f Ñ g. We will prove:

Lemma 3.1.7. The estimates��pL0

��
BpC0pR�,L2pI0qqq ¤ e}γ1}L1 }γ1}L1 . (3.1.33)

and ��pL0

��
BpL2pR��I0qq ¤ e}γ}L1 }γ1}L2,2 (3.1.34)

hold.

Proof. Suppose that g P C0pR�, L2pI0qq. Then f belongs to C0pR�, L2pI0qq since

|gpx, λq| ¤ e}γ1}L1

» 8

x

γ1pyq|fpy, λq| dy

and we may conclude from Minkowski’s integral equality that

}gpx, � q}L2pI0q ¤ e}γ1}L1

» 8

x

γ1pyq }f}C0pR�,L2pI0qq .

It follows that L induces a bounded mapping pL0 from C0pR�, L2pI0qq to itself obeying the
estimate (3.1.33).

Similarly, suppose that f P L2pR� � I0q. Defining g as in (3.1.32), we estimate

|gpx, λq| ¤
�» 8

x

|L0px, y, λq|2 dy

1{2 �» 8

x

|gpy, λq|2 dy

1{2

so that

}g}2
L2pR��I0q ¤

» 8

0

�
sup
λPI

» 8

x

|L0px, y, λq|2 dy

�»

I

�» 8

x

|gpy1, λq|2 dy1


dλ



dx

¤
�» 8

0

» 8

x

γ1pyqe}γ1}L1 dy dx



}g}L2pR��I0q

¤ e}γ1}L1 }γ1}L2,2 }g}L2pR��I0q .

so that the operator bound (3.1.34) holds.
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Remark 3.1.8. As an immediate consequence of Lemma 3.1.7, we see that pI�T0q�1 induces
bounded operators on BpC0pR�, L2pI0qqq and BpL2pR� I0qq with respective norms bounded
by 1 � }γ1}L1 exp }γ1}L1 and 1 � }γ1}L1 exp }γ1}L2,2 .

(3) Solving for n. We can now use these resolvent estimates to solve (3.1.18).

Lemma 3.1.9. Suppose that q P H2,2pRq and let I0 � R be a bounded interval. There exists a
unique solution of (3.1.18) for each λ P I0 so that n P C0pR�, L2pI0qqXL2pR��I0q. Moreover
the map q Ñ n is Lipschitz continuous from H2,2pRq to C0pR�, L2pI0qq X L2pR� � I0q.
Proof. An immediate consequence of Lemma 3.1.4, (3.1.27), Lemma 3.1.7, and Remark
3.1.8.

(4) Solving for nλ. Next, we estimate nλ by controlling n1 and solving (3.1.22).

Lemma 3.1.10. Suppose that q P H2,2pRq and let I0 � R be a bounded interval. There exists
a unique solution of (3.1.22) belonging to n P C0pR�, L2pI0qq X L2pR� � I0q. Moreover, the
map q Ñ n is Lipschitz continuous from H2,2pRq to C0pR�, L2pI0qq X L2pR� � I0q.
Proof. From Lemma 3.1.9, estimate (3.1.28) of Lemma 3.1.4, and Lemma 3.1.5(i) and (ii),
we may conclude that n1 P C0pR�, L2pI0qqXL2pR��I0q and is Lipschitz continuous in q. We
may then solve (3.1.22) for nλ P C0pR�, L2pI0qqXL2pR��I0q using Lemma 3.1.7 and Remark
3.1.8. The map q Ñ nλ is Lipschitz continuous from H2,2pRq to C0pR�, L2pI0qqXL2pR��I0q
since q Ñ n1 has this continuity and the resolvents are Lipschitz continuous as operator-
valued functions.

(5) Solving for nλλ. Finally, we control n2 and solve (3.1.23) to estimate nλλ.

Lemma 3.1.11. Suppose that q P H2,2pRq and I0 � R is a bounded interval. There exists
a unique solution of (3.1.23) in C0pR�, L2pI0qq. Moreover, the map q Ñ nλλ is Lipschitz
continuous from H2,2pRq to CpR�, L2pI0qq.
Proof. From Lemma 3.1.4, eq. 3.1.29, Lemma 3.1.9, Lemma 3.1.10, and Lemma 3.1.5(ii),
(iii), we deduce that n2 P C0pR�;L2pI0qq with q Ñ n2 Lipschitz as a map from H2,2pRq to
C0pR�, L2pI0qq. We now use Lemma 3.1.7 and Remark 3.1.8 to solve for nλλ as before.

Proof of Proposition 3.1.2. An immediate consequence of Lemmas 3.1.9, 3.1.10, 3.1.11, and
the fact that the restriction map f Ñ fp0q from C0pR�;L2pI0qq to L2pI0q is continuous.

3.1.2 Large-λ Estimates

In this subsection we prove Proposition 3.1.3. To study η�11, pη�11qλ and pη�11qλλ, we solve
(3.1.12a) and the derived equations

pη�11qλ � pF�qλ � pT�qλ rη11s � T�
�pη�11qλ

�
(3.1.35)

pη�11qλλ � pF�qλλ � 2pT�qλ rpη11qλs � pT�qλλ rη11s � T�
�pη�11qλλ

�
. (3.1.36)

With good estimates in hand for η�11 and its derivatives, it will be a simple matter to prove
the corresponding estimates on η�21 using (3.1.12b).
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In the rest of this section, we will drop the � and obtain estimates η�11 and η�21 since the
analogous estimates for η�11 and η�21 are similar. We will write η11 for η�11, F for F�, T for
T�, etc. We recall that I8 � tλ P R : |λ| ¡ 1u.

Overall, we follow a strategy similar to that of section 3.1.1 to study the scalar equation
(3.1.12a) for η11, and then use these results to obtain comparable estimates on η21. First,
we will obtain estimates on F and G and derivatives of these functions in λ (Lemmas 3.1.12,
3.1.13, 3.1.15, and 3.1.16). Second, we will obtain resolvent estimates for pI � T q�1 by a
method similar to that used in the previous subsection (Lemmas 3.1.17 and 3.1.18). Third,
we will solve (3.1.12a) for η11 (Lemma 3.1.19). Fourth, we’ll solve (3.1.35) for Bη11{Bλ
(Lemma 3.1.20). Fifth, we’ll solve (3.1.36) for B2η11{Bλ2 (Lemma 3.1.21). Finally we will
use (3.1.12b) to obtain estimates on η21 (Lemma 3.1.22).

(1) Estimates on F , G, and T .

Lemma 3.1.12. Suppose q P H2,2pRq. The following define Lipschitz maps from H2,2pRq
into C0pR�, L2pI8qq X L2pR� � I8q:

piq G, piiq F, piiiq BGBλ , pivq BFBλ .

The following define Lipschitz maps from H2,2pRq into C0pR�, L2pI8qq:

pvq λ�1B2G

Bλ2
, pviq λ�1B2F

Bλ2

Proof. Observing that

}F }C0pR�,L2pI8qq ¤ }q}L1 }G}C0pR�,L2pI8qq ,

}F }L2pR�I8q ¤ }q}L2,1{2 }G}L2pR��I8q

we see that (i) ñ (ii). To prove (i) we pick ϕ P C8
0 pI8q and mimic the proof of Lemma

3.1.4. The Lipschitz continuity follows from the fact that G is linear in q and F is bi linear
in q.

One can similarly check that (iii) ñ (iv), so it suffices to prove (iii). We do so by applying
mimicking the proof of Lemma 3.1.4 for the function

BG
Bλ �

» 8

x

px� yqeλpy � xqq7pyq dy.

Finally, it is easy to see that (v) ñ (vi). To prove (v), we recall q7 � q1 � i

2
|q|2q and

split
B2G

Bλ2
px, λq � h1px, λq � h2px, λq

where

h1px, λq � 2i

» 8

x

py � xq2eλpy � xqq1pyq dy
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h2px, λq � �
» 8

x

py � xq2eλpy � xqqpyq|qpyq|2 dy

We can estimate h2 as before but for h1 we integrate by parts to obtain

h1px, λq �
» 8

x

�
2iλpy � xq2 � 2py � xq� qpxqeλpy � xq

We can now use previous techniques to bound λ�1h1px, λq for I8.

The operator T defined in (3.1.13c) has the integral kernel

Kq
�px, y, λq �

$'''&'''%
�» y

x

eλpy � zqqpzq dz


q7pyq, x   y,

0 x ¡ y.

(3.1.37)

From this computation, we can prove:

Lemma 3.1.13. The Volterra estimate

pTfq�pxq ¤
�
}q}1

» 8

x

|q7pyq| dy


f�pxq (3.1.38)

holds. Moreover

sup
xPR�

����» �8

x

|Kq
�px, y, λq|2 dy

����1{2 À λ�1 }q}H2,2

����» �8

x

|q7pyq|2 dy
����1{2 (3.1.39)�»

R��R�
|Kq

�px, y, λq|2 dx dy

1{2

À λ�1 }q}H2,2

����» �8

0

|y||q7pyq|2 dy
����1{2 (3.1.40)�»

R�

�»
R�
|Kq

�px, y, λq| dy

2

dx

�1{2

À }q}L2,1

��q7��
L2,1 . (3.1.41)

We omit the proof.

Remark 3.1.14. It follows respectively from (3.1.38), (3.1.39), (3.1.40), and (3.1.41) that T
is a bounded operator from C0pR�q to itself, from L2pR�q to C0pR�q, and from C0pR�q
to L2pR�q. The map q ÞÑ T is bilinear and Lipschitz continuous from H2,2pRq to the
corresponding Banach spaces of bounded operators with constants uniform in λ P I8.

Lemma 3.1.15. Let δ P r0, 1{2q. Then, the continuity estimates

}Tq,λ1 � Tq,λ2}BpC0q Àδ |λ1 � λ2|δ
��q7��

L2,1 }q}L1 , (3.1.42)

}Tq1,λ � Tq2,λ}BpC0q À
���q71 � q72

���
L1
}q1}L1 �

���q72���
L1
}q1 � q2}L1 , (3.1.43)

}Tq,λ1 � Tq,λ2}BpL2q À |λ1 � λ2|δ
�» 8

0

|y|1�2δ|q7pyq|2 dy

1{2

(3.1.44)
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}Tq1,λ � Tq2,λ}BpL2q À
����» �8

0

|y||q71 � q72|2 dy
����1{2 }q1}L1 (3.1.45)

�
����» �8

0

|y||q72|2 dy
����1{2 }q1 � q2}L1

hold, where the implied constants in (3.1.43) and (3.1.45) are uniform in λ with I8.

Finally we need mapping properties of the operators Tλ and Tλλ.

Lemma 3.1.16. The estimates

(i) }Tλ}BpL2pR��I8qq ¤
��q7��

L2,1 }q}L1,

(ii) }Tλ}BpL2pR��I8q,C0pR�,L2pI8qqq ¤
��q7��

L2,1 }q}L2,2,

(iii) }λ�1Tλλ rhs}C0pR�,L2pI8qq À }q}2
H2,2

�
}h}L2pR��I8q � }hx}L2pR��I8q

	
.

hold.

Proof. (i), (ii) From the formula

BT
Bλ rhspx, λq �

» 8

x

qpyq
» 8

y

pz � yqeλpz � yqq7pzqhpz, λq dz dy.

we may estimate ����BTBλ rhs px, λq
���� ¤ ��q7��

L2,1 }hp � , λq}L2pR�q

» 8

x

|qpyq| dy.

We easily conclude that����BTBλ rhs
����
C0pR�,L2pI8qq

¤ ��q7��
L2,1 }q}L1 }h}L2pR��I8q ,����BTBλ rhs

����
L2pR��I8q

À ��q7��
L2,1 }q}L2,2 }h}L2pR��I8q

which imply (i) and (ii). The maps are Lipschitz since they are bilinear in q.
(iii) From the formula

B2T

Bλ2
rhs px, λq � �2i

» 8

x

qpyq
» 8

y

pz � yq2eλpz � yqq7pzqhpz, λq dz dy

� I1 � I2

where

I1 � �2i

» 8

x

qpyq
» 8

y

pz � yq2eλpz � yqq1pzqhpz, λq dz dy,
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I2 �
» 8

x

qpyq
» 8

y

pz � yq2eλpz � yq|qpzq|2hpz, λq dz dy.

Since z2|qpzq|2 P L2,1 for q P H2,2pRq, we can estimate I2 using the same techniques used
for (i), (ii). The expression I1 makes sense for q P SpRq but we must integrate by parts to
obtain an expression that is meaningful for arbitrary q P H2,2pRq. We compute

I1 � 2i

» 8

x

qpyq
» 8

y

eλpz � yqqpzq ��2iλpz � yq2hpz, yq � 2pz � yqhpz, yq� dz dy
� 2i

» 8

x

qpyq
» 8

y

eλpz � yqqpzq �pz � yq2hzpz, λq
�
dz dy.

from which (iii) follows.

(2) Resolvent Estimates. As before we exploit Volterra estimates to construct the
resolvent, obtain an integral kernel, and extend the resolvent to a bounded operator on the
spaces C0pR�, L2pI8qq and L2pR� � I8q.
Lemma 3.1.17. Suppose that q P H2,2pRq. The resolvent pI � T q�1 exists as a bounded
operator in C0pR�q and the operator L � pI � T q�1 � I is an integral operator with integral
kernel Lpx, y, λq so that Lpx, y, λq � 0 for x ¡ y, Lpx, y, λq continuous in px, y, λq for x   y,
and obeying the estimates

|Lpx, y, λq| ¤ exp
�}q}L1

��q7��
L1

� }q}L1 |q7pyq|.

Moreover, the map q Ñ pL is Lipschitz continuous from H2,2pRq into

BpC0pR�, L2pI8qq X BpL2pR� � I8qq.
We omit the proof, which is very similar to the proof of Lemma 3.1.6. The integral kernel

L defines an operator pL much as the integral kernel L0 defined an operator pL0 in (3.1.32)
and Lemma 3.1.7. Following that analysis, one has:

Lemma 3.1.18. The estimates��pL��BpC0pR�,L2pI8qqq ¤ }q}L1

��q7��
L1 exp

�}q}L1

��q7��
L1

�
(3.1.46)

and ��pL��BpL2pR�,L2pI8qqq ¤ }q}L2,1

��q7��
L2,1 � }q}6

H2.2 exp
�}q}L1

��q7��
L1

�
(3.1.47)

Proof. The estimate (3.1.47) follows from (3.1.46), the formula

pI � T q�1 � I � T � T pI � T q�1T,

and the bounds on T : L2 Ñ C0, T : C0 Ñ L2, and T : L2 Ñ L2 obtained in Lemma 3.1.13
and Remark 3.1.14. The estimate (3.1.46) follows from the Volterra estimate (3.1.38) and
the same argument used to in the proof of Lemma 3.1.7 to prove (3.1.33).
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(3) Solving for η11. From the resolvent construction above, we can solve for η11.

Lemma 3.1.19. For each q P H2,2pRq and λ P I8, the equation (3.1.12a) admits a unique
solution η11 P C0pR�, L2pI8qq X L2pR� � I8q. Moreover, q Ñ η11 is Lipschitz continuous as
a map from H2,2pRq to C0pR�, L2pI8qq X L2pR� � I8q.
Proof. A direct consequence of Lemma 3.1.12(ii) and Lemma 3.1.18.

(4) Solving for Bη11{Bλ. By controlling the inhomogeneous term in (3.1.35), we can
estimate pη11qλ.
Lemma 3.1.20. For each q P H2,2pRq and λ P I8, the equation (3.1.35) admits a unique
solution pη11qλ P C0pR�, L2pI8qqXL2pR��I8q. Moreover, q Ñ pη11qλ is Lipschitz continuous
as a map from H2,2pRq to C0pR�, L2pI8qq X L2pR� � I8q.
Proof. By (3.1.35) and Lemma 3.1.18, it suffices to show that the inhomogeneous term

Fλ � Tλ rη11s

belongs to C0pR�, L2pI8qq X L2pR� � I8q. This follows from Lemma 3.1.12(iv), Lemma
3.1.16(i),(ii), and Lemma 3.1.19.

(5) Solving for B2η11{Bλ2. Next we obtain estimates on pη11qλλ using (3.1.36).

Lemma 3.1.21. For each q P H2,2pRq, λ P I8, equation (3.1.36) admits a unique solution
pη11qλλ with λ�1pη11qλλ P C0pR�, L2pI8q. Moreover, q Ñ λ�1pη11qλλ is Lipschitz continuous
as a map from H2,2pRq to C0pR�, L2pI8qq.
Proof. By (3.1.36) and Lemma 3.1.18, it suffices to show that the inhomogeneous term

λ�1Fλλ � 2λ�1Tλ rpη11qλs � λ�1Tλλ rη11s

belongs to C0pR�, L2pI8q. For the first term, this follows from Lemma 3.1.12(vi), for the
second term from Lemma 3.1.16(i), (ii), Lemma 3.1.12a, and for the third term from Lemma
3.1.16(iii) and Lemmas 3.1.19 and 3.1.20.

(6) Estimates on η21 and its derivatives. It is now a simple matter to use (3.1.12b),
estimates on G, and results already proved for η11 to obtain Lipschitz continuity of η21 and
its derivatives.

Lemma 3.1.22. The maps q Ñ η21, q Ñ pη21qλ, and q Ñ λ�1pη21qλλ are Lipschitz continu-
ous from H2,2pRq to C0pR�, L2pI8qq
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Proof. Referring to (3.1.12b) and dropping the � signs, the term Gpx, λq has the required
properties by Lemma 3.1.12(i), (iii), (v), and the second right-hand term of (3.1.12b) has
the required properties since q is bounded and η11 has the correct mapping properties by
Lemmas 3.1.19, 3.1.20, and 3.1.21. Thus, it remains to analyze the third term of (3.1.12b)
(dropping the � sign on η11)

W px, λq � i

2

» 8

x

eλpy � xqq7pyqη11py, λq dy.

It is easy to see that

}W }C0pR�,L2pI8qq ¤
1

2

��q7��
L2 }η11}L2pR��I8q

}Wλ}C0pR�,L2pI8qq ¤
1

2

���q7��
L2,1 }η11}L2pR��I8q �

��q7��
L2 }pη11qλ}L2pR��I8q

	
which shows that q Ñ W and q Ñ Wλ have the required properties.

To analyze Wλλ, recall (3.1.10) to write W � W1 �W2 where

W1px, λq � i

2

» 8

x

eλpy � xqq1pyqη11py, λq dy,

W2px, λq � 1

4

» 8

x

eλpy � xqqpyq|qpyq|2η11py, λq dy.

We first control W1. Differentiating in λ we have

pW1qλλpx, λq � W11px, λq �W12px, λq
where

W11px, λq � �2i

» 8

x

eλpy � xqpy � xq2q1pyqη11py, λq dy

W12px, λq � i

2

» 8

x

eλpy � xqq1pyqpη11qλλpy, λq dy

It is easy to see that

sup
x¥0

��p � q�1W12px, � q
��
L2pI8q ¤ }q1}L2

��p�q�1pη11qλp � , �q
��
L2pR��I8q

so that q Ñ λ�1pW12q has the correct mapping property. Turning to W11, we integrate by
parts to remove the derivative on q and obtain

W11px, λq � 2i

» 8

x

eλpy � xqqpyq �2py � xqη11px, λq � py � xq2pη11qxpy, λq
�
dy (3.1.48)

� 4λ

» 8

x

eλpy � xqpy � xq2 qpyqη11py, λq dy.

The first right-hand term in (3.1.48) has C0pR�, L2pI8qq-norm bounded by

}q}L2,1 }η11}L2pR��I8q . (3.1.49)
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Since, by (3.1.9a) and (3.1.11),

pη11qx � pn11qx � qpyq
�
η21px, λq � i

2
qpxq



� i

2
|qpyq|2 p1 � η11px, λqq ,

we can reexpress the second right-hand term in (3.1.48) as

2i

» 8

x

eλpy � xqpy � xq2|qpyq|2
�
� i

2
qpyq � η21py, λq



dy

� 2i

» 8

x

eλpy � xqpy � xq2
�
i

2
qpyq|qpyq|2 p1 � η11py, λqq



dy

which has C0pR�, L2pI8qq-norm bounded by constants times

}q}3
H2,2

�
1 � }η11}L2pR��I8q � }η21}L2pR��I8q

	
. (3.1.50)

Finally, dividing by λ in the third term, we can estimate the C0pR�, L2pI8qq norm of the
quotient by

}q}L2,2 }η11}L2pR��I8q . (3.1.51)

Combining (3.1.49), (3.1.50), and (3.1.51), we see that��p�q�1W11p � , �q
��
C0pR�,I8q À

�
1 � }q}3

H2,2

�
(3.1.52)

�
�

1 � }η11}L2pR��I8q � }η21}L2pR��I8q
	
.

which shows that W1 has the required mapping property.
Now we turn to W2. Since

pW2qλλpx, λq � 1

4

» 8

x

eλpy � xqqpyq|qpyq|2�rpη11qλλpy, λq
�4ipy � xqpη11qλpy, λq � 4py � xq2η11py, λq

�
dy,

we may estimate��p�q�1pW2qλλp � , �q
��
C0pR�,L2pI8qq ¤ }q}2

H2,2

���λ�1pη11qλ
��
C0pR�,L2pI8qq (3.1.53)

� }pη11qλ}C0pR�,L2pI8qq

�}η11}C0pR�,L2pI8qq
	
.

This shows that q Ñ W2 has the correct mapping properties.
Combining (3.1.52) and (3.1.53), we conclude that q ÞÑ Wλλ has the correct mapping

property, and hence, also, q ÞÑ p�q�1ηλλp � , �q.

Proof of Proposition 3.1.3. An immediate consequence of Lemmas 3.1.19, 3.1.20, 3.1.21, and
3.1.22 and the fact that the restriction map f Ñ fp0q from C0pR�;L2pI8qq to L2pI8q is
continuous.
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3.2 Discrete Scattering Data

Lemma 3.2.1. n�11px, λq, n�21px, λq, n�12px, λq and n�22px, λq all have analytic continuation
into C�.

Proof. For reference convenience we state the following Volterra integral equations

n�11px, λq � 1 � i

2

» �8

x

qpyq
» �8

y

eλpz � yqq7pzqn�11pz, λq dz dy (3.2.1)

n�21px, λq � � i
2
qpxqn�11px, λq �

i

2

» �8

x

eλpy � xqq7pyqn�11py, λq dy (3.2.2)

where

q7pxq � q1pxq � i

2
|qpxq|2qpxq

Recall from (3.1.12a) that

n�11px, λq � 1 � F�px, λq � T�pn�11 � 1q

where F is given by (3.1.13a) and T is given by (3.1.13c). Using that
��e2iλpy�zq�� ¤ 1 for

Imλ ¥ 0 and z ¤ y, the estimate

|pT�fqpxq| ¤ γpxq sup
y x

|fpyq|

holds with

γpxq �
» �8

x

|qpyq|
» �8

y

|q7pzq| dz dy.

we claim that each term of the resolvent operator

pI � T�q�1 �
8̧

n�0

T n�

is analytic in λ. To see this, we deduce from (3.1.13a)-(3.1.13c) that

�
T n�f

� px, λq � �
i

2


n » �8

x

qpxn�1qGpxn�1, λq � � �
�» �8

x1

qpyqGpy, λqfpyq dy


� � � dxn�1

Direct calculation gives

sup
��T n�f �� ¤ }q}1

��q7��
1

n!
sup
y x

|fpyq|

Analyticity of pT n�fq in C� follows from changing the order of integration and an application
of Morera’s theorem. Using Neumann series we write

n�11px, λq � 1 �
8̧

n�0

�
T n�F

� px, λq.
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and analyticity of n�11 follows from the fact that uniform limit of analytic functions is analytic.
By (3.2.2) the analyticity of n�21 follows from the analyticity of n�11. We can show that n�11 and
n�21 have analytic continuation into C� using the same argument above. And the analyticity
of n�12px, λq and n�22px, λq in C� follow from the symmetry relation

n�12px, λq � λ�1n�21px, λq, n�22px, λq � n�11px, λq

Proposition 3.2.2. ᾰ pαq has analytic continuation into C� pC�q.
Proof. An easy consequence of the fact that

ᾰpλq �
����� n

�
11 n�12

n�21 n�22

�����
and

αpλq �
����� n

�
11 n�12

n�21 n�22

�����
Lemma 3.2.3. There exist unique solutions of (3.2.1)–(3.2.2) with

sup
Imλ¥0

��n�11px, λq
�� ¤ exp

�
1

2
}q}L1}q7}L1



and

sup
Imλ¥0

��n�21px, λq
�� ¤ exp

�
1

2
}q}L1}q7}L1


�}q}L1 � }q7}L1

�
.

Moreover,��n�11px, λ; q1q � n�11px, λ; q2q
��

¤ exp
�
C
�
}q1}L1}q71}L1 � }q2}L1}q72}L1

	��
}q1 � q2}L1}q71}L1 � }q2}L1}q71 � q72}L1

	
(3.2.3)

where C is independent of λ with Impλq ¥ 0.

Proof. From the standard theory of Volterra integral equations, we have that

��pI � T�q�1
��
CpR�qÑCpR�q ¤ exp

�
1

2
}q}L1}q7}L1



, (3.2.4)

uniformly in λ with Imλ ¥ 0.Since }q}L1 and }q7}L1 are controlled by }q}H2,2 , we have��n�11

��
CpR�q and (from (3.2.2)) also

��n�21

��
CpR�q bounded uniformly in λ, Imλ ¤ 0 and in q for

q in a bounded subset of H2,2pRq. Finally (3.2.3) follows from the resolvent estimate (3.2.4)
and the second resolvent formula.
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Similar estimates are obtained for n�11 and n�21. From these estimates and the Wronskian
formula (3.1.5), we conclude:

Proposition 3.2.4. The function α satisfies

|αpλ; q1q � αpλ; q2q| ¤ expC
���q2

1

��
H2,2 �

��q2
2

��
H2,2

� p}q1}H2,2 � }q2}H2,2q p}q1 � q2}H2,2q .
where the constants are uniform in λ with Imλ ¤ 0.

It is important that the zeros of α lie in a compact set of C�, more precisely, in
C� X t|z| ¤ Ru where R ¡ 0 depends only on }q}H2,2pRq. This is the object of the next
proposition.

Proposition 3.2.5. The function α satisfies

lim
RÑ8

sup
|λ|¥R,Imλ¤0

|αpλq � 1| � 0 (3.2.5)

where the convergence is uniform in q in a bounded subset of H2,2pRq.
Proof. From the Wronskian formula (3.1.5) for α and the uniform bounds on n�21 and n�21,
estimate (3.2.5) will follow from

lim
RÑ8

sup
|λ|¥R

|n�11p0, λq � 1| � 0. (3.2.6)

We now sketch the proof of (3.2.6) for n�11, the proof for n�11 is similar.
From (3.2.1) and an integration by parts we see that

n�11px, λq � 1 � i

2

» 8

x

qpyq
» 8

y

e�2iλpz�yqq7pzq dz dy (3.2.7)

� 1

4λ

» 8

x

qpyq rG1py, λq �G2py, λq �G3py, λqs dy,

where

G1px, λq � �q7pxq �n�11px, λq � 1
�

G2px, λq � �
» 8

x

e�2iλpy�xq �q7�1 pyq �n�11py, λq � 1
�
dy

G3px, λq � �
» 8

x

e�2iλpy�xqq7pyqBn
�
11

Bx py, λq dy.

Reversing the orders of integration in the first right-hand term of (3.2.7) and integrating by
parts we may estimate����» 8

x

qpyq
» 8

y

e�2iλpz�yqq7pzq dz dy
���� ¤ 1

|λ|}q
7}L1 p}q}L8 � }q1}L1q .

From Lemma 3.2.3 we have |G1px, λq| À 1 where the implied constants depend only on }q}L1

and }q7}L1 . Differentiating (3.2.1) to compute Bn�11{Bx we may similarly estimate |G3px, λq|.
To estimate G2px, λq, we need to show that

��n�11p � , λq � 1
��
L2pR�q is bounded uniformly in λ

with Imλ ¤ 0 and q in a bounded subset of H2,2pRq. This is carried out in Lemma 3.2.7
below.
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To prove the L2 estimate on n�11px, λq�1, we return to the integral equation (??) and note
that the operator S is a Hilbert-Schmidt operator on L2pR�q uniformly in λ for Imλ ¤ 0.
Indeed its integral kernel is given by

Kpx, zq �

$''&''%
» z

x

qpyqe�2iλpz�yqq7pzq dy, x   z

0, x ¡ z

(3.2.8)

with
}K}L2pR��R�q ¤

��q7��
L2,1{2 }q}L1 .

One checks that
kerL2pR�qpI � T�q � kerCpR�qpI � T�q � t0u

where the last equality follows from the existence of the resolvent pI � T�q�1 on CpR�q.
Writing T� � T�pλq to display the dependence of the operator T� on λ, we can show that

lim
|λ|Ñ8

}T�pλq}HS � 0 (3.2.9)

uniformly in λ with Imλ ¤ 0 and q in a bounded subset of H2,2pRq. This follows from the
integration by parts» z

x

qpyqe�2iλpz�yq dy � 1

2iλ

�
qpzq � qpxq �

» z

x

e�2iλpz�yqqpyq dy
�

and a straightforward estimate of the Hilbert- Schmidt norm using (3.2.8). Writing K �
Kpλ, qq, we may also estimate

}Kpλ, q1q �Kpλ, q2q}L2pR��R�q ¤ }q1 � q2}L2,1{2 }q1}L1 � }q2}L2,1{2 }q1 � q2}L1

uniformly in λ with Imλ ¤ 0. On the other hand, it follows from the Dominated Convergence
Theorem that }Kpλ1, qq �Kpλ2, qq}L2pR��R�q Ñ 0 as λ1 Ñ λ2 for any fixed q P L1 X L2,1{2.

Writing T� � T�pλ, qq, we now use a ‘continuity-compactness argument’ as well as (3.2.9)
to prove:

Lemma 3.2.6. The resolvent pI � T�pλ, qqq�1 exists as a bounded operator on L2pR�q and
for any M ¡ 0,

sup
Imλ¤0, }q}H2,2¤M

��pI � T�pλ, qqq�1
��
L2pR�qÑL2pR�q   8.

Proof. For any M ¡ 0, R ¡ 0, the identity map takes the set

tλ P C : Imλ ¤ 0, |λ| ¤ Ru �  
q P H2,2pRq : }q}H2,2 ¤M

(
into a subset of C � pL2,1{2 X L1q with compact closure. By the second resolvent formula,
the map pλ, qq ÞÑ pI � Spλ, qqq�1 is continuous into the bounded operators on L2pR�q. It
follows by compactness and continuity that the set pI � T�pλ, qqq�1 : Imλ ¤ 0, |λ| ¤ R, }q}H2,2 ¤M

(
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is compact in BpL2pR�qq, hence bounded. On the other hand, for sufficiently large R de-
pending on M , we have from (3.2.9) that sup|λ|¥R }pI � T�pλ, qqq�1}BpL2pR�qq ¤ 2 for any q

with }q}H2,2 ¤M .

We can now prove:

Lemma 3.2.7. If q P H2,2pRq, the estimate��n�11p � , λq � 1
��
L2pR�q À 1

holds.

Proof. The function η � n�11 � 1 obeys the integral equation η � F�px, λq � T�pηq where

F�px, λq � i

2

» 8

x

qpyq
» 8

z

e�2iλpz�yqq7pzq dz dy.

We may estimate
}F�}L2pR�q ¤ xxy�3{2 }q}L2,2 }q7}L1

which shows that F�px, λq P L2pR�q uniformly in λ with Imλ ¤ 0. The desired bound is
obtained using Lemma 3.2.6 on n�11.

3.3 Generic Properties of Spectral Data

Lee [13] showed that generic potentials q in the Schwartz class have at most finitely many
simple zeros of α and no spectral singularities. His proof is based on a general argument of
Beals and Coifman [2]. Here we give a more precise functional analytic argument inspired
by analogous results in Schrödinger scattering theory (see the manuscript of Dyatlov and
Zworski [ [9] Chapter 2, Theorem 2.2]DZ17). We will prove:

Theorem 3.3.1. The set of potentials q supporting at most finitely many solitons and having
no spectral singularities is open and dense in H2,2pRq.

Our strategy is to study the dense set of q P C8
0 pRq and prove that any such q can

be perturbed by an arbitrarily small amount in H2,2-norm to a potential with the desired
properties. We then use continuity of spectral quantities to show that the set is open as well
as dense. These steps are carried out in Propositions 3.3.5 and 3.3.6 below which together
give the proof of Theorem 3.3.1.

We begin with the study of C8
0 potentials. The following fact is well-known and easy to

prove; see for example Chapter 2 of Lee’s thesis [13].

Lemma 3.3.2. Suppose that q P C8
0 pRq. Then αpλ; qq is analytic in C and has at most

finitely many zeros in Imλ ¤ c for any c P R.

Using this fact, a perturbation argument, and Rouché’s theorem, we will construct a
dense set of potentials in H2,2pRq for which α has at most finitely many simple zeros in C�

and no zeros on R. We will then exploit Proposition 3.2.4 to show that this set is also open.
To construct the dense set, we need two perturbation lemmas. The first concerns per-

turbation from the zero potential for which αpλq � 1 and βpλq � 0.

44



Lemma 3.3.3. Suppose that ϕ P C8
0 p�R,Rq, λ � 0, and µ is a small parameter. Let

q � µϕ. Then the associated transition matrix has the form

T pλ, qq �
�

1 0
0 1



�
�

0 µcϕ
�λµcϕ 0



�O �

µ2
�

(3.3.1)

where

cϕ � �
» 8

�8
e2iλyϕpyq dy (3.3.2)

and the correction term depends on }ϕ}H1,1.

Proof. It suffices to show that

αpλq � 1 �O �
µ2
�
, (3.3.3)

λβ̆pλq � λµ

»
e�2iλyϕpyq dy �O �

µ2
�
. (3.3.4)

First, we recall from Lemma 3.2.7 that, for λ P R, we have the uniform estimate���n�11px, λq, n�21px, λq
��� À 1

where the implied constants depend only on }q}H1,1 (the key issue is that the large-λ behavior
is controlled despite the λ-dependence of the perturbing term in (3.1.1); see equations (3.2.1)–
(3.2.2) for the integration by parts that removes this term). Taking limits as x Ñ �8 in
equations (3.2.1)–(3.2.2) for n� (and as x Ñ �8 in the corresponding equations for n�)
and using the relation (3.1.3), we deduce that (3.3.3) and (3.3.4) hold.

The next lemma will give a mechanism for splitting multiple poles and perturbing zeros
on the real axis.

Lemma 3.3.4. Suppose that q1 and q2 are compactly supported potentials with disjoints
supports, and that the support of q2 on the real line is to the left of the support of q1. Then:

(i) The identity
T pλ, q1 � q2q � T pλ, q2qT pλ, q1q

holds.

(ii) If q1 P C8
0 pp�R,Rqq and q2 � µϕ with ϕ P C8

0 pp�2R,�Rqq, the formula

T pλ, q1 � µϕq �
�

1 µcϕ
�λµcϕ 1



T pλ, q1q �O

�
µ2
�

(3.3.5)

holds.

Proof. Consider the normalized solution n�px, λ, qq. It is not difficult to see that

n�px, λ, q1 � q2q � n�px, λ, q2qn�px, λ, q1q.
We may now compute

T pλ, q1 � q2q � lim
xÑ�8

eiλx adpσ3q �n�px, λ, q2qn�px, λ, q1q
� � T pλ, q2qT pλ, q1q

The second assertion is an immediate consequence of the first.
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Suppose that q1 and q2 are chosen as in Lemma 3.3.4(ii). To simplify the notation, let
us write αpλ, µq to denote αpλ, q1 � µϕq. It follows from (3.3.5) that

αpλ, µq � αpλ, 0q � µcϕλβ̆pλq �O
�
µ2
�
. (3.3.6)

where cϕ is given by (3.3.2). In the next proposition, we will expand the above formula near
λ � λ0:

αpλ, µq � αpλ, 0q � µcϕ0λ0β̆pλ0q � C0pλ� λ0qµ�O
�
µ2
�
. (3.3.7)

where

cϕ0 � �
» 8

�8
e2iλ0yϕpyq dy

and

|C0| ¤
���� ddλ �

λβ̆pλq
	����

L8
.

From the compactness of the potential q and the asymptotic condition of αpλq we know that
α has finitely many zeros in C� Y R. We will prove:

Proposition 3.3.5. Suppose that R ¡ 0 and q P C8
0 pr�R,Rsq. Let αpλq be the p1, 1q entry

of the transition matrix for q. For ϕ P C8
0 pRq, let αpλ, µq be the p1, 1q entry for the transition

matrix of q � µϕ, so that αpλ, 0q � αpλq.
(i) Suppose that tλiumi�1 are the isolated zeros of αpλq in C� Y R and λi � 0 is one of

the zeros of αpλq of multiplicity n ¥ 2, i.e. αpλq � pλ � λiqngpλq for some analytic
function g with gpλiq � 0. Then, for some ϕ P C8

0 pRq and all sufficiently small µ � 0,
αpλ, µq has n simple zeros in the disc Dripλiq.

(ii) Suppose that after the perturbation in part (i), Λj is a simple zero of αpλ, µq on the
real axis, Λj � 0. Then, there is a function ϕ P C8

0 pRq so that, for all real, nonzero,
and sufficiently small µ1, αpλ, µ1q has no zeros on the real axis near ωj.

In each case, we may choose ϕ to have support in p�2R,�Rq Y pR, 2Rq.
Proof. (i) We first claim that there exists a function ϕ P C8

0 pRq, ϕ ¥ 0 such that

pϕpλiq � » 8

�8
e2iλixϕpxq dx � 0

for all i.
Indeed, let 2λi � ξi � iηi, then we have

pϕpλiq � » 8

�8
pcos ξix� i sin ξixqeηixϕpxq dx

with eηixϕpxq ¥ 0 for all x.

If we let ξ � maxtξ1, ...ξi, ...ξmu, r � π{2ξ and make |supppϕq| ¤ r, then at least one of
cos ξix and sin ξix does not change sign on supppϕq for all i. So pϕpλiq� 0 for all i.
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Using the Taylor expansion of pϕpλq and λβ̆pλq we can write (3.3.7) as

αpλ, µq � pλ� λiqngpλq � µcϕiλiβ̆pλiq � C0pλ� λiqµ�O
�
µ2
�
. (3.3.8)

If we can establish the following inequalities

|λβ̆pλq|L8 Àq 1 (3.3.9)

and
|pλβ̆pλqq1|L8 Àq 1 (3.3.10)

where λ P Dpλi, riq then it is clear that

|αpλ, µq � pλ� λiqngpλq| � |µcϕiλiβ̆pλiq � C0pλ� λiqµ�O
�
µ2
� |

¤ |λ� λi|n|gpλq|

for µ sufficiently small and λ P BDpλi, riq. Rouché’s Theorem shows that the number of zeros
of αpλ, µq and αpλ, 0q agree (with multiplicities) in Dpλi, riq. That is, αpλ, µq has exactly n
zeros there.

To prove estimates (3.3.9) and (3.3.10), we use the boundary condition of the Jost
functions

λβ̆pλq �
» R

�R
e�2iλy

!
x�λqpyq, p2pyqy � n�p1qpy, λq

)
dy (3.3.11)

�
» R

�R
e�2iλy

�
�λqpyqn�11py, λq � p2pyqn�21py, λq

	
dy.

From direct computation its derivative is

d

dλ

�
λβ̆pλq

	
� �2i

» R

�R
e�2iλyy

�
�λqpyqn�11py, λq � p2pyqn�21py, λq

	
dy (3.3.12)

�
» R

�R
e�2iλy

�
�qpyqn�11py, λq � p2pyqn�21py, λqλ

	
dy

�
» R

�R
e�2iλy

�
�λqpyqn�11py, λqλ � p2pyqn�21py, λqλ

	
dy.

Inequalities (3.3.9) and (3.3.10) follow from these expressions and Lemma 3.2.3.

Now we want to show that the zeros of αpλ, µq are simple. For 0 ¤ k ¤ n� 1, consider
the disc around the kth root of unity of �γi

Dk :� D
�
|γi| 1n eipφ�2πkq{n � λi, ρ|γi| 1n

	
(3.3.13)

where

γi � µcϕiλiβ̆pλiq
gpλiq , φ � arg γi � π
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Notice that ρ   π{nñ Dk XDl is empty for k � l. We now expand gpλq at λ � λi and get

αpλ, µq � pλ� λiqngpλiq �Opλ� λiqn�1.

For λ P BDk, ���pλ� λiqngpλiq � µcϕiλiβ̆pλiq � αpλ, µq
��� ¤ C0|γi|1� 1

n .

On the other hand, if we choose ρ ¡ 2C0|γi| 1n then for λ P BDk,

|pλ� λiqngpλiq � γigpλiq| � |γi|ρ
�
1 �O �

ρ2
��

¥ C0|γi|1� 1
n

¥ |pλ� λiqngpλiq � µcϕiλiβ̆pλiq � αpλ, µq|.

Since the discs Dk are disjoint, Rouché’s theorem now shows that there is exactly one zero
of αpλ, µq in each Dk. This shows that all n zeros are simple.

(ii) After the first step of perturbation in (i), αpλ, µq has simple zeros tΛjulj�1. Suppose
Λj is a zero of αpλ, µq on the real axis. We make another small perturbation of the potential
as above and formulate

αpλ, µ1q � pλ� Λjqhpλ, µq � µ1cψjΛjβ̆pΛj, µq � C 1
0pλ� Λjqµ1 �O

�
µ12

�
(3.3.14)

where
pλ� Λjqhpλ, µq � αpλ, µq

and we define
Dj :� D pΓj � Λj, ρ

1|Γj|q (3.3.15)

where

Γj �
µ1cψjΛjβ̆pΛj, µq

hpΛj, µq .

Given Λj P R, we can make appropriate choices of small parameter µ1 and ψ P C8
0 pRq such

that =pΓj � Λjq is strictly nonzero and Dj XR is empty. Since there are only finitely many
zeros, we can choose µ which works for all j � 1, 2, ..., l. Repeating the argument in (i) we
get the desired conclusion.

Proposition 3.3.5 shows that there is a dense subset of q P H2,2pRq for which αpλ; qq has
at most finitely many simple zeros in C� and no zeros on R. Owing to the continuity of α in
q, the fact that α is analytic in C�, and the continuity of the map q ÞÑ αp � , qq imply that
this set is also open.

Proposition 3.3.6. Suppose that q0 P H2,2pRq and that αp � ; q0q has exactly n simple zeros
in C� and no zeros on R. There is a neighborhood N of q0 in H2,2pRq so that all q P N
have these same properties.
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C�

C� Dk

Dpλi, riq

Figure 3.1: Zeros of ᾰ and α in the λ plane

C�

C�

Λj

Dj

DΛj

Figure 3.2: Simple zero of αpλ, µq on R

Proof. Since |αpλ; q0q| does not vanish on R, we have |αpλ; q0q| ¥ c for some c ¡ 0. It follows
from Lipschitz continuity of q ÞÑ αp � ; qq in H1pRq that there is an r0 ¡ 0 so that |αpλ; qq| ¥
c{2 for all q with }q � q0}H2,2   r0. Next, let η1 � infj�k |λj � λk|, η2 � infk | Imλk|, and
η � 1

2
infpη1, η2q. By Proposition 3.2.4 and analyticity there is an r1 ¡ 0 so that the n

simple zeros of α remain simple and move a distance no more than η for q P H2,2pRq with
}q � q0}H2,2   r1. Take N � Bpq0, rq where r   infpr1, r2q.

3.4 Lipschitz Continuity of Spectral Data for Generic Potentials

Finally we prove that, for the open subset of generic H2,2 potentials, the zeros of ᾰ and the
associated norming constants are continuous functions of q. We order the zeros by modulus
and, given two zeros with the same modulus, order by increasing phase in p0, πq. We recall
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that, if ᾰpλkq � 0, there is a constant bk with the property

e�2iλkx

�
n�11px, λkq
λn�21px, λkq



� bke

2iλkx

�
λ�1n�12px, λkq
n�22px, λkq



(3.4.1)

If ᾰ1pλkq � 0, one defines the norming constant as Ck � bk
ζkᾰ1pλkq where λk � p�ζkq2. The

discrete scattering data are composed of the pairs pλk, Ckq.
Proposition 3.4.1. Suppose that q0 is a generic potential with n simple zeros of ᾰ in C�.
Let Λ � tλ1, . . . , λnu be a listing of the zeros of ᾰ with the ordering as described above, and
set

dΛ � min

�
min

1¤j�k¤N
|λjpq0q � λkpq0q|, minpImλkq



.

There is a neighborhood N of q0 so that:

(i) For any q P N , ᾰpλ; qq has exactly n simple zeros in C�, no zeros on R, and |λjpqq �
λjpq0q| ¤ 1

2
dΛ.

(ii) The estimate |λjpqq � λjpq0q| ¤ C }q � q0}H2,2 holds for C uniform in q P N .

(iii) The estimate |bjpqq � bjpq0q| ¤ C }q � q0}H2,2 holds for C uniform in q P N .

(iv) The estimate |Cjpqq � Cjpq0q| ¤ C }q � q0}H2,2 holds for C uniform in q P N .

Proof. (i) From Proposition 3.3.6 we immediately conclude that there is a neighborhoodN of
q0 for which q P N has exactly n simple zeros in C� with no singularities on the real axis. We
can establish continuity of the simple zeros as a function of q (and hence both the estimate
|λjpqq�λjpq0q| ¤ 1

2
dΛ and assertion (ii) ) by exploiting simplicity of the zeros and the implicit

function theorem for Banach spaces applied to the equation αpλjpqq; qq � 0 regarding α as
a function on C� �H2,2pRq. This function is analytic in λ P C� by Proposition 3.2.4 and
differentiable in q because the functions occurring in the Wronskian formula (3.1.5) may be
computed by convergent Volterra series which are analytic in q. Since λjpq0q is a simple zero,
we have α1pλjpq0q, q0q � 0 which is the differential condition for the implicit function to be
applicable.

(ii) The implicit function theorem also guarantees that the function λjpqq will be C1 as
a function of q, and hence Lipschitz continuous. See [20].

(iii) Uniqueness for the equation (3.1.1) guarantees that at least one of n�12p0, λjq and
n�22p0, λjq is nonzero at q � q0. Suppose that n�12p0, λjpq0qq � 0. By shrinking the neighbor-
hood if needed we may assume that n�12p0, λjpqqq ¡ 0 strictly for all q P N . We may then
compute from (3.4.1) that bjpqq � λjpqqn�21p0, λjpqqq{n�22p0, λjpqqq which, as a product and
quotient of Lipschitz continuous functions of q, is itself Lipschitz continuous in q.

(iv) Finally, α1pλkq can easily be expressed in terms of α through a Cauchy integral over
a small circle around λk due to the analyticity of α in C�, and the Lipschitz continuity of bj
and αpλjq in q extends to the norming constants Cj.

Copyright c© Jiaqi Liu, 2017.
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Chapter 4 Beals-Coifman Solutions

In this chapter we construct the Beals-Coifman solutions for (1.1.7). It follows from (1.1.6)
and the discussion in the Introduction that the scattering data is given by

m�px, ζq � m�px, ζqe�ixζ2 adpσq
�
apζq b̆pζq
bpζq ăpζq



(4.0.1)

where the symmetries (1.2.5) hold. In order to elucidate properties of the scattering data
we recall the integral equations for m�.

Assuming that q P L1 X L2 (so that both Q and P are L1 matrix-valued functions), the
Jost solutions m� are solutions of the integral equations

m�px, ζq � I �
» 8

x

e�ipx�yqζ
2 adpσq rpζQpyq � P pyqqmpy, ζqs dy

m�px, ζq � I �
» x

�8
e�ipx�yqζ

2 adpσq rpζQpyq � P pyqqmpy, ζqs dy

with detm�pxq � detm�pxq � 1.
Observe that�

m�
11px, ζq

m�
21px, ζq



�
�

1
0



�
» 8

x

�
ζqm�

21 � p1m
�
11

e2iζ2px�yq ��qm�
11 � p2m

�
21

� 

dy (4.0.2)

�
m�

12px, ζq
m�

22px, ζq


�
�

0
1



�
» 8

x

�
e�2iζ2px�yq �ζqm22� � p1m

�
12

�
ζqm�

12 � p2m
�
22



dy (4.0.3)

�
m�

11px, ζq
m�

21px, ζq


�
�

1
0



�
» x

�8

�
ζqm�

21 � p1m
�
11

e2iζ2px�yq ��qm�
11 � p2m

�
21

� 

dy (4.0.4)

�
m�

12px, ζq
m�

22px, ζq


�
�

0
1



�
» x

�8

�
e�2iζ2px�yq �ζqm�

22 � p1m
�
12

�
ζqm�

12 � p2m
�
22



dy (4.0.5)

Write m�
p1q � pm�

11,m
�
21qT , m�

p2q � pm�
12,m

�
22qT , and similarly for m�

p1q and m�
p2q. Using the

fact that detm� � detm� � 1, it is easy to deduce that

ăpζq �
����� m

�
11 m�

12

m�
21 m�

22

����� � W
�
m�

p1q,m
�
p2q

	
(4.0.6)

apζq �
����� m

�
11 m�

12

m�
21 m�

22

����� � W
�
m�

p1q,m
�
p2q

	
(4.0.7)

51



It follows from (4.0.1), the first line of (4.0.2), and the second line of (4.0.3) that

apζq � 1 �
» 8

�8

�
ζqm�

21 � p1m
�
11

�
dy, (4.0.8)

ăpζq � 1 �
» 8

�8

�
ζqm�

12 � p2m
�
22

�
dy. (4.0.9)

(4.0.10)

Using (1.1.9), (4.0.1), the first line of (4.0.4), and the second line of (4.0.5), we also have

apζq � 1 �
» 8

�8

�
ζqm�

12 � p1m
�
22

�
dy (4.0.11)

ăpζq � 1 �
» 8

�8

�
ζqm�

21 � p1m
�
11

�
dy (4.0.12)

From Lemma 3.2.1 and change of variable formula (1.2.7) we have

• m�
p1q has a bounded analytic continuation to Impζ2q   0

• m�
p2q has a bounded analytic continuation to Impζ2q ¡ 0

• m�
p1q has a bounded analytic continuation to Impζ2q ¡ 0

• m�
p2q has a bounded analytic continuation to Impζ2q   0

It follows from these observations, (4.0.6), and (4.0.7) that

• apζq has an analytic extension to Impζ2q   0

• ăpζq has an analytic extension to Impζ2q ¡ 0

To construct the Beals-Coifman solutions, we will need the asymptotic behavior of m�
p1q

as x Ñ 	8 and m�
p2q as x Ñ 	8. An argument with the dominated convergence theorem,

exploiting the decay of the exponential expp�ipx� yqζ2 adpσqq, shows that

lim
xÑ�8

m�
21px, ζq � 0, Impζ2q   0

lim
xÑ�8

m�
12px, ζq � 0, Impζ2q ¡ 0

lim
xÑ�8

m�
12px, ζq � 0, Impζ2q   0

lim
xÑ�8

m�
21px, ζq � 0, Impζ2q ¡ 0

It now follows from these relations, the integral equations (4.0.2), (4.0.3), (4.0.4), (4.0.5),
and the integral identities (4.0.8), (4.0.9), (4.0.11), and (4.0.12) that

lim
xÑ�8

m�
p1qpx, ζq �

�
apζq

0



Impζ2q   0 (4.0.13)
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lim
xÑ�8

m�
p2qpx, ζq �

�
0

ăpζq



Impζ2q ¡ 0 (4.0.14)

lim
xÑ�8

m�
p1qpx, ζq �

�
ăpζq

0



Impζ2q ¡ 0 (4.0.15)

lim
xÑ�8

m�
p2qpx, ζq �

�
0

apζq



Impζ2q   0. (4.0.16)

4.1 Construction of Beals-Coifman Solutions

We now define the right-hand Beals-Coifman solutions by

Mrpx, ζq �

$''''''&''''''%

�
m�

p1qpx, ζq
ăpζq , m�

p2qpx, ζq
�
, Impζ2q ¡ 0,

�
m�

p1qpx, ζq,
m�

p2qpx, ζq
apζq

�
, Impζ2q   0.

These solutions are piecewise analytic, and bounded as xÑ �8 by the boundedness of the
normalized Jost solutions and the functions apζq and ăpζq (so long as apζq and ăpζq have no
zeros). By (4.0.15) and (4.0.14), they are normalized so that

lim
xÑ8

Mrpx, ζq � I, Im ζ2 � 0,

and are bounded as xÑ �8.
Similarly, the left-hand Beals-Coifman solutions, given by

M`px, ζq �

$''''''&''''''%

�
m�

p1qpx, ζq,
m�

p2qpx, ζq
ăpζq

�
, Impζ2q ¡ 0,

�
m�

p1qpx, ζq
apζq , m�

p2qpx, ζq
�
, Impζ2q   0

are piecewise analytic, bounded as xÑ �8, and normalized so that

lim
xÑ�8

M`px, ζq � I, Im ζ2 � 0.

Both Mr and M` have boundary values as �=ζ2 Ó 0. We denote these respectively by
M�

r and M�
` . We now compute the jump relations for these boundary values. In what

follows, we write
fpxq �

xÑ�8
gpxq

if limxÑ�8 |fpxq � gpxq| � 0.
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From (4.0.1) it is easy to see that, for =ζ2 � 0,

m�
p1qpx, ζq �

xÑ�8

�� apζq

e2ixζ2bpζq

�


m�
p2qpx, ζq �

xÑ�8

�� b̆pζq

e2ixζ2 ăpζq

�


m�
p1qpx, ζq �

xÑ�8

�� ăpζq

�e2ixζ2bpζq

�

m�

p2qpx, ζq �
xÑ�8

�� apζq

�e2ixζ2 b̆pζq

�

It follows from these relations that

M�
` px, ζq �

xÑ�8
e�ixζ

2 adpσq

����
ăpζq 0

�bpζq 1

ăpζq

���
 (4.1.1)

M�
` px, ζq �

xÑ�8
e�ixζ

2 adpσq

����
1

apζq �b̆pζq

0 apζq

���
 (4.1.2)

and

M�
r px, ζq �

xÑ�8
e�ixζ

2 adpσq

����
1

ăpζq b̆pζq

0 ăpζq

���
 (4.1.3)

M�
r px, ζq �

xÑ�8
e�ixζ

2 adpσq

����
apζq 0

bpζq 1

apζq

���
 (4.1.4)

From (4.1.1) and (4.1.2), we compute that

M�
` px, ζq �M�

` px, ζqe�ixζ
2 adpσqv`pζq, v`pζq �

������
1

b̆pζq
ăpζq

� bpζq
apζq 1 � b̆pζqbpζq

ăpζqapζq

�����
 (4.1.5)
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while, from (4.1.3) and (4.1.4), we see that

M�
r px, ζq �M�

r px, ζqe�ixζ
2 adpσqvrpζq, vrpζq �

������
1 � b̆pζqbpζq

apζqăpζq
b̆pζq
apζq

� bpζq
ăpζq 1

�����
 (4.1.6)

4.1.1 Residue conditions

The functions ăpζq and apζq admit analytic continuations respectively to Ω� and Ω� where

Ω� � tz P C : �Im z2 ¡ 0u.
The contour Σ bounds the regions Ω�. We denote by Ω�� the first quadrant

Ω�� � tζ P C : Re ζ ¡ 0, Im ζ ¡ 0u
and by C� the set tz P C : z � 0u.

We have shown in the direct scattering problem that there is an open and dense subset
U of H2,2pRq with the following properties: apzq has only finitely many simple zeros in C�,
and apzq has no zeros on the real line. We will assume that the initial condition is in this
subset U .

Due to symmetries, ăpζq has a finite number of simple zeros ζi P Ω��, i � 1, ...n:

ăpζiq � 0, ă1pζiq � 0.

ă also has zeros at �ζ1, ...,�ζn, while a has zeros at p�ζ1, . . .� ζnq. We denote by Z the set �ζ1, . . . ,�ζn,�ζ1, . . . ,�ζnq
(

and
Z� � Z X Ω�.

For each ζi P Ω�� there are four resonances: ζi,�ζi P Ω� and ζ i,�ζ i P Ω�. We assume that
apζq and ăpζq do not vanish on Σ, ruling out algebraic solitons.

At ζ � �ζi, using the symmetry given in (1.2.3) we have the linear dependence relation�
m�

11px,�ζiq
m�

21px,�ζiq
�
� �bi

�
m�

12px,�ζiq
m�

22px,�ζiq
�
e2iζix (4.1.7)

Similarly, at ζ � ζ i, �
m�

12px,�ζ iq
m�

22px,�ζ iq
�
� 	bi

�
m�

11px,�ζ iq
m�

21px,�ζ iq
�
e�2iζi

2
x (4.1.8)

Finally, we define the norming constants ci, for k � 1, ...n

ci � c�ζi �
bi

ă1pζiq . (4.1.9)
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Due to symmetry reduction, c�ζi � �ci.

Fix index i, for ζ P t�ζi,�ζ iu,
Resz�ζMrpx, zq � lim

zÑζ
Mrpx, zqVxpζq

with Vxpζq given as follows:

Vxp�ζiq �
�� 0 0

cie
�2ixζ2 0

�
, Vxp�ζiq �
�� 0 �cie2ixζ

2

0 0

�
.
4.2 The Riemann-Hilbert Problems in the λ Variables

We can recast the left and right RHP’s (4.1.5) and (4.1.6) in terms of the dependent variables
N� and the spectral variable z � ζ2. The new RHP is an RHP with contour R. Applying
the automorphism

ϕ :

�
a b
c d



ÞÑ

�
a ζ�1b
ζc d



to the Jost and Beals-Coifman solutions and exploiting the odd symmetry of off-diagonal
components, and even symmetry of diagonal components, with respect to the reflection
ζ ÞÑ �ζ, we may define first

n�px, λq � ϕpm�px, ζqq, λ � ζ2

and then
N�px, λq � ϕpN�px, ζ2qq, λ � ζ2

where � � `, r. To get the correct normalization as x Ñ 8, in the remaining part of the
dissertation we work with the first row of ϕpM�px, ζqq. More explicitly, for � � r we define

N�
r px, λq �

�
n�11px, λq
ᾰpλq , n�12px, λq



(4.2.1)

N�
r px, λq �

�
n�11px, λq,

n�12px, λq
αpλq



(4.2.2)

Set
αpλq � apζ2q, βpλq � ζ�1b̆pζq, ᾰpλq � ăpζ2q, β̆pλq � ζ�1bpζq.

From the symmetries (1.2.5), it follows that

ᾰpλq � αpλq, β̆pλq � βpλq. (4.2.3)

We can now compute jump relations for the pairs pN�
` , N

�
` q and pN�

r , N
�
r q. It follows

from (4.1.5), (4.1.6), and the definitions above that

N�
` px, λq � N�

` px, λqe�iλx adσ

������
1

βpλq
ᾰpλq

�λβ̆pλq
αpλq 1 � λ

βpλqβ̆pλq
ᾰpλqαpλq

�����
 (4.2.4)
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N�
r px, λq � N�

r px, λqe�iλx adσ

������
1 � λ

βpλqβ̆pλq
ᾰpλqαpλq

βpλq
αpλq

�λβ̆pλq
ᾰpλq 1

�����
 (4.2.5)

Setting ρ̃ � β{ᾰ and ρ � β{α respectively in (4.2.4) and (4.2.5) and using the symmetries
(4.2.3), we conclude that

N�
` px, λq � N�

` px, λqe�ixλ adσ

�� 1 ρ̃pλq

λρ̃pλq 1 � λ|ρ̆pλq|2

�
 (4.2.6)

N�
r px, λq � N�

r px, λqe�ixλ adσ

�� 1 � λ|ρpλq|2 ρpλq

λρpλq 1

�
 (4.2.7)

For N � Nr and λ � ζ2 where ζ P t�ζi,�ζ iu,

Resz�λNrpx, zq � lim
zÑλ

Nrpx, zqJrxpzq

with Jrxpλq given as follows.

Jrxpλq �
�

0 0
Ciλie

2iλix 0



, Jrxpλq �

�
0 �Cie�2iλix

0 0



.

where Cλ � 2cζ .

Similarly,
Resz�λNlpx, zq � lim

zÑλ
Nlpx, zqJ lxpzq

with J lxpλq given as follows:

J lxpλq �
�

0 C̃iλ
�1
i e�2iλix

0 0



, Jrxpλq �

�
0 0

�C̃ie2iλix 0

�
.

where C̃λ is constructed in (6.3.12). We will build the left RHP through conjugation in
Section 6.3.

Copyright c© Jiaqi Liu, 2017.
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Chapter 5 Two Riemann-Hilbert Problems and their equivalence

In this chapter we study the RHPs that defines the inverse scattering map. We only discuss
the ‘right’ RHP problem since the discussion for the ‘left’ RHP is similar.

We begin by formulating precisely the RHPs pR, Jq (see Problem 5.1.1) and pΣ, vq (see
Problem 5.1.4). Next, we prove that these two problems are equivalent through change of
variable . We then prove that the RHP pΣ, vq has a unique solution. We use these facts to
show that the Beals-Coifman integral equation associated to the RHP for pR, Jq has a unique
solution provided that ρ P H2,2pRq. Finally, we show that the solution M� of Problem 5.1.4
obeys (1.1.7) as a function of x, and obtain reconstruction formulas for Qpxq and P pxq in
terms of the solution µ of the Beals-Coifman integral equation for Problem 5.1.4. Using the
equivalence of Problems 5.1.1 and 5.1.4, we obtain the reconstruction formula (1.2.20) that
will be used in the next section to analyze the inverse scattering map.

In this chapter, for each pole λi P C�, let Γi be a circle centered at λi of sufficiently small
radius to be lie in the open upper half-plane and to be disjoint from all other circles. By doing
so we replace the residue condition of the Riemann-Hilbert problem with Schwarz invariant
jump conditions across closed contours. The equivalence of this new RHP on augmented
contours with the original one is a well-established result (see [26] Sec 6). The purpose of
this replacement is to make use of

1. Vanishing lemma of homogeneous RHPs from [26] Theorem 9.3.

2. The Plemelj formula (2.3.3) over closed contours.

5.1 Two RHPs

We formulate precisely the RHPs on two types of contours Λ and Σ1 . In the next section
we prove their equivalence.
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Figure 5.1: The Augmented Contour Λ

Γi

��

C�

C�

+
�

Γ�
i

��

Problem 5.1.1. Fix x P R and let pρ, tCi, λiuni�1q be a set of scattering data such that
ρ P H2,2pRq and λi P C�, Ci P C�. Find a vector-valued function Npx, � q with the following
properties:

(i) (Analyticity) Npx, zq is a row vector-valued analytic function of z for z P CzΛ where

Λ � R
¤
tΓ1, ...,Γn,Γ

�
1 , ...,Γ

�
nu

(ii) (Normalization) There are two types of normalization. Either,

A. Npx, zq � p1, 0q �Opz�1q as z Ñ 8, or

B. Npx, zq � Opz�1q as z Ñ 8.

(iii) (Jump condition) For each λ P Λ, N has continuous boundary values N�pλq as z Ñ λ
from C�. Moreover, the jump relation

N�px, λq � N�px, λqJxpλq

holds, where for λ P R

Jxpλq � e�iλx adσ

�� 1 � λ|ρpλq|2 ρpλq

λρpλq 1

�
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and for λ P Γi Y Γ�
i

Jxpλq �

$'''''''''&'''''''''%

�� 1 0

Ci λie
2iλx

λ� λi
1

�
 λ P Γi,

�� 1
Ci e

�2ixλ

λ� λi
0 1

�
 λ P Γ�
i

Remark 5.1.2. Problem 5.1.1 has two types of normalization at infinity. Type A which
has an inhomogeneous boundary condition at infinity is needed for the reconstruction of
the potential q. Type B, the homogeneous one is suitable for proving the existence and
uniqueness of the solution.

Now we derive the Beals-Coifman integral equation for Problem 5.1.1. The unique solv-
ability of Problem 5.1.1 is equivalent to unique solvability of this integral equation.

We set
ν � N�p1 �W�

x q�1 � N�p1 �W�
x q�1 (5.1.1)

where

W�
x �

�
0 0

λρpλqe2iλx 0



, W�

x �
�

0 ρpλqe�2iλx

0 0



λ P R

W�
x �

�� 0 0
Ci λie

2iλx

λ� λi
0

�
, W�
x �

�
0 0
0 0



λ P Γi

W�
x �

�
0 0
0 0



, W�

x �
�� 0

Ci e
�2ixλ

λ� λi
0 0

�
 λ P Γ�
i

Using (4.2.1)-(4.2.2) we write down ν explicitly: for λ P R

νpx, λq �

$'''''''''''&'''''''''''%

�
n�11px, λq
ăpλq n�12px, λq


��� 1 0

�e2iλxλρpλq 1

��

�
n�11px, λq

n�12px, λq
αpλq


��� 1 ρpλqe�2iλx

0 1

��
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for λ P Γi

νpx, λq �

$''''''''&''''''''%

�
n�11px, λq
ăpλq n�12px, λq


�����
1 0

�Ci λie
2iλx

λ� λi
1

����

�
n�11px, λq
ăpλq � Ci λie

2iλxn�12px, λq
λ� λi

n�12px, λq

�

1 0

0 1

�

and for λ P Γ�
i

νpx, λq �

$''''''''&''''''''%

�
n�11px, λq

n�12px, λq
αpλq � Ci e

�2ixλn�11px, λq
λ� λi


�
1 0

0 1

�
�
n�11px, λq

n�12px, λq
αpλq


�����
1

Ci e
�2ixλ

λ� λi

0 1

����

From (5.1.1) we have

N� �N� � ν
�
W�
x �W�

x

�
.

The Plemelj formula (2.3.3) and Type A normalization together give the following Beals-
Coifman integral equation:

ν � p1, 0q � CWν � p1, 0q � C�
Λ pνW�

x q � C�
Λ pνW�

x q (5.1.2)

Similarly, for Type B normalization we have that

ν � CWν � C�
Λ pνW�

x q � C�
Λ pνW�

x q (5.1.3)

For λ P R and Type A normalization we have

ν11px, λq � 1 �
» 8

�8

ν12px, sqsρpsqe2isx

s� λ� i0

ds

2πi
�

ņ

i�1

1

2πi

»
Γi

ν12px, sqCi λie2isx

ps� λqps� λiq ds (5.1.4)

and

ν12px, λq �
» 8

�8

ν11px, sqρpsqe�2isx

s� λ� i0

ds

2πi
�

ņ

i�1

1

2πi

»
Γ�i

ν11px, sqCi e�2isx

ps� λqps� λiq
ds (5.1.5)

An application of Cauchy’s integral formula on (5.1.4) and (5.1.5) gives the following
integro-algebraic equations:

ν11px, λq � 1 �
» 8

�8

ν12px, sqsρpsqe2isx

s� λ� i0

ds

2πi
�

ņ

i�1

ν12px, λiqCi λie2iλix

λ� λi
(5.1.6)
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and

ν12px, λq �
» 8

�8

ν11px, sqρpsqe�2isx

s� λ� i0

ds

2πi
�

ņ

i�1

ν11px, λiqCi e�2iλix

λ� λi
. (5.1.7)

To close the system above, we evaluate (5.1.4) and (5.1.5) at the eigenvalues to get

ν�i � ν12px, λiq �
» 8

�8

ν11px, sqρpsqe�2isx

s� λi

ds

2πi
�

ņ

k�1

ν11px, λkqCke�2iλkx

λi � λk
(5.1.8)

ν�i � ν11px, λiq � 1 �
» 8

�8

ν12px, sqsρpsqe2isx

s� λi

ds

2πi
�

ņ

k�1

ν12px, λkqCkλke2iλkx

λi � λk
(5.1.9)

To write down the integral equation (5.1.3) explicitly, we just remove the ”1” term from the
RHS of equation (5.1.4) and equation (5.1.9).

The solution to Problem 5.1.1 with Type A normalization, in terms of

νpx, sq � pν11, ν12q

should then be

Npx, zq � p1, 0q � 1

2πi

»
Γ

νpx, sqpW�
x psq �W�

x psqq
s� z

ds (5.1.10)

� p1, 0q � 1

2πi

»
R

νpx, sqpW�
x psq �W�

x psqq
s� z

ds (5.1.11)

�
�

ņ

k�1

ν12px, λkqCkλke2iλkx

z � λk
,
ņ

k�1

�ν11px, λkqCke�2iλkx

z � λk

�

Using (1.2.20) we obtain

qpxq � � 1

π

» 8

�8
ν11px, sqρpsqe�2isxds�

ņ

k�1

2iν11px, λkqCke�2iλkx (5.1.12)

Remark 5.1.3. Note that (5.1.10) which is a direct consequence of the Beals-Coifman integral
equation involves the value of ν on R and tν11æΓ�

i , ν12æΓiu while for (5.1.11) we only need the
value of ν on R and tν11pλiq, ν12pλiquni�1. We use the second form to re construct the potential
and study the Lipschitz continuity of the inverse scattering map. We mention that the Beals-
Coifman integral equation (5.1.2) can be derived from the integro-algebraic equations (5.1.6)
and (5.1.7). To do this, we extend (5.1.6) and (5.1.7) to Γ�

i and Γi respectively to obtain
tν11æΓ�

i , ν12æΓiu.
In the next section we study the existence and uniqueness of the solution to Problem

5.1.1. To make use of the symmetry relations of the jump conditions, we need the following
Riemann-Hilbert problem with jump contour Σ1 and its equivalence with Problem 5.1.1
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Figure 5.2: The Augmented Contour Σ1
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�

�
�
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C��
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Σ1Σ3

Σ2

Σ4

Problem 5.1.4. Given functions rpζq, r̆pζq , tζiuNi�1 � C��, tciuNi�1 � C�, where

ζ �
?
λ, ζi �

a
λi, ci � 1

2
Ci, rpζq � ζρpζ2q, r̆pζq � �ζρpζ2q (5.1.13)

and the Schwarz-invariant contour Σ1 given by Figure 5.2 where

Σ �
4¤
j�1

Σj

Σ1 � Σ
¤
t�γiuni�1

¤
t�γ�i uni�1

find a matrix-valued meromorphic function Mpx, ζq with the following properties:

(i) (Analyticity) Mpx, zq is analytic in CzΣ1 and has continuous boundary values M� on
Σ1 and M� satisfy

M�px, ζq �M�px, ζqvxpζq
where on Σ

vxpζq �
�� 1 � rpζqr̆pζq e�2ixζ2rpζq

�e2ixζ2 r̆pζq 1

�

with

r̆pζq � �rpζq (5.1.14)

63



and

vxpζq �

$''''''''''&''''''''''%

�� 1 0

ci e
2ixζ2

ζ 	 ζi
1

�
 ζ P �γi,

��� 1
ci e

�2ixζ2

ζ 	 ζi
0 1

��
 ζ P �γ�i

(ii) (Normalization)

A. Mpx, ζq � I �Opζ�1q as ζ Ñ 8.

B. Mpx, ζq � Opζ�1q as ζ Ñ 8.

Following the same approach in dealing with Problem 5.1.1, we can also obtain the
following Beals-Coifman solution to Problem 5.1.4:

µ �M�p1 � w�
x q�1 �M�p1 � w�

x q�1. (5.1.15)

where for ζ P Σ

µpx, ζq �

$'''''''''''''''''&'''''''''''''''''%

������
m�

11px, ζq
ăpζq m�

12px, ζq

m�
21px, ζq
ăpζq m�

22px, ζq

�����

��� 1 0

e2iζ2xr̆pζq 1

��

������

m�
11px, ζq

m�
12px, ζq
apζq

m�
21px, ζq

m�
22px, ζq
apζq

�����

��� 1 e�2iζ2xrpζq

0 1

��

(5.1.16)

and for ζ P �γi

µpx, ζq �

$''''''''''''''''''&''''''''''''''''''%

������
m�

11px, ζq
ăpζq m�

12px, ζq

m�
21px, ζq
ăpζq m�

22px, ζq

�����

�����

1 0

�ci e
2ixζ2

ζ 	 ζi
1

����

�������

m�
11px, ζq
ăpζq � ci e

2ixζ2m�
12px, ζq

ζ 	 ζi
m�

12px, ζq

m�
21px, ζq
ăpζq � ci e

2ixζ2m�
22px, ζq

ζ 	 ζi
m�

22px, ζq

������

��� 1 0

0 1

��
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and for ζ P �γi�

µpx, ζq �

$''''''''''''''''''&''''''''''''''''''%

�������
m�

11px, ζq
m�

12px, ζq
apζq � ci e

�2ixζ2m�
11px, ζq

ζ 	 ζi

m�
21px, ζq

m�
22px, ζq
apζq � ci e

�2ixζ2m�
21px, ζq

ζ 	 ζi

������

��� 1 0

0 1

��

������

m�
11px, ζq

m�
12px, ζq
apζq

m�
21px, ζq

m�
22px, ζq
apζq

�����

�����

1
ci e

�2ixζ2

ζ 	 ζi

0 1

����

In analogy to Problem 5.1.1 we can deduce the the following Beals-Coifman integral

equation for Problem 5.1.4. For Type A normalization:

µ � I � Cwµ � I � C�
Σ1pµw�

x q � C�
Σ1pµw�

x q (5.1.17)

where I is the 2 � 2 identity matrix. And for Type B normalization:

µ � Cwµ � C�
Σ1pµw�

x q � C�
Σ1pµw�

x q (5.1.18)

In this case, for ζ P Σ

µ11px, ζq � � C�
Σ

�
µ12px, �qr̆p�qe2ixp�q2

�
pζq (5.1.19)

�
ņ

i�1

�
µ12px, ζiqci e2ixζ2i

ζ � ζi
� µ12px,�ζiqci e2ixζ2i

ζ � ζi

�

µ12px, ζq � C�
Σ

�
µ11px, �qrp�qe�2ixp�q2

�
pζq (5.1.20)

�
ņ

i�1

�
µ11px, ζiqci e�2ixζi

2

ζ � ζi
� µ11px,�ζiqci e�2ixζi

2

ζ � ζi

�

µ21px, ζq � � C�
Σ

�
µ22px, �qr̆p�qe2ixp�q2

�
pζq (5.1.21)

�
ņ

i�1

�
µ22px, ζiqci e2ixζ2i

ζ � ζi
� µ22px,�ζiqci e2ixζ2i

ζ � ζi

�

µ22px, ζq � C�
Σ

�
µ21px, �qrp�qe�2ixp�q2

�
pζq (5.1.22)

�
ņ

i�1

�
µ21px, ζiqci e�2ixζi

2

ζ � ζi
� µ21px,�ζiqci e�2ixζi

2

ζ � ζi

�
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and in order to close the system, we have

µ11px,�ζiq � �
»

Σ

µ12px, sqr̆psqe2is2x

s	 ζi

ds

2πi
(5.1.23)

�
ņ

k�1

�
µ12px, ζkqcke2iζ2kx

�ζi � ζk
� µ12px,�ζkqcke2iζ2kx

�ζi � ζk

�

µ12px,�ζiq �
»

Σ

µ11px, sqrpsqe�2is2x

s	 ζi

ds

2πi
(5.1.24)

�
ņ

k�1

�
µ11px, ζkqcke�2iζk

2
x

�ζi � ζk
� µ11px,�ζkqcke�2iζk

2
x

�ζi � ζk

�

µ21px,�ζiq � �
»

Σ

µ22px, sqr̆psqe2is2x

s	 ζi

ds

2πi
(5.1.25)

�
ņ

k�1

�
µ22px, ζkqcke2iζ2kx

�ζi � ζk
� µ22px,�ζkqcke2iζ2kx

�ζi � ζk

�

µ22px,�ζiq �
»

Σ

µ21px, sqrpsqe�2is2x

s	 ζi

ds

2πi
(5.1.26)

�
ņ

k�1

�
µ21px, ζkqcke�2iζk

2
x

�ζi � ζk
� µ21px,�ζkqcke�2iζk

2
x

�ζi � ζk

�

Again, to write down the integral equation (5.1.17) explicitly, we just add 1 to the RHS of
equation (5.1.19) (5.1.22) (5.1.23) and (5.1.26).

5.2 Equivalence of two RHPs

Definition 5.2.1. For fixed x and λ P R and tλiuni�1 � C�, we define the following two
n� 1 dimensional vectors:

ν1 � pν11px, λq,`itν11px, λiquq

ν2 � pν12px, λq,`itν12px, λiquq
We also define a Hilbert space X � L2

λpRq ` Cn.

We begin with the following change of variable formulas: for ζ P Σ

µ11px, ζq � ν11px, ζ2q, µ12px, ζq � ζν12px, ζ2q. (5.2.1)
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and for ζi P C��

µ11px, ζ iq � ν11px, ζ2

i q, µ12px, ζiq � ζiν12px, ζ2
i q. (5.2.2)

It is easy to see that

µ11px,�ζq � µ11px, ζq, µ12px,�ζq � �µ12px, ζq.

Lemma 5.2.2. For ν � pν1, ν2q a solution of the homogeneous Beals-Coifman equation
(5.1.3) i.e.

νpx, λq � rCWνs px, λq,
then ν11px, λq, ν12px, λq P L2pRq implies that µ11r, µ12r̆ given by (5.2.1) belong to L2pΣq X
L1pΣq.
Proof. We first notice that»

Σ

|µ11px, ζqrpζq|2 |dζ| �
» 8

0

|µ11px, tqrptq|2 � |µ11px,�tqrptq|2 (5.2.3)

� |µ11px, itqrpitq|2 � |µ11px,�itqrp�itq|2 dt
� 2

» 8

0

��ν11px, t2qtρpt2q
��2 � ��ν11px,�t2qtρp�t2q

��2 dt
�
» 8

�8
|ν11px, uqρpuq|2

a
|u|du

The improper integral above is convergent given ν11 P L2pRq and ρ P H2,2pRq.

Now we want to show that »
Σ

|µ12px, ζqr̆pζq|2 |dζ|   8. (5.2.4)

In this case we have»
Σ

|µ12px, ζqr̆pζq|2 |dζ| �
»

Σ

|ζ2 ν12px, ζ2qρpζ2q|2 |dζ|

� 2

» 8

0

��t2 ν12px, t2qρpt2q
��2 � ��t2 ν12px,�t2qρp�t2q

��2 dt
�
» 8

�8
|ν12px, uqρpuq|2|u|3{2du

Again, the improper integral above is convergent given ν12 P L2pRq and ρ P H2,2pRq. The
L1 boundedness is an easy consequence of the Cauchy-Schwarz inequality.

Lemma 5.2.3. For ν � pν1, ν2q a solution of the homogeneous Beals-Coifman equation
(5.1.3), define

µpx, ζq �
�� µ11px, ζq µ12px, ζq

µ21px, ζq µ22px, ζq

�
�
�� ν11px, ζ2q ζν12px, ζ2q

�ζν12px, ζ2q ν11px, ζ2q

�
 (5.2.5)
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and for i � 1, ..., n�� µ11px,�ζ iq µ12px,�ζiq

µ21px,�ζ iq µ22px,�ζiq

�
�

��� ν11px, ζ2

i q �ζiν12px, ζ2
i q

	ζ iν12px, ζ2
i q ν11px, ζ2

i q

��
 (5.2.6)

then µ solves integral equation (5.1.18).

Proof. We first build equations (5.1.19)-(5.1.22) from the homogeneous form of Equation
(5.1.4)-(5.1.9) using the change of variable given in (5.1.13). We first deal with the discrete
part of equations (5.1.4)-(5.1.9). Using change of variable formulas from (5.1.13), simple
computation gives us

ν11px, λiqCie�2iλix

λ� λi
� 1

ζ

�
µ11px, ζiqcie�2iζi

2
x

ζ � ζi
� µ11px,�ζiqcie�2iζi

2
x

ζ � ζi

�

and
ν12px, λiqCi λie2iλix

λ� λi
� µ12px, ζiqci e2iζ2i x

ζ � ζi
� µ12px,�ζiqci e2iζ2i x

ζ � ζi

So we get the discrete part of formula (5.1.19)-(5.1.22).

We can use the conclusion of the previous lemma and the change of variable formulas
(2.4.3) and (2.4.4) to deduce that

C�
R

�
ν12px, � qp � qρp � qe2ixp � q

	
pλq � C�

Σ

�
µ12px, �qp�qρpp�q2qe2ixp�q2

�
pζq (5.2.7)

� �C�
Σ

�
µ12px, �qr̆p�qe2ixp�q2

�
pζq

and

ζC�
R
�
ν11px, �qρp�qe�2ixp�q� pζ2q � C�

Σ

�
ν11px, p�q2qrp�qe�2ixp�q2

�
pζq (5.2.8)

� C�
Σ

�
µ11px, �qrp�qe�2ixp�q2

�
pζq

We use the fact that C�
R pfq � �C�

R pfq and the change of variable formula (5.1.13) to
deduce the following integral equations from (5.1.4) and (5.1.5)

µ22px, ζq � ν11px, ζ2q

� �C�
R

�
ν12px, � qp � qρp � qe�2ixp � q

�
pζ2q �

ņ

i�1

ν12px, λiqCi λie�2iλix

λ� λi

� C�
Σ

�
µ21px, � qrp � qe�2ixp � q2

�
pζq

�
ņ

i�1

�
µ21px, ζiqci e�2ixζi

2

ζ � ζi
� µ21px,�ζiqci e�2ixζi

2

ζ � ζi

�
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and

µ21px, ζq � �ζν12px, ζ2q

� ζC�
R

�
ν11px, � qρp � qe2ixp � q

�
pζ2q � ζ

ņ

i�1

ν11px, λiqCie2iλix

λ� λi

� �C�
Σ

�
µ22px, � qr̆p � qe2ixp � q2

�
pζq

�
ņ

i�1

�
µ22px, ζiqci e2ixζ2i

ζ � ζi
� µ22px,�ζiqci e2ixζ2i

ζ � ζi

�

Equations (5.1.23)-(5.1.26) can be derived by following the same approach.

Lemma 5.2.4. Suppose ν1, ν2 P L2
λpRq ` Cn solve Equation (5.1.3) then we can construct

solution Mpx, ζq to Problem 5.1.4 with Type B normalization such that M�px, � q P BCΣpL2q.
Proof. We construct the solution to Problem 5.1.4 in terms of µ11 and µ12. By (5.2.5) the
2 � 2 matrix µ in (5.1.15) has the following symmetry condition:

µ �
�� µ11 µ12

µ21 µ22

�
�
�� µ11px, ζq µ12px, ζq

�µ12px, ζq µ11px, ζq

�
 ζ P Σ (5.2.9)

As a consequence of the Plemelj formula, the solution Mpx, zq to Problem 5.1.4 is given by

Mpx, zq �
»

Σ1

µpx, sq pw�
x psq � w�

x psqq
s� z

ds

2πi
(5.2.10)

Combining the symmetry condition given by (5.2.9) with (5.1.16) we get the following bound-
ary condition:

M�px, ζq �
�� µ11px, ζq � µ12px, ζqe2ixζ2 r̆pζq µ12px, ζq

�µ12px, ζq � µ11px, ζqe2ixζ2 r̆pζq µ11px, ζq

�
 ζ P Σ (5.2.11)

M�px, ζq �
�� µ11px, ζq µ12px, ζq � µ11px, ζqe�2ixζ2rpζq

�µ12px, ζq µ11px, ζq � µ12px, ζqe�2ixζ2rpζq

�
 ζ P Σ (5.2.12)

Now we can appeal to Lemma 5.2.2 and the L2 boundedness of the Cauchy projection to
conclude that M�px, � q P BCΣpL2q.

Using the same reasoning in Lemma 5.2.3 and Lemma 5.2.4 we can also obtain the
following lemma:

Lemma 5.2.5. Suppose ν1 � 1, ν2 P L2pRq ` Cn, then we can construct solution Mpx, ζq to
Problem 5.1.4 with Type A normalization and M�px, � q � I P BCΣpL2q.
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Remark 5.2.6. The following proposition is an application of the Vanishing Lemma from
[26]. We give the details here for completeness.

Proposition 5.2.7. The solution to Problem 5.1.4 with Type B normalization given by
(5.2.10) is identically zero.

Proof. We first recall that the symmetry reduction condition for the entries of the transition
matrix is given as follows:

r̆pζq � �rpζq.
Thus for ζ P iR we compute

rpζq � �r̆pζq, �r̆pζq � rpζq

Taking complex conjugate of both terms above we get:

rpζq � �r̆pζq, �r̆pζq � rpζq

So we conclude that on iR
vpζq � vpζq: (5.2.13)

where : denotes complex conjugation and transpose of a given matrix. It is trivial that the
same equality holds on t�γi

��γ�i uni�1. So we conclude that (5.2.13) holds on Σ1zR.

Now we formulate the matrix-valued function: F pζq �MpζqMpζq: and we want to show
that » 8

�8
F�pζqdζ � 0. (5.2.14)

It is clear that F pζq is analytic in CzΣ by the Schwarz reflection principle. Now suppose
that ζ P CzR, then we have

F�pζq �M�pζqM�pζq:
�M�pζqvpζqpvpζq�1q:M�pζq:
�M�pζqM�pζq:
� F�pζq

where the third equality above comes from (5.2.13).

By Morera’s theorem F pζq is analytic for ζ P CzR. Since M�px, � q is L2 on R, F pζq is
integrable. Also we can write

Mpx, zq �
»

Σ1

µpx, sq pw�
x psq � w�

x psqq
s� z

ds

2πi

� 1

z

»
Σ1

s

s� z
µpx, sq �w�

x psq � w�
x psq

� ds

2πi

� 1

z

»
Σ1
µpx, sq �w�

x psq � w�
x psq

� ds

2πi
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so we have

Mpx, zq � O
�

1

z



, z P CzΣ

(5.2.14) follows from Cauchy’s theorem.

For ζ P R we have that

F�pζq �M�pζqM�pζq: �M�pζqvpζqM�pζq:

and
F�pζq �M�pζqM�pζq: �M�pζqvpζq:M�pζq:

and (5.2.14) we get » 8

�8
M�pζq

�
vpζq � vpζq:�M�pζq: � 0. (5.2.15)

where for ζ P R

vpζq � vpζq: � 2

�� 1 � |rpζq|2 e�2ixζ2rpζq

e2ixζ2rpζq 1

�
.
vpζq � vpζq: is positive definite since it is Hermitian and has positive eigenvalues. From

(5.2.15) we conclude that M�pζq � M�pζq � 0 on R. From Morera’s theorem we conclude
that Mpζq is analytic in a neighborhood of every point on R. Since Mpζq � 0 for ζ P R,
analytic continuation gives us that Mpζq � 0 holds all the way up to the first complex part
of Σ. Applying the jump condition on this part shows that M�pζq agree and and vanish.
We can apply the same argument to the remaining parts of Σ1 and conclude that Mpζq � 0
on the entire complex plane. This completes the proof.

Corollary 5.2.8. The homogeneous Beal-Coifman integral equation given by (5.1.3) has
only the trivial solution.

Proof. An immediate consequence of change of variable formula (5.2.1) and Proposition
5.2.7.

The following lemma is a standard result from [26]:

Lemma 5.2.9. If M is a solution to Problem 5.1.4 with M� � 1 P BCΣpL2q, then M is
unique.

5.3 Reconstruction of the Potential

In this section we show that the solution to Problem 5.1.4 with Type A normalization solves
a differential equation of the form (1.1.7) and obtain explicit formulas for Qpxq and P pxq
having the correct structure (see Remark 5.3.2).
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Proposition 5.3.1. The functions M� obey the differential equation (1.1.7) where M , P
and Q are constructed from the solution µ of (5.1.17) as follows:

Mpx, ζq � I �
»

Σ1

µpx, sq pw�
x psq � w�

x psqq
s� ζ

ds

2πi
(5.3.1)

Qpxq � � 1

2π
adσ

�»
Σ1
µpx, ζq �w�

x pζq � w�
x pζq

�
dζ



(5.3.2)

P pxq � Qpxqipadσq�1Qpxq (5.3.3)

Remark 5.3.2. We set
fpx, ζq � µpx, ζq �w�

x pζq � w�
x pζq

�
.

More explicitly

fpx, ζq �
�� �µ12px, ζqr̆pζqe2iζ2x µ11px, ζqrpζqe�2iζ2x

�µ22px, ζqr̆pζqe2iζ2x µ21px, ζqrpζqe�2iζ2x

�
 ζ P Σ (5.3.4)

fpx, ζq �

������
µ12px, ζqci e

2ixζ2

ζ 	 ζi
0

µ22px, ζqci e
2ixζ2

ζ 	 ζi
0

�����
 ζ P �γi (5.3.5)

fpx, ζq �

������
0 µ11px, ζqci e

�2ixζ2

ζ 	 ζi

0 µ21px, ζqci e
�2ixζ2

ζ 	 ζi

�����
 ζ P �γi� (5.3.6)

which, together with the formula (5.3.2), shows that

Qpxq �
�

0 qpxq
�qpxq 0



,

as required. Here

qpxq � � 1

π

»
Σ

e�2ixζ2rpζqµ11px, ζq dζ �
ņ

i�1

4iµ11px, ζiqcie�2iζ
2
i x (5.3.7)

We begin the proof with the following lemma:

Lemma 5.3.3. »
Σ1
snfpx, sqds �

»
Σ

snfpx, sqds�
»

Σ1zΣ
snfpx, sqds (5.3.8)

is diagonal when n is odd and off-diagonal when n is even.
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Proof. For the first term on the RHS of (5.3.8) note that when n is even (odd) , snfpx, sq is
odd (even) off-diagonal and even (odd) on-diagonal. We can deduce these relations from the
evenness (oddness) of the diagonal (off-diagonal) entries of µpx, ζq. Given the orientation
of the contour Σ1 as shown in Figure 5.2, the even (odd) terms integrate to zero while the
odd (even) terms persist. To deal with the second term, we can now use Cauchy integral
formula and the fact that µ11 , µ22 are even and that µ12 , µ21 are odd to arrive at the desired
conclusion.

Proof of Proposition 5.3.1. For ζ P Σ, let

vxpζq � e�ixζ
2 adσvpζq.

Differentiating the jump relation

M�px, ζq �M�px, ζqvxpζq

with respect to x and using the fact that adσ is a derivation, we compute

dM�
dx

� dM�
dx

vx �M�
��iζ2 adσpvxq

�
� dM�

dx
vx �M�

��iζ2 adσ
�pM�q�1M�

��
� dM�

dx
vx � iζ2 adσpM�qvx � iζ2 adσpM�q

We conclude that

d

dx
M�px, ζq � iζ2 adσpM�q �

�
d

dx
M�px, ζq � iζ2 adσpM�q



vx. (5.3.9)

Using the fact that

M�px, ζq � 1 � C� �µpx, � q �w�
x p � q � w�

x p � q
��

(5.3.10)

and Lemma 2.3.1(ii), we conclude that

iζ2 adσpM�qpx, ζq � i adσ
�
C� �p � q2fpx, � q�

� ζ

2πi

»
Σ1
fpx, sq ds� 1

2πi

»
Σ1
sfpx, sq ds

�
where fpx, ζq is given by (5.3.4). It follows from Lemma 5.3.3 and (5.3.4) that the matrix-
valued integral »

Σ

ζfpx, ζq dζ

is a diagonal matrix. Hence,

adσ

�»
Σ1
sfpx, sq ds



� 0.
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Hence defining Qpxq by (5.3.2), we have

iζ2 adσpM�qpx, ζq � i adσ
�
C� �p � q2fpx, � q��� ζQpxq. (5.3.11)

Note that Cauchy projection is bounded on L2 and ν11 � 1 P L2 for each fixed x. Through
change of variable and following the same argument given in Lemma 5.2.2 we can show that
the first term defines an L2 function of ζ for each x. Next, observe that, by (5.3.10) and
Lemma 2.3.1(i),

ζQpxqpM� � 1q � QpxqC� rp � qfpx, � qs �QpxqRpxq (5.3.12)

where Rpxq is given by

Rpxq � 1

2πi

»
Σ1
µpx, ζqpw�

x pζq � w�
x pζqq dζ

� ipadσq�1Qpxq

and the first right-hand term of (5.3.12) is an L2 function of ζ for each x.
Now define

W� � dM�
dx

� iζ2 adσpM�q � ζQpxqM�pxq �QpxqRpxqM�pxq.

By (5.3.10), (5.3.11), (5.3.12), and the identity

�ζQpxqM�pxq �QpxqRpxqM�pxq � �ζQpxq � ζQpxqpM� � 1q
�QpxqRpxq �QpxqRpxqpM� � 1q,

it now follows that pW�,W�q P BCΣpL2q for each fixed x. More explicitly,

W� � d

dx
C�rfpx, �qs � i adσ

�
C� �p � q2fpx, � q���Qpxq �C� pp � qfpx, � qq�

�QpxqRpxq �C� pp � qfpx, � qq�
Also

W� � W�vx,

and we can check that W px, zq has the same residue condition in the complex plane as
Problem 5.1.4. It follows from Proposition 5.2.7 that W� � W� � 0.

Recalling that we construct µ from ν � pν11, ν12q as in Proposition 5.2.3, we may use the
reconstruction formula (5.3.7), the change of variables formula (2.3.2), and the odd symmetry
of the integrand in (5.3.7) to conclude that

qpxq � � 1

π

»
R
e�2ixλρpλqν11px, λq dλ�

ņ

i�1

2iν11px, λiqCie�2iλix. (5.3.13)

We conclude this chapter with the derivation of the 1-soliton solution from Problem 5.1.1.
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5.4 1-soliton solution

Suppose ρpλq � 0 for all λ P R and ᾰ has only one zero λ1 in C�. Then (5.1.4) and (5.1.5)
become :

ν11px, λq � 1 � ν12px, λ1qλ1e
2iλ1xC1

λ� λ1

(5.4.1)

and

ν12px, λq � �ν11px, λ1qe�2iλ1xC1

λ� λ1

(5.4.2)

Since ν12 and ν11 are analytic in C� respectively, to close the system formed by (5.4.1) and
(5.4.2), we set λ � λ1 and λ � λ1 for ν11 and ν12 respectively to get

ν11px, λ1q � 1 � ν12px, λ1qλ1e
2iλ1xC1

λ1 � λ1

(5.4.3)

and

ν12px, λ1q � �ν11px, λ1qe�2iλ1xC1

λ1 � λ1

(5.4.4)

Now we can first solve for ν11px, λ1q to get ν12px, λq given in (5.4.2) and use the reconstruction
formula (5.3.13) to get the 1-soliton solution to equation (1.1.3):

qpxq � 8iη2e�2iλ1xC1

4η2 � e�4ηx|C1|2λ1

(5.4.5)

where
λ1 � ξ � iη

Using the notations of [12] , we set

λ1 � i∆2e�ipπ{2�γq � ∆2 cos γ � i∆2 sin γ, p0   γ   πq

and
C1 � 2

η

∆
e2iσ0e2ηx0 .

we obtain

qpxq � 4
iη

∆

e�2iσe2θ

e4θ � eiγ
(5.4.6)

where
θ � ηpx� x0q
σ � ξx� σ0

Using (33a) and (33b) of [12] we get

e�2iµ� � exp

�
i

» �8

x

|q|2dy


�
�
e4θ � eiγ

e4θ � e�iγ


2
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Now we invert the gauge transformation (1.1.2) to get the 1-soliton solution to Equation
(1.1.1)

upxq � qpxq exp

�
�i

» x

�8
|q|2dy



(5.4.7)

� qpxq exp

�
i

» 8

x

|q|2dy



exp

�
�i

» 8

�8
|q|2dy



� 4iη

∆

e�2ipσ�2γqe2θ

e4θ � e�iγ
e�iµ

�

� 4i∆ sin γ
e2θ e�2ipσ�2γq

e4θ � e�iγ
e
i
2
µ� e�

3
2
iµ�

� 4i∆ sin γ
e2θ e�2ipσ�2γq

rpe4θ � eiγqpe4θ � e�iγqs1{2 e
� 3

2
iµ�

The denominator of this expression simplifies to

e2θ
a
e4θ � e�4θ � eiγ � e�iγ �

?
2e2θ

a
coshp4θq � cos γ.

which leads to

upxq � 2
?

2i∆ sin γ
e�2ipσ�2γqa

coshp4θq � cos γ
e�

3
2
iµ� (5.4.8)

� 2
?

2i∆ sin γ
e�2ipσ�2γqa

coshp4θq � cos γ
exp

�
3i

4

» �8

x

|q|2dy



Remark 5.4.1. We notice that (5.4.6) and (5.4.7) differ from (31) and (33c) of [12] by a factor
of i. This is legitimate since we can multiply both sides of equations by i. (1.1.1) and (1.1.3).

5.4.1 Time Evolution

Recall the time dependence of the scattering data

ρt � �4iλ2ρ (5.4.9)

and for k � 1, 2, ..., N
dCk
dt

� �4iλ2
kCk (5.4.10)

For one-soliton solution (5.4.6) we can write the time dependent parameters θ and σ as

θ � ηpx� x0q � ∆2 sinpγq �x� rx0 � 4∆2 cospγqt� (5.4.11)

and
σ � ξx� σ0 � ∆2 cospγqx� rσ0 � 2∆4 cosp2γqt (5.4.12)

where
C1|t�0 � 2

η

∆
e2i�σ0e2η�x0
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We now write the soliton solution in the form of hyperbolic function. We first introduce
two parameters c and ω with |c|   2

?
ω. Denote c{2?ω � � cos γ, ∆ � ω1{4{?2 then

?
4ω � c2 � 2

?
ω sin γ � 4∆2 sinpγq

�
4ω � c2

?
ω


1{2
� 2ω1{4 sin γ � 2

?
2∆ sin γ (5.4.13)

and
c � �4∆2 cos γ

This gives

coshp4θq � cos γ � cosh
�?

4ω � c2px� rx0 � ctq
	
� c

2
?
ω

(5.4.14)

and

e�2iσ � exp
�
2i∆2pcos γqx� 2i rσ0 � 4i∆4pcos 2γqt� (5.4.15)

� exp i
�
ωt� 2 rσ0 � c

2
px� ctq

	
Now we have the following sech-form soliton:

upx, tq � iRpx� rx0 � ctq exp

�
iωt� i

c

2
px� ctq � 2i rσ0 � iγ � 3i

4

» x��x0�ct

�8
|Rpyq|2dy

�
(5.4.16)

with

Rpxq �
�

4ω � c2

?
ω


1{2
1b

coshp?4ω � c2xq � c
2
?
ω

. (5.4.17)

Also using gauge transformation (1.1.2) we have

qpx, tq � iRpx� rx0�ctq exp

�
iωt� i

c

2
px� ctq � 2i rσ0 � iγ � i

4

» x��x0�ct

�8
|Rpyq|2dy

�
(5.4.18)

We can see from (5.4.16) and (5.4.18) that both solitons have velocity �4ξ and amplitude
2
?

2η{|λ1|1{2.

Copyright c© Jiaqi Liu, 2017.
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Chapter 6 The Inverse Scattering Map

In this chapter we prove Theorem 1.3.8 by studying the RHP given by Problem 5.1.1 to
reconstruct q on p�a,8q for any a ¡ 0, and studying the RHP given by Problem 6.3.1 to
reconstruct q on p�8, aq for any such a. Recall the construction formula given by (1.2.20).
Let us write qpxq � q1pxq � q2pxq where

q1pxq � � 1

π

» 8

�8
ν11px, sqρpsqe�2isxds

q2pxq � �
¸
i

2iν�i pxqCie�2iλix

Direct computation gives

pq1qxx � 1

π

»
R
e�2iλx4λ2ρp1 � ν5q � 1

π

»
R
e�2iλxρpλq ��4iλν5x � ν5xx

�
(6.0.1)

x2q1pxq � � 1

4π

»
R
e�2iλxρ2p1 � ν5q � 1

4π

»
R
e�2iλx

�
2ρ1ν5λ � ρν5λλ

�
(6.0.2)

and

pq2qxx � �
¸
i

2i
�
ν�i pxq

�
xx
Cie

�2iλix �
¸
i

4λi
�
ν�i pxq

�
x
Cie

�2iλix (6.0.3)

�
¸
i

8iλ
2

i ν
�
i pxqCie�2iλix

x2q2pxq � �x2
¸
i

2iν�i pxqCie�2iλix (6.0.4)

where for (6.0.2) we used p�2iq�1pd{dλqe�2iλx � xe�2iλx and integrated by parts. From these
formulas and the mapping properties of the Fourier transform, we are going to obtain the
sufficient conditions for Lipschitz continuity of the map tρ, tλi, Ciuni�1u Ñ q.

We’ll make repeated use of the operator S given by the following formulas

S rhspx, λq � C�
R

�
C�

R
�
ρp � qhp � qe�2ixp � q� p�q�p�qρp�qe2ixp�q

	�
pλq (6.0.5)

� 1

2iπ2

» �8

0

e2iλξ

» 8

x

ppρ � phqpξ1qpρ 1pξ � ξ1q dξ1 dξ, h P L2

S r1spx, λq � C�
R

!
C�

R
�
ρp�qe�2ip�qx� p � qρp � qe2ip � qx

)
pλq (6.0.6)

� 1

2iπ2

» �8

0

e2iλξ

» 8

x

pρpξ1qpρ 1pξ � ξ1q dξ1 dξ.

These formulas follow from elementary properties of the Fourier transform and the fact that
C� act in Fourier representation as multiplication by the characteristic functions of R�.

78



Remark 6.0.1. The operator S is denoted A00B00 in Lemma 6.1.5 and the first term of K00

in (6.2.12). Different notations are used in different contexts.

For Problem 5.1.1 , we solve
ν71 � f7 �Krν71s (6.0.7)

for ν71px, � q P L2pRq ` Cn and f7 given by (6.2.8). Similarly, for Problem 6.3.1, we solve

ν̃71 � f̃
7 � K̃rν̃71s (6.0.8)

for ν̃7px, � q P L2pRq ` Cn. Let
Vn � S � pC� � C�qn

be the bounded open subset given in Definition 1.3.5. We will first prove:

Proposition 6.0.2. For any a ¡ 0, the map

pρ, tCi, λiuni�1q ÞÑ q (6.0.9)

defined by Problem 5.1.1 and the formula (5.3.13) on any bounded subset of Vn is a locally
Lipschitz continuous map from V to H2,2p�a,8q.

We give the proof of Proposition 6.0.2 in Section 6.2. By essentially identical arguments,
we may prove:

Proposition 6.0.3. For any a ¡ 0, the map

pρ̃, t rCi, λiuni�1q ÞÑ q̃ (6.0.10)

defined by Problem 6.3.1 and the formula (6.3.17) on any bounded subset of Vn is a locally
Lipschitz continuous map from V to H2,2p�8, aq.

Finally, we will prove:

Proposition 6.0.4. For any a ¡ 0, we have qpxq � q̃pxq for x P p�a, aq, so the maps
(6.0.9)–(6.0.10) together define a locally Lipschitz mapping I on any bounded subset of Vn

pρ, tCi, λiuni�1q ÞÑ q

with the property that I pRpqqq � q on U , an open neighborhood of 0 in H2,2pRq, and R�I � I
on V .

Before proving the propositions above, we first establish the mapping properties of the
operator S and estimates on the resolvent operator pI � S q�1 which will be extensively
used in the next section. We will need the Banach space

W0 �
!
f P L2pRq : pf, pf 1 P L1pRq

)
. (6.0.11)

in which H2,2pRq is compactly embedded.
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Lemma 6.0.5. Suppose that ρ P H2,2pRq then

(i) S , Sx, and Sxx are bounded operators on L2 with norm ¤ C }ρ}2
H2,2 where C is

independent of x.

(ii) The operator S is Hilbert-Schmidt with }S }HS ¤ C }ρ}2
H2,2 and

lim
xÑ8

}S }HS � 0

uniformly in bounded subsets of H2,2pRq.
(iii) For any a ¥ 0, the map

p�a,8q �W0 ÝÑ BpL2q
px, ρq ÞÑ S

is continuous.

Proof. (i) Let F denote the Fourier transform. From (6.0.5) we see that the operator FSF�1

has integral kernel

Kpξ, ξ2;xq �
» 8

x

pρ 1pξ � ξ1qpρpξ1 � ξ2q dξ1, ξ ¤ 0 (6.0.12)

up to trivial constants, so that��FpS ȟq��
L2 ¤ C }pρ}L1 }pρ1}L1 }h}L2 . (6.0.13)

The estimate (6.0.13) shows that }S }BpL2q is bounded by C }ρ}2
H2,2 and from (6.0.11), we

also have }S}BpL2q ¤ C }ρ}2
W0

. Differentiating (6.0.12) with respect to x we have

Kxpξ, ξ2;xq � �pρ 1pξ � xqpρpx� ξ2q (6.0.14)

so that
}Sx}BpL2q ¤ }Sx}HS ¤ }pρ 1}L2 }pρ}L2 .

Differentiating again we find

}Sxx}BpL2q ¤ }Sxx}HS ¤ }pρ 2}L2 }pρ}L2 � }pρ 1}2
L2 .

(ii) From (6.0.12) and integration by parts we have

Kpξ, ξ2;xq � �pρpξ � xqpρpx� ξ2q �
» 8

x

pρpξ � ξ1qpρ1pξ1 � ξ2q dξ1

� K1pξ, ξ2;xq �K2pξ, ξ2;xq
where ξ   0 and ξ1 ¥ x ¥ �a. Clearly

}K1}L2pR��Rq ¤
�» 8

x

|pρptq|2 dt
1{2
}pρ}L2 ¤ Cap1 � |x|q�1{2 }pρ}L2,1 }pρ}L2 . (6.0.15)
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Since |ξ1 � ξ| ¥ x and |ξ � ξ1| ¥ ξ1, we have

|pρpξ � ξ1q| ¤ Cap1 � |x|q�1{2p1 � |ξ1|q�3{2p1 � |ξ � ξ1|q2 |pρpξ � ξ1q|

It follows that
|K2pξ, ξ2q| ¤ Cap1 � |x|q�1{2 }pρ}L2,2 }pρ1}L2 (6.0.16)

The estimates (6.0.15)–(6.0.16) show that

}S }HS ¤ Cap1 � |x|q�1{2 }pρ}L2,2 }pρ}H1

which proves (ii).

(iii) Write S � Sx,ρ. Using the technique that proved (6.0.13) we have

}Sx,ρ1 �Sx,ρ2}BpL2q ¤ Ca p}pρ1 � pρ2}L1 }pρ11}L1 � }pρ2}L1 }pρ11 � pρ12}L1q (6.0.17)

uniformly in x ¥ �a. On the other hand, by (6.0.14) and Young’s inequality,

}BS {Bx}BpL2q ¤ C }pρ1}L1 }pρ}L1

so that
}Sx,ρ �Sy,ρ}BpL2q ¤ C|x� y|1{2 }pρ1}L1 }pρ}L1 . (6.0.18)

Combining (6.0.17) and (6.0.18) we obtain the claimed continuity.

Remark 6.0.6. Since all estimates in the proof of Lemma 6.0.5 are bilinear in ρ, it follows
that ρ ÞÑ S , ρ ÞÑ Sx, and ρ ÞÑ Sxx are locally Lipschitz maps from H2,2 to the bounded
operators on L2.

We can now construct the resolvent pI �S q�1 as a bounded operator on L2. Although
we do not obtain the kind of explicit integral representation we obtained for resolvents in
the direct problem, we are able to extend the resolvent family to a bounded operator on the
space L2pp�a,8q � Rq by the uniformity of the estimate (6.0.19) with respect to x.

Lemma 6.0.7. Suppose that ρ P H2,2pRq and a ¡ 0. The resolvent pI � S q�1 exists as a
bounded operator on L2 and

sup
x¥�a

��pI �S q�1
��
BpL2q ¤ C (6.0.19)

with C uniform in ρ in a fixed bounded subset of H2,2pRq. Moreover

sup
x¥�a

��pI �Sx,ρq�1 � pI �Sx,σq�1
��
BpL2q ¤ C }ρ� σ}H2,2 (6.0.20)

with C uniform in ρ, σ in a fixed bounded subset of H2,2pRq.
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Proof. The estimate (6.0.20) follows from (6.0.19) and the second resolvent identity. It
suffices to prove (6.0.19).

By Proposition 5.2.8, Lemma 6.0.5(ii), and Fredholm theory, the resolvent pI �Sx,ρq�1

exists for all px, ρq P R�H2,2pRq.
To bound the norm of the resolvent, fix a bounded subset B of H2,2pRq. By Lemma

6.0.5(ii), there is an R so that }Sx,ρ}BpL2q   1{2 for x ¥ R and all ρ P B. Thus pI �Sx,ρq�1

exists for all such px, ρq and }pI �Sx,ρq�1}BpL2q ¤ 2. To control the resolvent for px, ρq P
r�a,Rs � B, we note that r�a,Rs � B is a compact subset of R � X By Lemma 6.0.5(iii)
and the second resolvent formula, the map px, ρq Ñ pI �Sx,ρq�1 is a continuous map from
R�W0 to BpL2q. The continuous image of the set r�a,Rs �B is compact, hence bounded,
in BpL2q.
Remark 6.0.8. (i) The family of operators pI�Sx,ρq�1 for x ¥ �a defines a bounded operator
Rρ from L2pp�a,8q � Rq to itself by the formula

pRρfqpx, � q � pI �Sx,ρq�1fpx, � q.

By Lemma 6.0.7 the map ρ Ñ Rρ is locally bounded and locally Lipschitz continuous from
H2,2pRq to BpL2pp�a,8q � Rqq. (ii) Lemma 6.0.5(i) shows that S , Sx, and Sxx extend in
the same way to bounded operators on L2pp�a,8q �Rq to itself, Lipschitz continuous in ρ.

6.1 Uniform Resolvent Bound

The reconstruction procedure can be reduced in each case to solving an n� 1 vector-valued
integral equation . We will show that, by iteration, we can decouple the system (5.1.4)-(5.1.9)
into integral equations for

�
ν11,

 
ν�i � 1

(�
and

�
ν12,

 
ν�i

(�
. Let

X � L2pRq ` Cn.

We expect that the vectors

ν71 �
�
ν11 � 1, tν�i � 1u�

ν72 �
�
ν12, tν�i u

�
each belong to X. Now set Y � X `X and

ν7 �
�
ν71, ν

7
2

	
.

We expect that ν7 P Y . With respect to the direct sum decomposition Y � X ` X, the
system of equations (5.1.4)– (5.1.9) takes the form

ν7 � f �Kν7 (6.1.1)

where

K �
�

0 A
B 0



(6.1.2)
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and the operators A,B : X Ñ X are defined as follows. With respect to the decomposition
L2pRq ` Cn, write

A �
�
A00 A01

A10 A11



, B �

�
B00 B01

B10 B11



Denote by h a generic function in L2pRq and by thjunj�1 a generic n-tuple in Cn. Then

A00rhspλq � C�
�
hp � qp � qρp � qe2ip � qx

	
pλq (6.1.3)

A01rh1, . . . , hnspλq �
ņ

k�1

hkCkλke
2iλkx

λ� λk
(6.1.4)

A10rhs �
#» 8

�8

hpx, sqsρpsqe2isx

s� λj

ds

2πi

+n

j�1

(6.1.5)

A11rh1, . . . , hns �
#

ņ

k�1

hkCkλke
2iλkx

λj � λk

+n

j�1

(6.1.6)

and

B00rhspλq � C�
�
hp � qρp � qe�2ip � qx� pλqpλq (6.1.7)

B01rh1, . . . , hnspλq � �
ņ

k�1

hkCke
�2iλkx

λ� λk
(6.1.8)

B10rhs �
"» 8

�8

hpx, sqρpsqe�2isx

s� λj

ds

2πi

*n
j�1

(6.1.9)

B11rh1, . . . , hns � �
#

ņ

k�1

hkCke
�2iλkx

λj � λk

+
(6.1.10)

Boundedness of these operators on their respective spaces follows from the facts that ρ and
p � qρp � q belong to L8pRq, that the Cauchy projectors C� are bounded operators on L2, and
the explicit formulas.

The inhomogeneous term f is given by 0 ` f2 where

f2 �

�����������������

C�
�
ρp � qe�2ip � qx��°n

k�1

Cke
�2iλkx

λ� λk

» 8

�8

ρpsqe�2isx

s� λ1

ds

2πi
�

ņ

k�1

Cke
�2iλkx

λ1 � λk
...» 8

�8

ρpsqe�2isx

s� λn

ds

2πi
�

ņ

k�1

Cke
�2iλkx

λn � λk

����������������

. (6.1.11)

It will be useful to iterate (6.1.1) to obtain

ν7 � f �Kf �K2ν7 (6.1.12)
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since

K2 �
�
AB 0
0 BA



(6.1.13)

so that the system decouples into separate equations for ν71 and ν72. This means that it
suffices to solve the iterated equation for ν71, which yields functions ν11 and tν�i � 1u for the
reconstruction formula (5.3.13). We will prove that there exists a unique solution to (6.1.1)
using Fredholm theory and its connection to Problem 5.1.1; we will carry out estimates using
(6.1.12). Owing to the special structure of the problem, the resolvent pI �Kq�1 needed to
solve (6.1.1) exists if and only if the resolvent pI �K2q�1 needed to solve (6.1.12) exists.

Lemma 6.1.1. Suppose that X is a Banach space and A,B P BpXq are operators with the
property that AB and BA are compact. Let K be given by (6.1.2). Then kerpI�Kq is trivial
if and only if kerpI �K2q is trivial.

Proof. First, recall that if A and B are bounded operators, then pI � ABq�1 exists if and
only if pI�BAq�1 exists. Since AB and BA are compact it follows that kerpI�ABq is trivial
if and only if kerpI �BAq is trivial. Hence, kerpI �K2q is trivial if and only if kerpI �ABq
is trivial. Finally, a simple computation shows that the map

ψ ÞÑ pψ,Bψq

is an isomorphism from kerpI � ABq onto kerpI �Kq, so kerpI �Kq is trivial if and only if
kerpI � ABq is trivial.

We prove the existence of pI � K2q�1 in two steps. First, we show that kerpI � Kq is
trivial by exploiting the uniqueness of solutions for the Problem 5.1.1.

Lemma 6.1.2. kerpI �Kq is trivial.

Proof. See Corollary 5.2.8.

Lemma 6.1.3. The operator I �K2 is Fredholm on X.

Proof. It suffices to show that K2 is compact on X, or equivalently that AB and BA are
compact on Y . We give the argument for AB since the argument for BA is similar. In
Lemma 6.2.8, we will show that A00B00 is compact. Since all of the operators Aij, Bij with
pi, jq � p0, 0q are either finite-rank or bounded, and their products are all compositions of
bounded (finite rank) operators with finite rank (bounded) operators, thus compactness of
K2 is immediate.

Now we prove a uniform resolvent bound needed for the Lipschitz continuity of the inverse
scattering map. We will prove uniformity over sets of the following form.

Proposition 6.1.4. Fix a P R and a bounded subset of Vn as in Definition 1.3.5. Then,

sup
x¡�a

��pI �K2q�1
��
BpY q À a,Vn 1.

The first step is to obtain a large-x bound on the resolvent.
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Lemma 6.1.5. Fix a P R and a set Vn as in Definition 1.3.5. Then, there is a number
R ¡ 0 depending on Vn so that

sup
x¥R

��pI �K2q�1
��
BpY q À a,Vn 1

Proof. Our goal is to show that }AB} Ñ 0 as xÑ 8. Since

pI �BAq�1 � I �BpI � ABq�1A

and }A}BpXq, }B}BpXq are bounded uniformly in x for scattering data in S, it suffices to show

that pI � ABq�1 is uniformly bounded for large x. But

I � AB �
�� I � C00 �C01

�C10 I � C11

�

where

C00 � A00B00 � A01B10 C01 � A00B01 � A01B11

C10 � A10B00 � A11B10 C11 � A10B01 � A11B11.

The explicit form of C00, C01, C10 and C11 is given by (6.2.13)–(6.2.16) respectively. It is
shown in Lemma 6.0.5 that

lim
xÑ�8

}A00B00}BpL2pRqq � 0.

uniformly in ρ in a bounded subset of H2,2pRq From the explicit formulas, it is easy to see
that

}A01}LpCn,L2pRqq , }A11}LpCnq , }B01}LpCn,L2pRqq , }B11}LpCnq
vanish as xÑ 8 owing to the exponential decay in x of factors e2iλkx. On the other hand,

}A00}BpL2pRqq , }B00}BpL2pRqq , }A10}LpL2pRq,Cnq , }B10}LpL2pRq,Cnq

are all uniformly bounded for ρ in a bounded subset of H2,2 and tλuni�1 in a bounded subset
of C�. Thus it remains only to estimate }A10B00}LpL2pRq,Cnq. A single entry is given by

rpA10B00hqsj �
»

R

C� �hp�qρp�qe�2ixp�q� psq
s� λj

sρpsqe2isx ds

2πi

For h P L2pRq and z P C�, we have

1

2πi

»
R

1

s� z
hpsqds � � 1

2πi

»
R

1

s� z

�
C�h

� psqds
since I � C��C�, C�h is the boundary value of a function analytic in the upper half-plane,
and we may close the contour to show that the contribution from the C� term is zero. It
follows that

rpA10B00hqsj � CRrpA00B00qhspλjq
so that

|rpA10B00hqsj| ¤ cpImλjq }pA00B00qh}L2pRq
which goes to zero as xÑ 8 uniformly in ρ in a bounded subset of H2,2pRq and h P L2pRq
by Lemma 6.0.5.
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Next, we bound
sup

�a¤x¤R

��pI �K2q�1
��
BpXq

using a continuity-compactness argument. We will embed Vn in a compact subset of the
space Z0 � W0 � pC�qn � pC�qn where W0 is given by (6.0.11). The proof of Lemma 6.0.7
can easily be adapted to show that the map

r�a,8q � Z0 ÝÑ BpXq
px, pρ, tCkunk�1, tλkunk�1qq ÞÑ K

is continuous. By mimicking the arguments given there we can prove:

Lemma 6.1.6. Fix a P R, R ¡ 0, and a bounded subset of Vn as in Defintion 1.3.5. Then,

sup
�a¤x¤R

��pI �K2q�1
��
BpXq À a,R,Vn 1.

Proof of Proposition 6.1.4. An immediate consequence of Lemmas 6.1.5 and 6.1.6.

6.1.1 Lipschitz Continuity of the Resolvent

The resolvent pI �K2q�1 depends on x as parameter; we now use the notation pI �K2
xq�1

to emphasize this dependence. The operator K lifts to an operator K7 on the space

X7 � L2pr�a,8q, Xq (6.1.14)

via the formula �
K7F

� px, λq � rKxF px, � qs pλq.
Immediately from Proposition 6.1.4, we have

Proposition 6.1.7. Fix a P R and a set Vn as in Definition 1.3.5. Then��pI � pK7q2q�1
��
BpX7q À a,Vn 1

Denote by vn and v1n elements of the set Vn. We write K7 � K7pvnq to emphasize the
dependence of K7 on the scattering data. For vn � pρ, tCk, λkunk�1q define

}vn}S � }ρ}H2,2 � sup
1¤k¤n

|Ck| � sup
1¤k¤n

|λk|.

Lemma 6.1.8. The estimate��K7pvnq �K7pv1nq
��
BpX7q À a,vn }vn � v1n}Vn

holds.

We omit the proof, which is an easy consequence of the explicit formulae (6.1.3) – (6.1.10).
It is clear that a similar estimate holds for

��K7psq2 �K7ps1q2��BpX7q.
From Lemma 6.1.8, Proposition 6.1.7, and the second resolvent formula, we immediately

obtain:

Proposition 6.1.9. Fix a P R, c ¡ 0 and a set S as in Definition 1.3.4. Then, for any
s, s1 P S, ��pI �K7psq2q�1 � pI �K7ps1q2q�1

��
BpX7q À a,c,S }s� s1}S .
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6.2 Mapping Properties

From (6.1.12) we obtain an integral equation for ν5px, λq :� ν11px, λq � 1

ν71 � f7 �Krν71s (6.2.1)

In this case the operator K � AB where AB is given by (6.1.13) and

ν71 �
�
ν11 � 1, tν�i � 1u� � �

ν5px, λq, ν5px, λ1q ... ν5px, λnq
�T

We now use the preceding analysis to show that the reconstruction formula (1.2.20) defines
a continuous map from S � pC� � C�qn to H2,2pp�a,8qq.

We want to obtain the following two lemmas:

Lemma 6.2.1. Suppose that the maps

pρ, tλk, Ckunk�1q Ñ ν�i (6.2.2)

defined on a bounded subset of Vn are Lipschitz continuous. Then

pρ, tλk, Ckunk�1q ÞÝÑ q2

is Lipschitz continuous.

Lemma 6.2.2. Suppose that the following functions

ν11px, λq � 1, Bν11px, λq{Bx, B2ν11{Bx2, (6.2.3)

Bν11px, λq{Bλ, xλy�1B2ν11px, λq{Bλ2

are all Lipschitiz continuous maps from a bounded subset of Vn to L2pp�a,8q � Rq. Then
the map

pρ, tλk, Ckunk�1q ÞÝÑ q1

is Lipschitz continuous.

The proof of Lemma 6.2.1 and 6.2.2 follows directly from the expressions given in (6.0.1)–
(6.0.4).

To get the Lipschitz continuous maps (6.2.2) and (6.2.3) listed in Lemma 6.2.1 and
Lemma 6.2.2 we study the mapping properties of the integral equation (6.2.1) and also the
following equations involves derivatives in λ and x:

pν71qλ � f7λ � pKrν71sqλ (6.2.4)

xλy�1pν71qλλ � xλy�1f7λλ � xλy�1pKrν71sqλλ (6.2.5)

pν71qx � f7x �Kxrν71s �Krpν71qxs (6.2.6)
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pν71qxx � f7xx � 2Kxrpν71qxs �Kxxrν71s �Krpν71qxxs (6.2.7)

First, we show that the inhomogeneous term

f7 � Arf2s �
�
f 7px, λq f 7px, λ1q ... f 7px, λnq

�T
has the required properties. For scattering data

pρ, tλk, Ckunk�1q P S � pC� � C�qn

we give the explicit formulas:

f 7px, λq � f 71px, λq � f 72px, λq � f 73px, λq � f 74px, λq (6.2.8)

where

f 71px, λq �
¸
k

1

λ� λk

�
�
¸
j

Cje
�2iλjx

λj � λk
Ckλke

2iλkx

�

f 72px, λq �
¸
k

1

λ� λk

�»
R

ρpsqe�2ixs

s� λk

ds

2πi
Ckλke

2iλkx




f 73px, λq � �
¸
k

Cke
�2iλkxC�

�
p � qρp � qe2ixp � q

p � q � λk

�
pλq

f 74px, λq � C�
!
C� �ρp�qe�2ip�qx� p � qρp � qe2ip � qx

)
pλq

We can get f 7px, λjq, 1 ¤ j ¤ n, by substituting λj for λ P R and changing the corresponding
Cauchy projection C� to a Cauchy integral over the real line.

Lemma 6.2.3. For any fixed x P p�a,8q, f 7 given by (6.2.8) and indices i � 1, 2, 3, 4 and
1 ¤ j ¤ n we have that

f 7i px, λjq, Bf 7i px, λjq{Bx, B2f 7i px, λjq{Bx2

are all contained in some bounded set of C.

Lemma 6.2.4. For f 7 given by (6.2.8) and indices i � 1, 2, 3 and 1 ¤ j ¤ n we have that

f 7i px, λjq, Bf 7i px, λjq{Bx, B2f 7i px, λjq{Bx2

all belong to L2pra,�8q and

f 7i px, λq, Bf 7i px, λq{Bx, B2f 7i {Bx2,

Bf 7i px, λq{Bλ, xλy�1B2f 7i px, λq{Bλ2
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all belong to L2pr�a,�8q � Rq. For f4 we have the following estimates:���f 74px, � q���
L2
λ

À p1 � |x|q�1 }ρ}H2,0 }ρ}L2 , (6.2.9a)���pf 74qx���
L2pp�a,8q�Rq

¤ }ρ}L2,1 }ρ}L2 (6.2.9b)���pf 74qxx���
L2pp�a,8q�Rq

¤ }ρ}L2,2 }ρ}L2,1 (6.2.9c)���pf 74qλpx, � q���
L2
λ

À p1 � |x|q�1 }ρ}H2 }ρ}H2,2 (6.2.9d)���x � y�1pf 74qλλpx, � q
���
L2
λ

À p1 � |x|q�1 }ρ}2
H2,2 (6.2.9e)

Remark 6.2.5. Since f7 and its derivatives are bilinear in the scattering data pρ, tλku, tCkuq,
the estimates used to prove the lemma above can easily be adapted to show that f7 and its
derivatives are Lipschitz continuous as a function of pρ, tλk, Ckunk�1q P S � pC� � C�qn.

Proof. We establish the inequalities (6.2.9a)-(6.2.9e) and the other part of the lemma is
trivial. It follows from (6.0.6) that, Fourier transforming in λ,

pf 74px, ξq � χ�
1

2π2i

» 8

x

pρ 1pξ � ξ1qzρpξ1q dξ1. (6.2.10)

Note that, in (6.2.10), ξ ¤ 0 and ξ1 ¥ x ¥ �a. We’ll sketch the proofs assuming a � 0 and
when a ¡ 0, we simply write » 8

x

�
» 0

x

�
» 8

0

and use the fact that |ξ � a| ¡ |ξ|. The same conclusions follow.
Using (6.2.10) and the inequality p1 � |x|q ¤ p1 � |ξ � ξ1|q, we easily recover (6.2.9a)

using
��pρ1��

L1 ¤ C
��pρ1��

L2,1 , Young’s inequality, and Plancherel’s theorem. Estimates (6.2.9b)
and (6.2.9c) follow by differentiating (6.2.10).

To prove (6.2.9d) it suffices to estimate
�� pf 74��L2,1 . Since 0 ¤ x ¤ |ξ1| and |ξ| ¤ |ξ1| ¤ |ξ�ξ1|

we may estimate

p1 � |ξ|qp1 � |x|q
���xf 74λpx, ξq��� ¤ 1

2π2

» 8

x

p1 � |ξ � ξ1|q
���pρ 1pξ � ξ1q

��� p1 � |ξ1|q |pρpξ1q| dξ1.
and use Young’s inequality together with the estimate }xf 1pxq}L2 ¤ }f}H2,2 .

To prove (6.2.9e), we compute

pf 74qλλ � � 2i

π2

» 0

�8
e2iλξξ2

» 8

x

pρpξ1qpρ 1pξ � ξ1q dξ1 dξ (6.2.11)

� � 2i

π2

» 0

�8
e2iλξξ2 d

dξ

�» 8

x

pρpξ1qpρpξ � ξ1q


dξ1 dξ

� 2i

π2

» 0

�8
e2iλξ

�
2iλξ2 � 2ξ

� » 8

x

pρpξ1qpρpξ � ξ1q dξ1 dξ
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Following the pattern of the previous arguments, it is easy to see that���xλy�1pf 74qλλ
���
L2
λ

À p1 � |x|q�1 }ρ}2
H2,2

We now analyze the operator K, an pn� 1q � pn� 1q matrix form operator:

K �
�
K00 K01

K10 K11



(6.2.12)

where for fixed x

K00 : L2
λpRq Ñ L2

λpRq
K01 : Cn Ñ L2

λpRq
K10 : L2

λpRq Ñ Cn

K11 : Cn Ñ Cn

The operators Kij are as follows:

K00pν5q � C�
� 
C�

�
ν5px, �qρp�qe�2ip�qx� p � q( p � qρp � qe2ip � qx

�
pλq (6.2.13)

�
ņ

k�1

»
R

ν5px, sqρpsqe�2isx

s� λk

ds

2πi

λ� λk
λkCke

2iλkx

K01

�
ν5px, λ1q ... ν5px, λnq

� � �
ņ

k�1

C�
�
p � qρp � qe2ip � qx

p � q � λk

�
pλqν5px, λkqCke

�2iλkx (6.2.14)

�
ņ

j�1

�
ņ

k�1

λkCke
2iλkx

pλ� λkqpλk � λjq

�
ν5px, λjqCje

�2iλjx

K10pν5q is an n dimensional vector where the i-th entry is given by

»
R

C� �ν5px, �qρp�qe�2ixp�q� psq
s� λi

sρpsqe2isx ds

2πi
�

ņ

k�1

»
R

ν5px, sqρpsqe�2isx

s� λk

ds

2πi

λi � λk
λkCke

2iλkx

(6.2.15)
K11

�
ν5px, λ1q ... ν5px, λnq

�
is an n dimensional vector where the i-th entry is given by

�
ņ

k�1

»
sρpsqe2isx

ps� λkqps� λiq
ds

2πi
ν5px, λkqCke

�2iλkx �
ņ

j�1

�
ņ

k�1

λkCke
2iλkx

pλi � λkqpλk � λjq

�
ν5px, λjqCje

�2iλjx

(6.2.16)
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Since

pI �K2q�1 �
� pI � ABq�1 0

0 pI �BAq�1



and K � AB, the following lemma is an immediate consequence of Proposition 6.1.9.

Lemma 6.2.6. For fixed x, pI � Kq�1 exists as a bounded operator on the space X �
L2
λpRq ` Cn to itself by the formula

pRsfqpx, �q � pI �Kq�1fpx, �q
and

sup
xPp�a,8q

}pI �Kq�1}BpXq Àρ,λk,Ck 1 (6.2.17)

such that
}ν71px, � q}L2pRq`Cn ¤ C}f 7px, q}L2pRq`Cn (6.2.18)

for a fixed C uniform in x P r�a,8q. Moreover, we can estimate the mixed norm on the
space X7 given by (6.1.14)

}ν71}2
X7 ¤ CS

» 8

�a
}f 7px, � q}2

L2pRq`Cndx (6.2.19)

Remark 6.2.7. By Lemma 6.2.6 the map pρ, tλk, Ckunk�1q ÞÑ pI�Kq�1 is locally bounded and
locally Lipschitz continuous from S � pC� � C�qn to BpXq
Lemma 6.2.8. Fix a ¥ 0. The maps ρ Ñ ν5λ and ρ Ñ xλy�1ν5λλ are Lipschitz continuous
from H2,2pRq to L2pp�a,8q � Rq.
Proof. By the integral equation (6.2.1) and the estimates (6.2.9a)–(6.2.9e), it suffices to show
that the maps ρ Ñ pS ν5qλ and ρ Ñ pS ν5qλλ are Lipschitz continuous. From the identity
(6.0.5), we compute (up to trivial constants)

FpS rhsλqpx, ξq � ξ

» 8

x

�pρ � ph	 pξ1qpρ 1pξ � ξ1q, dξ1 (6.2.20)

� ξppρ � phqpxqpρpξ � xq � ξ

» 8

x

ppρ 1 � phqpξ1qpρpξ � ξ1q dξ1

where in the second step we integrated by parts. The first right-hand term in (6.2.20) has
L2pp�a,8q �Rq-norm estimated by }pρ}L1 }h}L2 }pρ 1}L2,1 . To estimate the second right-hand
term in (6.2.20) we note that����ξ » 8

x

ppρ 1 � phqpξ1qpρpξ � ξ1q dξ1
���� ¤ » 8

x

|ppρ 1 � phqpξ1q| |ξ � ξ1| |ρ̂pξ � ξ1q| dξ (6.2.21)

since ξ and ξ1 have opposite sign. By Young’s inequality, the right-hand side of (6.2.21) has
L2pp�a,8q � Rq-norm estimated by }pρ 1}L1 }pρ}L2,1 }h}2. Hence����BS rhs

Bλ
����
L2pp�a,8q�Rq

¤ C }pρ 1}L1 }pρ}H2,2 }h}L2 .
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Applying this estimate with hpλq � ν5 we see that pBS rν5s{Bλ P L2pp�a,8q � Rq. The
Lipschitz continuity of ν5 in ρ together with the bilinear estimates above show that ρ Ñ
BS rν5s{Bλ is Lipschitz.

To study xλy�1B2S rν5s{Bλ, we use the same integration by parts trick used in (6.2.11)
to conclude that�B2pS rν5sq

Bλ2



px, λq � 2i

π

» 0

�8
e2iλξp2iλξ2 � 2ξq

» 8

x

ppρ 1 � ν5qpξ1qpρpξ � ξ1q dξ1 dξ.

By the Plancherel theorem, it suffices to bound the L2pp�a,8q � Rq-norm of the function

Gpx, ξq � p1 � |ξ|q2
» 8

x

ppρ 1 � ν5qpξ1qpρpξ � ξ1q dξ1.

As ξ   0 and ξ1 ¥ x we may estimate

|Gpx, ξq| ¤
» 8

x

|ppρ 1 � pν5qpξ1q| p1 � |ξ � ξ1|q2q|pρpξ � ξ1q| dξ1.

By Young’s inequality we get

}Gpx, � q}L2pRq ¤ }pρ 1}L1

��� pν5���
L1
}pρ}L2,2

where ��� pν5���
L1
¤ }xξypν5}L2 ¤ }pν5}L2 �

����Bν5Bλ
����
L2

which gives the desired estimate.

Lemma 6.2.9. The maps pρ, tλk, Ckunk�1q ÞÑ pν71qλ and pρ, tλk, Ckunk�1q ÞÑ xλy�1pν71qλλ are
Lipschitz continuous from S � pC� � C�qn to X7.

Proof. For integral equations (2) and (3) by computing the derivatives in λ we get

ν5px, λqλ � fpx, λqλ �K00pν5qλ �K01

�
ν5px, λ1q ... ν5px, λnq

�
λ

xλy�1ν5px, λqλλ � xλy�1fpx, λqλλ � xλy�1K00pν5qλλ
� xλy�1K01

�
ν5px, λ1q ... ν5px, λnq

�
λλ

We notice that the operator K01 contains the following:

C�
�
p � qρp � qe2ip � qx

p � q � λk

�
pλq � 1

π

» �8

0

e2iλζphpζ � xqdζ

where

hpsq � s ρpsq
s� λk
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Taking the second derivative with respect to λ we get

� 4

π

» �8

0

e2iλζζ2 phpζ � xqdζ

By Plancheral’s theorem, to evaluate the L2 norm we look at

}p � q2php � � xqχ�}L2

If x ¥ 0, then we have

}p � q2php � � xqχ�}L2 ¤ }p � � xq2php � � xqχ�}L2 À }ρ}H2,2

If �a   x   0, we use the inequality:

p|ζ � x| � |a|q2 ¥ |ζ � pa� xq|2 ¥ |ζ|2

Using Lemma 6.2.4, the conclusion ν5 P L2pp�a,�8q � Rq from Lemma 6.2.6 and Lemma
6.2.8 we conclude that ν5px, λqλ and xλy�1ν5px, λqλλ both belong to L2pra,�8q � Rq. The
derivatives of the remaining components of ν71 with respect to λ are all zero.

Now we turn to equation (6.2.6) and equation (6.2.7). We only need to show that the
inhomogenous terms belong to L2

λ ` Cn.

Proposition 6.2.10. Suppose that ρ P S and tCkunk�1 and tλkunk�1 in some bounded set
of C. Then for any x P p�a,8q, Kx and Kxx are bounded operators on L2

λ ` Cn and the
operator norm is uniform in x.

Proof. The study of the boundedness of the derivatives in x variables of those operators
given by (6.2.13)-(6.2.16) only requires the analysis of the mapping properties of Cauchy
projection C� from (6.2.15). The analysis of other parts of the operators is either trivial or
has been done in Paper I. For fixed x and some h P L2pRq, we have

C� �hp � qρp�qe�2ixp�q� psq � 1

π

» 8

0

�
ĥp � q � ρ̂p � � xq

�
pξqe2iξsdξ (6.2.22)

Computing the first and second order derivative of x, we get

C� �hp � qρp�qe�2ixp�q�
x
psq � 1

π

» 8

0

�
ĥp � q � ρ̂1p � � xq

�
pξqe2iξsdξ (6.2.23)

C� �hp � qρp�qe�2ixp�q�
xx
psq � 1

π

» 8

0

�
ĥp � q � ρ̂2p � � xq

�
pξqe2iξsdξ (6.2.24)

Using Plancherel’s identity we have��C� �hp � qρp�qe�2ixp�q�
x

��
L2 À }ĥ}L2}ρ̂1}L1 .

and ��C� �hp � qρp�qe�2ixp�q�
xx

��
L2 À }ĥ}L1}ρ̂2}L2 .
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In our case, we have h � ν5 and we know from Lemma 6.2.8 that

}ν̂5}L1 ¤ }xξypν5}L2 ¤
����Bν5Bλ

����
L2

� }ν̂5}L2

and the two terms on the right hand side both belong to X7 by Lemma 6.2.9.

Remark 6.2.11. Since all estimates in the proof of Proposition 6.2.10 are bilinear in the
scattering data pρ, tλk, Ckunk�1q, it follows that pρ, tλk, Ckunk�1q ÞÑ Kx and pρ, tλk, Ckunk�1q ÞÑ
Kxx are locally Lipschitz maps from S � pC� �C�qn to the bounded operators on L2

λ `Cn.

Lemma 6.2.12. The maps pρ, tλk, Ckunk�1q ÞÑ pν71qx and pρ, tλk, Ckunk�1q ÞÑ pν71qxx are Lips-
chitz continuous from S � pC� � C�qn to X7.

Proof. The conclusion follows from Lemma 6.2.6 and Lemma 6.2.10.

6.3 Proof of the Inverse Scattering Map

To reconstruct the potential q on the left, we use the standard trick of conjugating to a new
left RHP that gives good estimates on the inverse map for x   a. This RHP yields solutions
normalized so that limxÑ�8 Ñpx, zq � p1, 0q, and gives a stable reconstruction of q on any
interval p�8, aq. In this case, the jump matrix Jx across the real line is replaced by

J `xpλq � e�ixλ adσ

�� 1 ρ̃pλq

λρ̃pλq 1 � λ|ρ̃pλq|2

�
,
where

ρ̃pλq � ρ̃pζ2q � ζ�1b̆pζq{ăpζq (6.3.1)

and the jump matrices across the circles are replaced by

J `xpλkq �
�

0 C̃ke
�2iλkx

0 0



, J `xpλkq �

�
0 0

�C̃kλke2iλkx 0

�
(6.3.2)

To construct(6.3.1)-(6.3.2), we need to write ᾰ and α in terms of the reflection coefficient ρ.
Here we have to take into consideration the zeros of ăpζq � ᾰpλq. Since ᾰpλq and αpλq have
the simple zeros tλk : =pλkq ¡ 0uNk�1 and tλk : =pλkq   0uNk�1 respectively. we define:

γ̆pλq �
N¹
k�1

λ� λk
λ� λk

ᾰpλq, γpλq �
N¹
k�1

λ� λk

λ� λk
αpλq. (6.3.3)

γ̆pλq is analytic in the upper half plane where it has no zeros, while γ is analytic in the lower
half plane where it has no zeros. Also γ̆ and γ Ñ 1 as |λ| Ñ 8 in the respective half planes.
And both γ̆ and γ have no zeros on the real line.

Therefore we have

log γ̆pλq �
» �8

�8

log γ̆pξq
ξ � λ

dξ

2πi
,

» �8

�8

log γpξq
ξ � λ

dξ

2πi
� 0 =pλq ¡ 0
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and

log γpλq � �
» �8

�8

log γpξq
ξ � λ

dξ

2πi
,

» �8

�8

log γ̆pξq
ξ � λ

dξ

2πi
� 0 =pλq   0.

Subtracting these equations from one another and using (6.3.3), we obtain

log ᾰpλq �
Ņ

k�1

log

�
λ� λk

λ� λk



�
» �8

�8

log pγpξqγ̆pξqq
ξ � λ

dξ

2πi
, =pλq ¡ 0 (6.3.4)

and

logαpλq �
Ņ

k�1

log

�
λ� λk
λ� λk



�
» �8

�8

log pγpξqγ̆pξqq
ξ � λ

dξ

2πi
, =pλq   0 (6.3.5)

From ᾰpξqαpξq � γ̆pξqγpξq and the fact that that ᾰpξqαpξq � p1 � ξ|ρpξq|2q�1
, (6.3.4) and

(6.3.5) can be written as

log ᾰpλq �
Ņ

k�1

log

�
λ� λk

λ� λk



�
» �8

�8

logp1 � ξ|ρpξq|2q
ξ � λ

dξ

2πi
, =pλq ¡ 0, (6.3.6)

logαpλq �
Ņ

k�1

log

�
λ� λk
λ� λk



�
» �8

�8

logp1 � ξ|ρpξq|2q
ξ � λ

dξ

2πi
, =pλq ¡ 0. (6.3.7)

Taking exponential on both sides we obtain:

ᾰpλq �
N¹
k�1

λ� λk

λ� λk
exp

�
�
» �8

�8

logp1 � ξ|ρpξq|2q
ξ � λ

dξ

2πi



(6.3.8)

αpλq �
N¹
k�1

λ� λk
λ� λk

exp

�» �8

�8

logp1 � ξ|ρpξq|2q
ξ � λ

dξ

2πi



(6.3.9)

A straightforward computation shows that the jump matrices (4.2.4) and (4.2.5) are related
by

J `xpλq �
�
αpλq 0

0 αpλq�1



Jrxpλq

�
ᾰpλq 0

0 ᾰpλq�1



, λ P R.

We now derive C̆k in (6.3.2) from the set of scattering data tρ, λk, Cku of the right RHP.
Recall that for the right RHP,

N�
r px, λq �

�
n�11px, λq
ᾰpλq , n�12px, λq



N�
r px, λq �

�
n�11px, λq,

n�12px, λq
αpλq



If ᾰpλkq � 0, then

n�11px, λkq � Bkλkn
�
12px, λkqe2iλkx (6.3.10)

n�12px, λkq � �Bkn
�
11px, λkqe�2iλkx (6.3.11)
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and we have the norming constant

Ck � Bk

ᾰ1pλkq
For the left RHP, we have

N�
l px, λq �

�
n�11px, λq,

n�12px, λq
ᾰpλq



N�
l px, λq �

�
n�11px, λq
αpλq , n�12px, λq



Thus

Resλ�λkN
�
l px, λq �

1

ᾰ1pλkq
�
0, n�12px, λkq

�
� e�2iλkx

Bkλkᾰ1pλkq
�
0, n�11px, λkq

�
and

Resλ�λkN
�
l px, λq �

1

α1pλkq
�
n�11px, λkq, 0

�
� � e2iλkx

Bkα1pλkq
�
n�12px, λkq, 0

�
We now define

C̃k � 1

Bkᾰ1pλkq �
1

Ck pᾰ1pλkqq2
(6.3.12)

Now we arrive at the following left Riemann-Hilbert problem:

Problem 6.3.1. Fix x P R and let pρ̃, tλk, C̃kunk�1q such that ρ̃ P S and for i � 1, ...n,

λi P C�, C̃i P C�. Find a vector-valued function rNpx, � q with the following properties:

(i) (Analyticity) Ñpx, zq is an analytic function of z for z P CzΛ where

Λ � RY tΓ1, ...,Γn,Γ
�
1 , ...,Γ

�
nu

(ii) (Normalization) rNpx, zq � p1, 0q �Opz�1q as z Ñ 8.

(iii) (Jump condition) For each λ P Λ, rN has continuous boundary values rN�pλq as z Ñ λ
in C�. Moreover, the jump relationrN�px, λq � rN�px, λqJ lxpλq
holds, where for λ P R

J lxpλq � e�iλx adσ

�� 1 ρ̃pλq

λρ̃pλq 1 � λ|ρ̃pλq|2

�
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and for λ P Γi Y Γ�
i

J lxpλq �

$''''''''''&''''''''''%

��� 1
rCie�2iλx

λipλ� λiq
0 1

��
 λ P Γi,

��� 1 0rCi e2ixλ

λ� λi
1

��
 λ P Γ�
i

We mention that solvability of Problem 6.3.1 is equivalent to the solvability of the fol-
lowing integral equation:

ν̃ � p1, 0q � Cw̃ν̃ � p1, 0q � C�
Λ pν̃w̃�

x q � C�
Λ pν̃w̃�

x q (6.3.13)

Suppose now that Npx, zq solves Problem 5.1.1 and for z P CzΛ let

rNpx, zq � Npx, zq
�� δpzq 0

0 δpzq�1

�
. (6.3.14)

where

δpzq �
#
ᾰpzq Imz ¡ 0

αpzq Imz   0
(6.3.15)

Then rN solves Problem 6.3.1. We recover q̃pxq from the formula

q̃pxq � lim
zÑ8

2iz rN12px, zq (6.3.16)

where the limit is taken in a direction not tangential to R. In terms of the Beals-Coifman
solution,

q̃pxq � � 1

π

»
R
e�2ixλρ̃pλqν̃11px, λq dλ�

¸
i

2iν̃11px, λiqC̃ie�2iλix. (6.3.17)

Lemma 6.3.2. For any x P R, qpxq � q̃pxq.
Proof. The solutions Npx, zq and rNpx, zq have large-z asymptotic expansions in CzR of the
form

Npx, zq � e1 � N�1pxq
z

�O
�

1

z2



, rNpx, zq � e1 �

rN�1pxq
z

�O
�

1

z2



while the function δpzq given by (6.3.15) satisfies

δpzq � 1 �O
�

1

z



.
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From these formulae, it is easy to see that

N12px, zq � rN12px, zq �O
�

1

z2



.

We now use the fact that the reconstruction formulas (5.3.13) for q and (6.3.17) for q̃ are
equivalent to the formulae

qpxq � lim
zÑ8

2izN12px, zq
q̃pxq � lim

zÑ8
2iz rN12px, zq

to conclude that q � q̃.

Define
I � qpxqχpxq � q̃pxqp1 � χpxqq

The map I is Lipschitz continuous from a bounded subset of Vn to H2,2.

Proposition 6.3.3. Suppose that q P Un.

(i) There exists at most one matrix-valued solution Mpx, zq, meromorphic for z P CzΣ, of
the problem

d

dx
Mpx, zq � �iz2 adσpMq � zQpxqM � P pxqM,

lim
xÑ�8

Mpx, zq � 1,

Mpx, zq is bounded as xÑ �8.

(ii) There exists at most one matrix-valued solution Mpx, zq, analytic for z P CzΣ, of the
problem

d

dx
Mpx, zq � �iz2 adσpMq � zQpxqM � P pxqM,

lim
xÑ�8

Mpx, zq � 1,

Mpx, zq is bounded as xÑ �8.

Proof. We prove (i) since the proof of (ii) is similar. Suppose that M1 and M2 are two such
solutions. It is easy to prove that there is a matrix Apzq with detApzq � 1 and

M1px, zq �M2px, zqe�iz2x adσApzq �M2px, zq
�� A11pzq A12pzqe�2iz2x

A21pzqe2iz2x A22pzq

�

Using the exponential blow-up of the factors e�iz

2x as xÑ 8 together with the asymptotic
conditions it is easy to see that A12pzq � A21pzq � 0 for z P CzΣ. We can then use the
asymptotic condition as xÑ �8 to show that A11pzq � A22pzq � 1. Hence M1 �M2.
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Proposition 6.3.4. For any vn belonging to a bounded subset of Vn, Ipvnq P Un and R � I
is the identity map. Moreover, the map R is one-to-one from U onto V .

Proof. For given vn P Vn we solve the Beals-Coifman integral equations for Problem 5.1.1 and
Problem 6.3.1 obtaining solutions ν and ν̃. By Lemma 5.2.3 of Chapter 5 we can construct
solutions µ and µ̆ to the Beals-Coifman integral equations for the corresponding RHP’s on
Σ. Now define

Mpx, zq � 1�
»

Σ1
µpx, ζq �w�

x pζq � w�
x pζq

� 1

ζ � z

dζ

2πi
,

M̃px, zq � 1�
»

Σ1
µ̃px, ζq �w̃�

x pζq � w̃�
x pζq

� 1

ζ � z

dζ

2πi
.

The functions M and M̃ solve (1.1.7) and are analytic in z P CzΣ1. Using the estimate
(6.2.9), the boundedness of pI � Kq�1,and the construction of µ from ν in (5.2.1)-(5.2.2),
it is easy to see that }µ� 1}L2 is bounded uniformly for x ¡ �a. Using this estimate, the
Riemann-Lebesgue lemma, and the formula

Mpx, zq � 1�
»

Σ1
pµpx, ζq � 1q �w�

x � w�
x

� 1

ζ � z

dζ

2πi

�
»

Σ1

�
w�
x � w�

x

� 1

ζ � z

dζ

2πi

we see that Mpx, zq Ñ 1 as x Ñ �8. A similar argument shows that M̃px, zq Ñ 1 as
xÑ �8. It now follows from (6.3.14) that Mpx, zq is bounded as xÑ �8. Hence, Mpx, zq
is the unique “right” Beals-Coifman solution for q � Ipvnq.

Let rpζq � ζρpζ2q, then M�px, ζq satisfy the jump relation

M�px, ζq �M�px, ζqvxpζq, vxpζq � e�ixζ
2 adσ

�� 1 � rpζqr̆pζq rpζq

�r̆pζq 1

�
,
This is equivalent to the statement that R � I � Id since the scattering data for the unique
Beals-Coifman solutions corresponds exactly to the input pρ, tCk, λkunk�1q.

Next, we prove that R is one-to-one. Suppose that q1 and q2 are potentials with Rpq1q �
Rpq2q. We can construct ”right” Beals-Coifman solutions M1 and M2 which both satisfy the
same jump relation. It follows that pM1�M2q� � pM1�M2q�vx and pM1�M2q� P BCpL2q
so that M1 �M2 by Lemma 5.2.7. But then the reconstruction formulas show that q1 � q2,
so R is one-to-one.

Proposition 6.3.5. For any a ¡ 0, we have qpxq � q̃pxq for x P p�a, aq, so the maps
(6.0.9)–(6.0.10) together define a locally Lipschitz mapping I on any bounded subset of Vn

pρ, tCk, λkunk�1q ÞÑ q

with the property that I pRpqqq � q on U , an open neighborhood of 0 in H2,2pRq, and R � I
is the identity map.
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Proof of Theorem 1.3.8. By Proposition 6.3.5, R � I extends to the identity map on V , and
R is one-to-one from U to V . Theorem 1.3.8 now follows.

Copyright c© Jiaqi Liu, 2017.
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Chapter 7 Inverse Scattering Solution to DNLS

The purpose of this chapter is to prove that the function

qpx, tq � I pΦt � pRq0qp � qq pxq (7.0.1)

gives a classical solution to (1.1.3) if q0 P SpRqXU where U is the spectrally determined set
in Theorem 1.3.2. Equation (8.1.3) from Section 8.1 is the zero-curvature representation
of (1.1.3) where q � qpx, tq:

ψx � �iζ2ψ � ζQpx, tqψ � P px, tqψ, (7.0.2)

ψt � �iζ4ψ � 2ζ3Qpx, tqψ � iζ2

� |q|2 0
0 �|q|2



ψ (7.0.3)

� iζ

�
0 qx
qx 0



ψ � i

4

� |q|4 0
0 �|q|4



ψ

� 1

2

� �qxq � qqx 0
0 �qqx � qxq



ψ.

Recall that a fundamental solution to this system is an invertible matrix-valued solution
ψpx, t, ζq. The computations in Section 8.1 imply the following criterion which is the key to
our analysis.

Lemma 7.0.1. Suppose that q0 P SpRq X U . Then q � qpx, tq P C8pR� Rq,

Qpx, tq �
�

0 qpx, tq
�qpx, tq 0



, P px, tq � i

2

� |qpx, tq|2 0
0 �|qpx, tq|2



,

and suppose that there exists a fundamental solution ψpx, t, ζq of the system (7.0.2)–(7.0.3)
for each ζ P Σ. Then qpx, tq is a classical solution of (1.1.3).

Our main result is:

Theorem 7.0.2. Suppose that q0 P SpRq X U . Then the function (7.0.1) is a classical
solution of (1.1.3).

Remark 7.0.3. From the continuity of the solution map (1.3.4), it follows that if q0 P SpRqXU ,
then the function (7.0.1) is a strong solution of (1.1.3).

By Lemma 7.0.1, it suffices to construct a fundamental solution for (7.0.2)–(7.0.3). We
will do so using the RHP.

Suppose that M� solve the RHP

M�px, t, ζq �M�px, t, ζqeitθ adpσqvpζq (7.0.4)

M� � I P BCΣpL2q
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where

vpζq �
�� 1 � rpζqr̆pζq rpζq

�r̆pζq 1

�
, ζ P Σ

vpζq �

$''''''''&''''''''%

�� 1 0
ci

ζ 	 ζi
1

�
 ζ P �γi,

�� 1
ci

ζ 	 ζi
0 1

�
 ζ P �γ�i

θpx, t, ζq � �
�
ζ2x

t
� 2ζ4

	
In terms of the transition matrix

T pζq �
�
apζq b̆pζq
bpζq ăpζq



we have rpζq � b̆pζq{apζq, and we have used the symmetries

ăpζq � apζq, b̆pζq � �bpζq.

We also have ap�ζq � apζq, bp�ζq � �bpζq so that rpζq is odd. We have the factorization
v � pI � w�q�1pI � w�q where

w� �
�

0 rpζq
0 0



, w� �

�
0 0

�r̆pζq 0



(7.0.5)

We define
w�
x,tpζq � eitθ adσw�pζq, (7.0.6)

so that
Bw�

x,t

Bx � �iζ2 adσpw�
x,tq,

Bw�
x,t

Bt � �iζ4 adσw�
x,t. (7.0.7)

Proposition 7.0.4. Suppose that M� solve the RHP (7.0.4). Let

Qpx, tq � � 1

2π
adσ

�»
Σ1
µ
�
w�
x,t � w�

x,t

��

P px, tq � iQpx, tqpadσq�1Qpx, tq � i

2

�� |q|2 0

0 �|q|2

�
.
Then M� are fundamental solutions for the Lax equations

BM�
Bx � �iζ2 adσpM�q � ζQpxqM� � P pxqM�, (7.0.8)
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BM�
Bt px, t, ζq � �2iζ4 adσpM�q � Apx, t, ζqM�px, t, ζq (7.0.9)

where

Apx, t, ζq � 2ζ3

�� 0 q

�q 0

�
� iζ2

�� |q|2 0

0 �|q|2

�
� iζ

�� 0 qx

qx 0

�
 (7.0.10)

� i

4

�� |q|4 0

0 �|q|4

�
� 1

2

�� �qxq � qqx 0

0 �qqx � qxq

�

Proof. We have already shown in Proposition 5.3.1 that, for each fixed t, M� obeys (7.0.8).
In Section 8.2, we show that (7.0.9) also holds. Straightforward computation then shows
that the functions ψ� �M�eitθσ obey (7.0.2)–(7.0.3).

The proof of Theorem 7.0.2 is an immediate consequence of Proposition 7.0.4 and Lemma
7.0.1.

Copyright c© Jiaqi Liu, 2017.
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Chapter 8 Supporting Calculations

8.1 Gauge Equivalence

In this section, we provide details about the correspondence between the gauge transforma-
tion relating solutions u and q of DNLS equations (1.1.1) and (1.1.3) (ε � �1) and a matrix
gauge transformation relating their respective Lax pairs pL,Aq and pL1, A1q.

We write v � u and r � q. We know from the original paper of Kaup and Newell [12]
that the DNLS equation (1.1.1) is equivalent to the zero-curvature condition 1

Lt � Ax � rL,As � 0 (8.1.1)

where the operators L and A are given by

L � �iζ2σ � ζUpxq,

A � p�iq
�
A11 A12

A21 �A11



.

Here U �
�

0 u
v 0



, while

A11 � 2ζ4 � ζ2uv

A12 � 2iζ3u� ζux � iζu2v

A21 � 2iζ3v � ζvx � iζuv2.

The zero-curvature representation (8.1.1)

Lt � Ax � rL,As � ζ

�� 0 ut � iuxx � pu2vqx
vt � ivxx � pv2uqx 0

�
� 0

gives the evolution equations
ut � iuxx � pu2vqx,
vt � �ivxx � pv2uqx.

(8.1.2)

Proposition 8.1.1. The zero-curvature representation associated to (1.1.3) has the form

L1t � A1
x � rL1, A1s � 0 (8.1.3)

where the Lax pair pL1, A1q is equivalent to pL,Aq through a matrix gauge transformation and

L1 � �iζ2σ � ζQpxq � P pxq

A1 � p�iq
�
A1

11 A1
12

A1
21 �A1

11


 (8.1.4)

1This terminology refers to a geometrical interpretation of (1.1.4) where the matrix operators L and A
are seen as connection coefficients.
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with

A1
11 � 2ζ4 � ζ2qr � 1

4
q2r2 � i

2
pqxr � qrxq

A1
12 � 2iζ3q � ζqx

A1
21 � 2iζ3r � ζrx .

(8.1.5)

Proof. A 2 � 2 matrix-valued function Gpx, tq defines a gauge transformation to a new Lax
pair

L1 � GLG�1 �GxG
�1 (8.1.6)

A1 � GAG�1 �GtG
�1. (8.1.7)

Indeed, if ψx � Lψ and ψt � Aψ, then the function Ψ � Gψ satisfies Ψx � L1Ψ and
Ψt � A1Ψ. We seek a gauge transformation in the matrix form

Gpx, tq �
�
eiϕ 0
0 e�iϕ



. (8.1.8)

A simple computation shows that

L1 � �iζ2σ � ζQ� P

where, setting
q � e�2iϕu, r � e2iϕv,

we have

Q �
�

0 q
r 0



, P �

� �iϕx 0
0 iϕx



.

We wish to choose ϕ so that2

P � iQpadσq�1Q �
� � i

2
qr 0

0 i
2
qr



.

It follows that

ϕpx, tq � 1

2

» x

�8
qr dy � 1

2

» x

�8
uv dy. (8.1.9)

We get A1 in the form A1 � p�iq
�
A1

11 A1
12

A1
21 �A1

11



with

A1
11 � 2ζ4 � ζ2qr � ϕt

A1
12 � 2iζ3q � ζuxe

2iϕ � iζq2r

A1
21 � 2iζ3r � ζvxe

�2iϕ � iζqr2 .

We can express uxe
�2iϕ and vxe

2iϕ in terms of q and r by differentiating the identities
u � e2iϕq and v � e�2iϕr to obtain

uxe
�2iϕ � qx � iq2r, vxe

2iϕ � rx � iqr2. (8.1.10)

2This condition insures that the RHP associated to the inverse scattering map will be properly normalized
for large scattering parameter.
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We compute ϕt using that u and v obey the equations (8.1.2)

ϕt �
�

1

2

» x

�8
uv dy



t

� i

2
puxv � uvxq � 3

4
pu2v2q � �1

4
q2r2 � i

2
pqxr � qrxq

Finally, a short computation shows that the condition L1t � A1
x � rL1, A1s � 0 gives the

following equations (in the order p11q, p12q, p21q, p22q of entries in the matrices):

� i
2
pqtr � qrtq � i

2

�
r2qqx � q2rrx

�� 1

2
prqxx � qrxxq � 0

qt � iqxx � q2rx � i

2
r2q3 � 0

rt � irxx � r2qx � i

2
r3q2 � 0

i

2
pqtr � qrtq � i

2

�
r2qqx � q2rrx

�� 1

2
prqxx � qrxxq � 0

In particular, the p12q and p21q equations hold, the p11q and p22q equations are vacuous. It
shows that (8.1.3) give a zero-curvature representation of (1.1.3), and that the transformation
(1.1.2) indeed maps solutions of (1.1.1) to solutions of (1.1.3).

8.2 Time-Evolution of Solutions to the RHP

We prove that the solutions M� of the RHP (7.0.4) solve equation (7.0.9), completing the
proof of Proposition 7.0.4. The computation is similar to that presented in the proof of
Proposition 5.3.1 except that now, we take into account the time evolution. We write

g�
.� h�

if
g� � h� � C�k, g� � h� � C�k for the same function k P L2pΣq.

Since the RHP (7.0.4) has a unique solution, we have:

Lemma 8.2.1. Suppose that G�
.� 0 and G� � G�vx,t. Then G� � G� � 0.

We will differentiate the jump relation in (7.0.4) and use a commutator formula to show
that the function

G� � BM�
Bt � Apx, t, ζqM� �M�p2iζ4σq

obeys G�
.� 0 and G� � G�vx,t, proving Proposition 7.0.4. A computation similar to that

leading to (5.3.9) gives

BM�
Bt � iζ4 adσpM�q �

�BM�
Bt � iζ4 adσM�



vx,t. (8.2.1)

We need to evaluate iζ4 adσpM�q modulo terms
.� 0. To this end, we use the commutator

formula (2.3.6)

ζmC� rf s pζq .� �
m�1̧

j�0

ζm�1�j fj
2πi

(8.2.2)

106



The function

fpx, t, ζq � µpx, t, ζq �w�
x,tpζq � w�

x,tpζq
� �

�� �r̆pζqµ12px, t, ζq rpζqµ11px, t, ζq

�r̆pζqµ22px, t, ζq rpζqµ21px, t, ζq

�

and its moments

fjpx, tq �
»

Σ1
ζjfpx, t, ζq dζ, j � 0, 1, 2, 3.

play a crucial role in the the computations since the solution of the RHP has the large-z
asymptotic expansion

Mpx, zq � 1� 1

z

f0

2πi
� 1

z2

f1

2πi
� . . . . (8.2.3)

By symmetry, f0 and f2 vanish on the diagonal, while f1 and f3 vanish off the diagonal, so
that in particular

adσpf1q � adσpf3q � 0. (8.2.4)

We recall the reconstruction formula�
0 q
�q 0



� � 1

2π
adσpf0q (8.2.5)

� � 1

π

»
Σ1

�
0 µ11px, ζqrpζqe�2is2x

�µ22px, ζqr̆pζqe2is2x 0



dζ

which implies

f0 � π

�
0 �q
�q 0



. (8.2.6)

The formula
M� � 1� C�f (8.2.7)

implies that

ζp1�M�q .� 1

2i

�
0 �q
�q 0



.� 1

2i

�
0 �q
�q 0



M� (8.2.8)

where the last step follows from the fact that M�
.� 1. In the course of the computations,

we will need to evaluate the off-diagonal matrix f2. It follows from (7.0.8) and the identity
f �M� �M� that

Bf
Bx � �iζ2 adσpfq � ζQpxqf � P pxqf.

Hence

d

dx
f0 �

»
Σ1

��iζ2 adσpfq � ζQpxqf � P pxqf� dζ
� �i adσpf2q �Qpxqf1 � P pxqf0. (8.2.9)

Lemma 8.2.2. The identity
BM�
Bt

.� 0. (8.2.10)

holds.
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Proof. Recall that M� � µp1 � w�
x,tq where wx,t is given by (7.0.6). Assume that r P SpΣq.

We claim that pBµ{Btqpx, t, � q P L2pΣq. If so, then (8.2.10) follows by differentiating (8.2.7).
We prove that pBµ{Btqpx, t, � q P L2pΣq using the Beals-Coifman integral equation satisfied

by µ
µ � 1� C�pµw�

x,tq � C�pµw�
x,tq � 1� Cwµ.

We obtain Bµ
Bt px, t, ζq � gpx, t, ζq � Cw

�Bµ
Bt



(8.2.11)

where

gpx, t, ζq � C�
�
µ
Bw�

x,t

Bt


� C�

�
µ
Bw�

x,t

Bt


.

Since µ�1 P L2pΣq and Bw�
x,t{Bt P L8pΣqXL2pΣq, it follows that gpx, t, � q P L2pΣq for each

px, tq, and eq. (8.2.11) for Bµ{Bt can be solved in L2pΣq.
From the commutator formula (8.2.2) (applying it successively for j � 4 and j � 3)

and the identity (8.2.4), we have

2iζ4 adσpM�q .� �ζ3 1

π
adσ rf0s � ζ

1

π
adσ rf2s (8.2.12)

.� 2ζ3QpxqM� � 2ζ3QpxqpI �M�q � ζ

π
adσ rf2s

.� 2ζ3QpxqM� � ζ2

πi
Qpxqf0 � ζ

πi
Qpxqf1 � Qpxq

πi
f2 � ζ

π
adσ rf2s

We wish to re-write the last four terms on the right-hand side of (8.2.12) as coefficients times
M�, modulo the equivalence relation. We will see that terms involving f1 cancel so we will
keep separate track of these. We have (using again the identity matrix 1 �M��p1�M�q)

ζ2

πi
Qpxqf0 � iζ2

� |q|2 0
0 �|q|2



M� � i

� |q|2 0
0 �|q|2


�
ζ2p1�M�q

�
(by (8.2.2), m � 2q .� iζ2

� |q|2 0
0 �|q|2



M�pxq

� i

� |q|2 0
0 �|q|2


�
ζ
f0

2πi
� f1

2πi

�
.� iζ2

� |q|2 0
0 �|q|2



M� � ζ

2

�
0 |q|2q

�|q|2q 0



M�

� ζ

2

�
0 |q|2q

�|q|2q 0



p1�M�q � 1

2π

� |q|2 0
0 �|q|2



f1

(by (8.2.2), m � 1q .� iζ2

� |q|2 0
0 �|q|2



M� � ζ

2

�
0 |q|2q

�|q|2q 0



M�

108



� i

4

� |q|4 0
0 �|q|4



M� � 1

2π

� |q|2 0
0 �|q|2



f1.

Collecting all the terms, we get

2iζ4 adσpM�q � 2ζ3QpxqM� (8.2.13)

�
� �iζ2|q|2 0

0 iζ2|q|2


M� � 1

2

�
0 ζ|q|2q

�ζ|q|2q 0



M�

.� 1

4

� �i|q|4 0
0 i|q|4



M� � 1

π
Qpxqpadσq�1Qpxqf1 � 1

πi
Qpxqζf1

� 1

πi
Qpxqf2 � ζ

π
adpσq rf2s

We are now able to simplify the right hand side of (8.2.13) using (8.2.9):

1

π
Qpxqpadσq�1Qpxqf1 � 1

πi
Qpxqf2

.� �1

2

� �qqx 0
0 �qqx



M� � i

4

� |q|4 0
0 �|q|4



M�

and

1

πi
Qpxqζf1 � ζ

π
adσ rf2s �

�
0 iζqx
iζqx 0



� 1

2

�
0 ζ|q|2q

�ζ|q|2q 0



.�
�

0 iζqx
iζqx 0



M� � 1

2

� �qxq 0
0 �qxq



M�

� 1

2

�
0 ζ|q|2q

�ζ|q|2q 0



M� � i

4

� |q|4 0
0 �|q|4



M�.

Eq. (8.2.13) now becomes the equivalence relation:

2iζ4 adσpM�q � 2ζ3QpxqM� (8.2.14)

�
� �iζ2|q|2 0

0 iζ2|q|2


M� � i

4

� |q|4 0
0 �|q|4



M�

�
�

0 iζqx
iζqx 0



M� � 1

2

� �qqx � qxq 0
0 �qqx � qxq



M�

.� 0 .

We combine (8.2.14) with Lemma 8.2.2 and Lemma 8.2.1 to obtain eq. (7.0.9) and conclude
the proof of Proposition 7.0.4.

Copyright c© Jiaqi Liu, 2017.
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