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CONTOURS FOR PLANAR CRACKS GROWING IN THREE DIMENSIONS

LOUIS MILTON BROCK

A three-dimensional dynamic steady state analysis for extension of a semi-infinite plane crack is considered. Fracture is brittle and driven by loads applied to the crack surfaces. An analytical solution is obtained, and examined in light of two criteria: energy release (rate) and strain energy density. Introduction of a quasipolar coordinate system allows, for each criterion, generation of a nonlinear first-order differential equation for the distance from the origin to any point on the crack edge. These in turn give insight into the crack contour generated by the crack edge. In particular, for loading by compressive point forces, the equation generated by the energy release (rate) criterion is solved exactly. Calculations depict a crack edge contour that tends to the rectilinear, but deviates markedly from that near the point forces.

Introduction

The author considers sliding contact in the 3D dynamic steady state by rigid dies in [Brock 2012; 2014a; 2014b; 2015]. Basic die shapes — sphere, ellipsoid, cone — are treated [Brock 2012; 2014a], but also more complicated shapes [Brock 2014a; 2014b; 2015] that preclude simple connectivity of the contact zone [Brock 2014b] or a single contact zone [Brock 2015]. These 3D studies demonstrate the sensitivity of contact zone contour to sliding speed, and show that contact zone shape does not necessarily replicate the projection of the die profile onto the half-space.

An analogous goal in fracture mechanics is to determine crack edge location. In 2D dynamic fracture, this requires an equation of motion for the crack tip [Freund 1990]. In a 3D study, such an equation must describe the crack contour defined by crack edge location. The paper, therefore, considers semi-infinite crack growth in an unbounded solid. For simplicity, the crack is assumed to (a) remain in its original plane, (b) be driven by crack surface loads that translate at constant subcritical speed in a fixed direction and (c) achieve a dynamic steady state.

While analogous, the study does not enjoy some features of [Brock 2012; 2014a; 2014b; 2015]: (a) die/half-space conformation is paramount in defining the solution, (b) the (valid) assumption of a “small” contact zone often allows conformation to be expressed in terms of polynomials and (c) solution of the conformation equation itself can be simplified under the same assumption, e.g. [Brock 2014a]. Prescribed geometrical properties do not in general define fracture criteria. Indeed, geometrical features (crack edge location, crack contour) are outputs. Therefore, approximations for the equation of crack edge location may be unrealistic.

The 3D analysis begins by considering the unmixed boundary value problem for a displacement discontinuity imposed over a semi-infinite plane area $A_C$ contained in an unbounded solid. The discontinuity vanishes along area boundary $C$, vanishes at infinite distances from it, and translates with $A_C$ at constant subcritical speed $V$ in a fixed direction. A dynamic steady state ensues and allows use of a translating
Cartesian basis. The transform solution is generated, but a quasipolar coordinate system is introduced in the inversion process. Expressions for traction on the plane of \( A_C \) lead to classical singular integral equations for the displacement discontinuity produced were \( A_C \) a crack subject to prescribed surface loads. Two fracture criteria are considered, and each leads to a nonlinear first-order differential equation for the distance from a fixed point in \( A_C \) to any point on (now) crack edge \( C \).

**Displacement discontinuity growth — governing equations**

Consider an unbounded, isotropic and linearly elastic solid. In terms of Cartesian basis \( x = x(x_k) \), semi-infinite planar region \((x_3 = 0, x_1 < 0)\) \( A_C \) is subject to discontinuity

\[
[u(u_k)] = U(U_k). \quad (1)
\]

Here \( k = (1, 2, 3) \), \([\ ]\) signifies a jump as travel from \( x_3 = 0^−\) to \( x_3 = 0^+\) occurs, \( u \) is the displacement field and \( U_k = U_k(x_1, x_2) \) discontinuity components. Region extension then occurs in the positive \( x_1\)-direction with constant subcritical speed \( V \). A dynamic steady state is achieved such that \( U \) does not change, and region boundary \( C \) assumes a fixed, albeit no longer rectilinear, profile. Displacement \( u(u_k) \) and traction \( T(\sigma_{ik}) \) are invariant in the moving frame of \( A_C \). Basis \( x \) is therefore translated with \( A_C \) so that \( u_k = u_k(x) \), \( U_k = U_k(x_1, x_2) \), \( \sigma_{ik} = \sigma_{ik}(x) \) and the time derivative can be written as \( -V \partial \). Here \( \partial_k \) signifies \( x_k\)-differentiation. For convenience \( x = 0 \) is located in the dislocation region, so that function \( \Im(x_1, x_2) = 0, \sqrt{x_1^2 + x_2^2} \neq 0 \) defines contour \( C \) and the region can be defined as \((x_1, x_2) \in A_C \). Both \( \Im \) and its gradient \( \nabla \Im \) are continuous, and any line passing through \( x = 0 \) in the \( x_1x_2\)-plane can cross \( C \) only once. For \( x_3 \neq 0 \), governing equations for \( u(u_k) \) can be written as [Brock 2012]

\[
\begin{align*}
\mathbf{u} &= \mathbf{u}_D + \mathbf{u}_S, \\
(\nabla^2 - c^2 \partial_1^2)\mathbf{u}_S &= 0, \quad \nabla \cdot \mathbf{u}_S = 0, \\
(c_D^2 \nabla^2 - c^2 \partial_1^2)\mathbf{u}_D &= 0, \quad \nabla \times \mathbf{u}_D = 0.
\end{align*} \quad (2)
\]

In (2) \( \nabla^2 \) is the Laplacian, and traction \( T \) is defined by

\[
\frac{1}{\mu} T = [(c_D^2 - 2)\nabla \cdot \mathbf{u}_D] \mathbf{1} + 2(\nabla \mathbf{u} + \mathbf{u} \nabla). \quad (3)
\]

Term \( \mathbf{1} \) is the identity tensor, and \((c, c_D)\) are dimensionless ratios

\[
c = \frac{V}{V_S}, \quad c_D = \frac{V_D}{V_S}. \quad (4)
\]

Here \((V, V_S, V_D)\) are, respectively, translation speed, shear wave speed, and dilatational wave speed, where

\[
c_D = \sqrt{\frac{2(1-v)}{1-2v}}, \quad V_S = \sqrt{\frac{\mu}{\rho}}. \quad (5)
\]

In (2)–(5), \((v, \mu, \rho)\) are Poisson’s ratio, shear modulus and mass density, and \( 1 < c_D \). In light of (1),
conditions for \( x_3 = 0 \) are

\[
[u_k] = U_k(x_1, x_2) \in A_C, \quad [u_k] = 0 (x_1, x_2) \notin A_C, \\
[\sigma_{3k}] = 0. 
\tag{6a}
\]

Components \( U_k \) are not specified, but must be finite and continuous for \((x_1, x_2) \in A_C\). Therefore \( U_k = 0 \) for \( \Im(x_1, x_2) = 0 \), and \((u, T)\) should remain finite for \( |x| \to \infty, \ x_3 \neq 0 \).

**General transform solution**

A double bilateral transform [Sneddon 1972] can be defined as

\[
\hat{F} = \iiint F(x_1, x_2) \exp(-p_1 x_1 - p_2 x_2) \, dx_1 \, dx_2. \tag{7}
\]

Integration is along the entire Re\((x_1)\) and Re\((x_2)\)-axes. Application of (7) to (2) gives

\[
\hat{u}_S = V \exp(-B|x_3|), \quad \hat{u}_D = U \exp(-A|x_3|), \\
p_1 V_1 + p_2 V_2 - B V_3 = 0, \quad U = (p_1, p_2, -A) U. 
\tag{8a}
\]

Terms \((B, A)\) are roots of the transforms of, respectively, (2b) and (2c), given by

\[
B = \sqrt{-D + c^2 p_1^2}, \quad A = \sqrt{-D + (c^2/c_D^2) p_1^2}, \quad D = p_1^2 + p_2^2. \tag{9}
\]

Equation (8) is bounded for \( x_3 \neq 0 \) if branch cuts are introduced so that Re\((B, A) \geq 0\) in the cut complex \((p_1, p_2)\)-planes. Application of (7) to (6) and substitution of (8) and (9) gives equations for \((U, V_1, V_2)\) in terms of transforms \( \hat{U}_k \). The solutions for \( x_3 \geq 0(+) \) and \( x_3 \leq 0(-) \) are given by (A.1). Expressions for traction \((\sigma_{33}, \sigma_{31}, \sigma_{32})\) in plane \( x_3 = 0 \) are also required and, in light of (3), (7) and (A.1), their transforms are given by (A.3).

**Transform inversion — general formulas**

In (6), inhomogeneous terms \((U_1, U_2, U_3)\) arise only for \((x_1, x_2) \in A_C\). In light of (A.3), therefore, the inversion operation corresponding to (7) gives \((\sigma_{33}, \sigma_{31}, \sigma_{32})\) for \( x_3 = 0 \) as linear combinations of expressions

\[
\iiint U_k(\xi_1, \xi_2) \frac{1}{2\pi i} \int dp_1 \frac{1}{2\pi i} \int P_k dp_2 \exp[p_1(x_1 - \xi_1) + p_2(x_2 - \xi_2)]. \tag{10}
\]

Here \( U_k(\xi_1, \xi_2) \) and \( P_k = P_k(p_1, p_2) \) is the corresponding coefficient. Double integration is over region \( A_C \), and single integration is over the entire \( \Im(p_1) \) and \( \Im(p_2) \)-axes. The form of (10) suggests definitions and transformations [Brock 2012]:

\[
p_1 = p \cos \psi, \quad p_2 = p \sin \psi, \\
\begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} \cos \psi & \sin \psi \\ -\sin \psi & \cos \psi \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad \begin{bmatrix} \xi \\ \eta \end{bmatrix} = \begin{bmatrix} \cos \psi & \sin \psi \\ -\sin \psi & \cos \psi \end{bmatrix} \begin{bmatrix} \xi_1 \\ \xi_2 \end{bmatrix}. \tag{11b}
\]
In (11), \( \text{Re}(p) = 0^+ \), \( |\text{Im}(p), x, y, \xi, \eta| < \infty \) and \( |\psi| < \pi/2 \). Parameters \((p, \psi), (x, \psi; y = 0)\) and \((\xi, \psi; \eta = 0)\) resemble quasipolar coordinate systems, i.e.,
\[
d\xi_1 d\xi_2 = |\xi| \, d\xi \, d\psi, \quad dp_1 dp_2 = |p| \, dp \, d\psi.
\] (12)

Use of (11) and (12) in (9) and (A.3) give
\[
D = p^2, \quad B = B\sqrt{-p^2}, \quad A = A\sqrt{-p^2}, \quad K = Kp^2,
\] (13a)
\[
B = \sqrt{1-c^2\cos^2\psi}, \quad A = \sqrt{1-(c^2/c_p^2)\cos^2\psi}, \quad K = c^2\cos^2\psi - 2.
\] (13b)

In light of (7) and conditions for contour function \( \Im \), (10) assumes the form
\[
\frac{1}{i\pi} \int P_k \, dp \, \int d\eta \frac{\partial}{\partial x} \int d\xi \frac{\partial U_k}{\partial \xi} (\xi, \eta) \frac{1}{2\pi i} \int \frac{|p|}{p} \frac{\sqrt{-p}}{\sqrt{p}} \, dp \exp(p(x - \xi)).
\] (14)

Symbols \((N, X, \Psi)\) signify integration over ranges \( |\psi| < \pi/2, N^- < \eta < N^+ \) and \( X^- < \psi < X^+ \), respectively. Here \( P_k = P_k(\psi) \), and \( p \)-integration is along the positive side of the entire imaginary axis.

Terms in (8) are bounded for positive and real \((B, A)\) if branches \( \text{Im}(p) = 0, \text{Re}(p) < 0 \) and \( \Im(p) = 0, \text{Re}(p) > 0 \) are introduced for \( \pm \sqrt{p} \), respectively, such that \( \text{Re}(\pm \sqrt{p}) > 0 \) in the cut \( p \)-plane. The \( p \)-integration is given in Appendix B so that, in view of the condition that \( U_k \) vanish continuously on \( C \) [Brock 2012],
\[
\frac{1}{\pi} \int P_k \, dp \, \frac{\partial}{\partial x} \int d\eta \frac{1}{\pi} \int d\xi \frac{\partial U_k}{\partial \xi} (\xi, \eta) \frac{d\xi}{\xi - x}.
\] (15)

Limits \( N^\pm(\psi) \) in (15) are defined by
\[
\Im(\xi_1, N^\pm), \xi_2(N^\pm) = 0, \quad \frac{dN^\pm}{d\xi} = 0.
\] (16)

That is, for given \( \psi \), limits \( N^\pm \) are the maximum and minimum values of \( \eta \) on \( C \), and for given \( \eta \), limits \( X^\pm(\psi, \eta) \) locate the ends of lines that run parallel to the \( \xi \)-axis and that span \( C \). Conditions on \( C \) imply that these limits exist, are single-valued, and vary continuously in \( \psi \). In particular, the semi-infinite nature of \( A_C \) guarantees that \( X^- \rightarrow -\infty \) for portions of \( \Psi \). Figure 1 gives a generic sketch of \( A_C \) for the case that \( N^+(\psi) \rightarrow \infty \) and \( |X^-(\psi, \eta)| \) is finite but too large to appear.

In light of (7)–(13), traction in \( A_C \) itself, i.e., \( x_3 = 0, (x_1, x_2) \in A_C \), can be written as
\[
\sigma_{3k} = -\frac{1}{\pi} \int P_k \, dp \, \int d\eta \frac{\partial}{\partial x} \int d\xi \left[ \delta(\xi, \eta) \sigma_{3k}(x_1(\xi, \eta), x_2(\xi, \eta)) \right].
\] (17)

In (17), \( \delta \) is the Dirac function. Therefore, expressions for traction in \( A_C \) can be obtained by matching the integrands of \((\psi, \eta)\)-integration in (17) with combinations of those in (15). Moreover, \( \xi \) in (15) and (17) is an integration variable representing parameter \( x \) that itself depends on \((x_1, x_2)\) and \( \psi \). As noted in connection with (11), coordinates \((x_1, x_2)\) can be replaced by \((x, \psi)\) for \( y = 0 \). Thus every point \((x_1, x_2) \in A_C \) lies on an integration path \( \eta = 0 \) that passes through both limit points of the \( \xi \)-integral. The resulting expressions for traction in \( A_C \) are given in Appendix C. Equation (13b) shows that \((B, A)\) are positive and real so long as \( c < 1 \). Term \( R \) in (C.3) is the Rayleigh function [Achenbach 1975] of argument \( c \cos \psi \) and vanishes at value \( c \cos \psi = c_R (0 < c_R < 1) \) where \( V_R = c_R V_S \) is the Rayleigh wave.
speed. To avoid critical behavior, therefore, the translation speed of $C$ is subject to restriction $0 < c < c_R$. Crack extension in the dynamic steady state can now be treated. The treatment begins with some basic results for extension caused by crack surface traction.

**Related crack extension problem: basic results**

Region $A_C$ in the dynamic steady state is now a crack whose two surfaces are subjected to traction $(-\sigma_{33}^C, -\sigma_{31}^C, -\sigma_{32}^C)$, with $\sigma_{3k}^C > 0$. Crack geometry, i.e., $C, \Im(x_1, x_2) = 0$ and $V$, is the same as before. The conditions placed on $U_k$ above are relevant for fracture. In light of 2D dynamic steady state analyses of semi-infinite cracks [Brock 1999] therefore, $(\sigma_{33}^C, \sigma_{31}^C, \sigma_{32}^C)$ must be finite and piecewise continuous. Behavior should also be such that, for $(x_1, x_2) \in A_C$,

$$\sigma_{3k}^C \approx O((x_1^2 + x_2^2)^{-\chi}), \quad \sqrt{x_1^2 + x_2^2} \rightarrow \infty (\chi > 1).$$

(18)

Coupled singular integral equations for $x$-derivatives of (now-unknown) components $(U_1, U_2, U_3)$ are provided by (C.3), with $\sigma_{3k}$ replaced by $-\sigma_{3k}^C$. Solution gives the derivatives and the functions themselves. To emphasize aspects of 3D behavior, $\sigma_{3k}^C$-values are maximum near $(x_1, x_2) = 0$. It is then reasonable to assume that any curvature of crack edge $C$ will produce an essentially concave profile with respect to $(x_1, x_2) = 0$. In view of the original restrictions on $C$, then, two cases arise. For $X_+ = x_+(\psi) > 0$, $X_- = -x_-(\psi)$,

$$\frac{\partial U_k}{\partial x} = \frac{1}{\sqrt{x_+ - x}} \frac{(vp)}{\pi} \int_X g_k(\xi, \psi) \sqrt{x_+ - \xi} \sqrt{\xi + x_-} d\xi, \quad (19a)$$

$$U_k = \frac{1}{\pi} \int_X g_k(\xi, \psi) \ln \left| \frac{\sqrt{x_+ - x} \sqrt{\xi + x_-} - \sqrt{x + x_-} \sqrt{x_+ - \xi}}{\sqrt{x_+ - x} \sqrt{\xi + x_-} + \sqrt{x + x_-} \sqrt{x_+ - \xi}} \right| d\xi. \quad (19b)$$

Figure 1. Schematic of semi-infinite area $A_C$ and contour $C$. 
Continuity of $C$ requires that $x_\pm(\pi/2) = x_\pm(-\pi/2)$. For $X_+ = x_+(\psi)$, $X_- \to -\infty$,

$$\frac{\partial U_k}{\partial x} = \frac{1}{\sqrt{x_+ - x}} \frac{(vp)}{\pi} \int x g_k(\xi, \psi) \frac{\sqrt{x_+ - \xi}}{\sqrt{x_+ - x}} d\xi.$$  \hfill (20a)

$$U_k = \frac{1}{\pi} \int x g_k(\xi, \psi) \ln \left| \frac{\sqrt{x+ - \xi} - \sqrt{x+ - x}}{\sqrt{x+ - \xi} + \sqrt{x+ - x}} \right| d\xi.$$  \hfill (20b)

Continuity of $C$ now requires that $x_+(\pm \pi/2) \to \infty$. Equations (19b) and (20b) vanish continuously on $C$, as required. In (19) and (20),

$$g_1 = \frac{1}{N} \left[ \frac{M}{B} \left( \frac{\sigma_{32}^C}{\mu} \cos \psi - \frac{\sigma_{31}^C}{\mu} \sin \psi \right) \sin \psi - \frac{\sigma_{31}^C}{\mu} B \cos^2 \psi \right],$$  \hfill (21a)

$$g_2 = \frac{1}{N} \left[ \frac{M}{B} \left( \frac{\sigma_{32}^C}{\mu} \sin \psi - \frac{\sigma_{12}^C}{\mu} \cos \psi \right) \cos \psi - \frac{\sigma_{32}^C}{\mu} B \cos^2 \psi \right],$$  \hfill (21b)

$$g_3 = -\frac{2A \sigma_{33}^C}{R \mu} \cos^2 \psi.$$  \hfill (21c)

Substitution of (19a) and (20a) into (15), but then performing the $\xi$-integration for $x \notin X$ leads to, respectively, expressions for traction on plane $x_3 = 0$, $(x, \psi) \notin A_C$,

$$\sigma_{3k} = \frac{1}{\pi \sqrt{x_+ - x}} \int x \sigma_{3k}^C(\xi, \psi) \frac{\sqrt{x_+ - \xi}}{\sqrt{x_+ - x}} \frac{\sqrt{x_+ + \xi + x_-}}{\sqrt{x_+ - x}} d\xi,$$  \hfill (22a)

$$\sigma_{3k} = \frac{1}{\pi \sqrt{x_+ - x}} \int x \sigma_{3k}^C(\xi, \psi) \frac{\sqrt{x_+ + \xi + x_-}}{\sqrt{x_+ - x}} d\xi.$$  \hfill (22b)

**Brittle fracture parameter: energy release (rate)**

After [Griffith 1921], crack growth occurs when the rate of surface energy release balances that of potential energy decrease. For the 2D brittle crack, this criterion equates the rate per unit length (of crack edge) of energy release and negative of power per unit length generated in the crack plane [Achenbach 1975; Freund 1990]. Here, total release rate $\mathcal{W}$ and total power are considered. Use of (8) for the dynamic steady state gives

$$\mathcal{W} = -V \int \psi dx \left[ \int_{-\infty}^{\infty} |x| \sigma_{3k} \partial_1 U_k + \int x |x| \sigma_{3k}^C \partial_1 U_k \right],$$  \hfill (23a)

$$\partial_1 = \cos \psi \frac{\partial}{\partial x} - \sin \psi \frac{\partial}{\partial \psi}, \quad \partial_2 = \sin \psi \frac{\partial}{\partial x} + \cos \psi \frac{\partial}{\partial \psi}.$$  \hfill (23b)

The summation convention is understood in (23a). To illustrate the form of $\mathcal{W}$, the $\partial_1$-operator is applied to case (20b) as

$$\partial_1 U_k = -\frac{(vp)}{\pi \sqrt{x_+ - x}} \int x g_k d\xi \left[ \frac{\sqrt{x_+ - \xi}}{\xi - x} \cos \psi - \frac{\sin \psi}{|x| \sqrt{x_+ - \psi}} \frac{dx_+}{d\psi} \right]$$

$$+ \frac{\sin \psi}{\pi |x|} \int d\xi \ln \left| \frac{\sqrt{x_+ + \xi + x_-}}{\sqrt{x_+ + \xi - x_+ - x}} \right| \frac{\partial g_k}{\partial \psi}.$$  \hfill (24)
The \( x \)-integration sum, (17), (19b), (22b) and (24) imply that \( \Re = 0 \) in (23a). But in the sense of a distribution each term in the sum gives [Achenbach and Brock 1973]

\[
\frac{H(x_+ - x) H(x - x_+)}{\sqrt{x_+ - x} \sqrt{x - x_+}} = \frac{\pi}{2} \delta(x - x_+).
\]  

(25)

Here \( H \) is the step function. Also, \( \Re \) is assumed invariant with respect to its integrand in (23a). Singular behavior guarantees invariance in terms of \( x \), so that the integrand need only be constant in terms of \( \psi \).

Therefore, for \( |\psi| < \pi / 2 \),

\[
\Re \sqrt{\mu \rho} \approx -\frac{c}{8\pi^2} \frac{G^2}{x_+^2} \frac{dx_+}{d\psi} \left( \frac{c_D^2}{c_D^2 - 1} \Sigma_{33}^2 + \Sigma_{31}^2 - \Sigma_{32}^2 \right).
\]  

(27b)

It is noted that the right-hand side of (27b) is finite when \( x_+ \approx O(1 / \sqrt{\cos \psi}) \) for \( |\psi| \approx \pi / 2 \) and \( \chi = \frac{3}{2} \).

It is also to be noted that for \( \psi = 0 \), (26) in fact involves only \( x_+(0) \) itself.

**Brittle fracture parameter: strain energy density**

Another brittle fracture model [Sih 1973] posits that an edge segment of a stationary crack will extend in a given direction if the strain energy density \( E \) achieves a maximum in that direction, where

\[
E = \frac{c_D^2}{2} \varphi_1 - 2\varphi_2.
\]  

(28a)

\[
\varphi_1 = e_{11} + e_{22} + e_{33}, \quad \varphi_2 = e_{11}e_{22} + e_{22}e_{33} + e_{33}e_{11} - e_{12}^2 - e_{23}^2 - e_{31}^2.
\]  

(28b)

Equation (28b) gives the first and second invariant of strain, where \( 2e_{ik} = \partial_i u_k + \partial_k u_i \). Behavior near the crack edge, i.e., distance \( r \to 0 \), for brittle fracture, is

\[
E \approx \frac{S}{r}.
\]  

(29)

Therefore \( S \) is the key parameter. In keeping with the study of energy release rate, we examine the strain energy \( W \) itself in a thin “tube” that encases crack edge \( C \). This value is infinite, but the result obtained below will correspond to (28). Results for \( x_3 \neq 0 \) are now required. In view of (7)–(14) and (A.1),
components of \( \partial u_k / \partial x \) can be written as real or imaginary parts of a complex form as

\[
\frac{1}{\pi} \int \frac{d\psi}{N} \int d\eta \frac{\partial}{\partial x} \int d\zeta \frac{\partial U_k}{\partial \zeta} (\xi, \eta) \frac{1}{2\pi i} \int \frac{|p|}{p} \left[ P_k \sqrt{-p} + iQ_k \right] dp \times \exp(p(x - \xi) - \sqrt{-p}p\Omega|x_3|).
\]

Symbol \( \Omega \) represents \((A, B)\) defined by (13b). The \( p \)-integration is obtained from Appendix B. Use of (20a) and a result corresponding to (17) gives generic form

\[
\frac{1}{\pi^2} \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} \frac{P + iQ_k}{A} dx + d\psi \left( x + \sin \psi \right),
\]

(30)

The \( \xi \)-integration is performed by residue theory. Integration of (31) with respect to \( x \), in view of the condition that \( u_k \) vanish on \( C \), gives a generic form for \( u_k \)-components

\[
-\frac{1}{\pi^2} (P_k + iQ_k) \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} d\xi, \quad P = x - x_+ - i\Omega|x_3|.
\]

(31)

Equation (28b) requires \( \nabla u_k \), and (11) shows that \( x_k \)-dependence in (32) is bound up in \( P \) which, for case \( \Omega = A \), is

\[
P = r_A \exp(i\phi_A),
\]

(32a)

\[
r_A = \sqrt{(x - x_+)^2 + A^2 x_3^2}, \quad \phi_A = \tan^{-1} \frac{Ax_3}{x - x_+} (|\phi_A| < \pi).
\]

(32b)

Knowledge of \( \nabla u_k \) near \( C \) suffices for (29), so, for \( \Omega = A \), (32) can be replaced with the asymptotic result

\[
\frac{1}{\pi^2} (P_k + iQ_k) \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} \sqrt{A} \exp \left( i\frac{\phi_A}{2} \right) + O(r_A).
\]

(33)

This form suggests that for given \( \psi \) a standard polar coordinate system \((r, \phi)\), centered on \( C \), be defined in the \( x - x_3 \) plane with

\[
r = \sqrt{(x - x_+)^2 + x_3^2} \quad (r \approx 0), \quad \phi = \tan^{-1} \frac{x_3}{x - x_+} \quad (|\phi| < \pi).
\]

(34)

Operations \((\partial_1, \partial_2, \partial_3)\) on (34) required for \( \nabla u_k \) follow, respectively, in view of (11), (23b), (33) and (35), as

\[
-\frac{1}{\pi^2 A \phi \sqrt{2r}} (P_k + iQ_k) \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} \left[ A_+ + iA_\phi \text{sgn}(\phi) \right] \frac{d}{x_+ d\psi} (x_+ \sin \psi),
\]

(35a)

\[
\frac{1}{\pi^2 A \phi \sqrt{2r}} (P_k + iQ_k) \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} \left[ A_+ + iA_\phi \text{sgn}(\phi) \right] \frac{d}{x_+ d\psi} (x_+ \cos \psi),
\]

(35b)

\[
 \frac{iA}{\pi^2 A \phi \sqrt{2r}} (P_k + iQ_k) \int_X g_k \ln \frac{\sqrt{P} - \sqrt{x_+ + t}}{\sqrt{P} + \sqrt{x_+ - t}} \left[ A_+ + iA_\phi \text{sgn}(\phi) \right] \text{sgn}(\phi).
\]

(35c)
The result for $\Omega = B$ follows by replacing $(A_\pm, A_\phi)$ with $(B_\pm, B_\phi)$, where

$$ A_\phi = \sqrt{1 - (c^2/c_D^2) \cos^2 \psi \sin^2 \phi}, \quad A_\pm = \sqrt{A_\phi \pm \cos \phi}, $$

$$ B_\phi = \sqrt{1 - c^2 \cos^2 \psi \sin^2 \phi}, \quad B_\pm = \sqrt{B_\phi \pm \cos \phi}. $$

(37a) (37b)

Derivatives with respect to $\psi$, it is noted, for $(P_k, Q_k, g_k), (A_\pm, A_\phi, A)$ and $(B_\pm, B_\phi, B)$ in (34) are associated with terms that vanish as $r \to 0$; see (24). To illustrate the results of (36), strain components for the case of pure crack surface compression ($\sigma_3^C = \sigma_2^C = 0$) are given in Appendix D. Equations (28), (29), (36) and (D.1) show that

$$ E \approx \frac{1}{r} \Sigma(\psi, \phi). $$

(38)

In view of (21), therefore, $\Sigma(\psi, \phi)$ is quadratic in

$$ \int \frac{\sigma_{ik}}{x} \sqrt{x^2 - t^2} \, dt \, \frac{d}{dx} (x \sin \psi), \quad \frac{d}{dx} (x \cos \psi). $$

(39)

Strain energy $W$ in a thin tube ($r \approx 0$) that encases crack edge $C$ can be written as

$$ W = r \int d\phi \int \Sigma(\psi, \phi) dC(\psi), \quad dC(\psi) = \sqrt{x^2 + (dx/d\psi)^2} \, d\psi. $$

(40)

Symbol $\Phi$ signifies integration over range $|\phi| < \pi$ and $dC(\psi)$ is the increment of length along the crack edge. If $W$ is assumed to be invariant, a critical strain energy density parameter for $|\psi| < \pi/2$ is

$$ \frac{\partial^2 W}{\partial r \partial \psi} = S_C = \int \Sigma(\psi, \phi) d\phi \sqrt{x^2 + (dx/d\psi)^2}. $$

(41)

While more complicated than energy release rate $\mathcal{R}$ given by (26), (41) is in effect also a nonlinear differential equation for crack edge geometry parameter $x_+(\psi)$. Equation (40) is also based on (20), and for $|\psi| \approx \pi/2$, (37) gives

$$ \left(\frac{A_+}{A_\phi}, \frac{B_+}{B_\phi}\right) = \sqrt{2} \cos \frac{\phi}{2}, \quad \left(\frac{A_-}{A_\phi}, \frac{B_-}{B_\phi}\right) = \sqrt{2} \left|\sin \frac{\phi}{2}\right|. $$

(42)

A standard table is used to carry out integration in (41). Use of (27a), (28), (D.1) and (D.2) lead to the asymptotic formula

$$ S_C \approx \frac{1}{2 \mu} \left[ \frac{G \chi \Sigma_{33}}{\pi^2 (c_D^2 - 1)} \right]^2 \frac{dx_+}{d\psi} \left[ c_D^2 (2 - \pi c_D^2) + \frac{\pi}{2} \left( \frac{dx_+}{x_+ d\psi} \right)^2 \right]. $$

(43)

If asymptotic traction behavior ($\chi = \frac{3}{2}$) featured with (27b) is imposed, (43) gives finite $S_C$ for $|\psi| = \pi/2$ when $x_+ \approx O(1/\cos^2 \psi)$ as $|\psi| \to \pi/2$. In addition, (D.1) shows that $S_C$ does not give an algebraic equation for $x_+(0)$; see (26).

**Illustration: application of energy release (rate) criterion**

The strain energy density criterion is generally applied to static situations to ascertain the (possibly) out-of-plane direction that a crack edge segment may move [Sih 1973]. Therefore, planar crack edge behavior
Table 1. Ratio \( \frac{x_+(\psi)}{x_+(0)} \) for various \((c, \psi)\).
of (4) in (47a) gives a relation in terms of three dimensionless quantities as
\[
\sqrt{\frac{\sigma}{P V_S}} \left[ \frac{\sqrt{\mu/P} x_+(0)}{x} \right] = \frac{\beta_1(c)}{2\pi}, \quad \beta_1(c) = c\sqrt{cA_1/R_1}.
\] (50)

Parameter \(\beta_1(c)\) defines, therefore, variation in \(x_+(0)\) with respect to (dimensionless) crack translation speed \(c\), and calculations are given in Table 2. Combining the entries for \(c = 0.1\) and \(c = 0.4\) with Table 1 entries leads to schematics of crack edge contour \(C\) for \((x_1, x_2) > 0 (x > 0, 0 < \psi < 90°)\) in Figure 2. Both contours tend to the rectilinear, but are perturbed by a smooth indentation near the point force location (denoted by \(\times\)). It was noted in light of (43) that the strain energy density criterion [Sih 1973] predicts larger values of contour parameter \(x_+\) for \(|\psi| \approx \pi/2\) than those predicted by energy release (rate) [Freund 1990]. In view of Figure 2 this implies that the crack edge contour may deviate even more from lines that tend to the rectilinear.

### Some comments

This study has produced equations for the radial measure \(x_+(\psi)\) from a point on the crack surface to points on the crack edge. Solutions, therefore, define the crack contour. Such equations follow from the criterion for brittle crack growth imposed, and here energy release (rate) and strain energy density are illustrated. Nonlinear first-order differential equations arise in both cases. The strain energy density result is more complicated, because of nonlinearity in both the radial measure and its first derivative.

The case of compressive forces applied to corresponding points on the two crack surfaces is illustrated on the basis of energy release (rate). An analytic solution of the equation, and related calculations, show
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**Figure 2.** Schematic of crack edge contour, \(C\) (drawn to scale).

**Table 2.** Dimensionless parameter \(\beta_1(c)\), \(c_R = 0.932\). Note: \(\beta_1(0) = \beta_1(c_R) = 0\).
that the crack contour consists of lines that tend to the rectilinear at great distances from the point forces, but exhibit a pronounced indentation near them. The contours are sensitive to crack growth rate.

The 3D results of this paper are obtained on the assumption that crack growth achieves a dynamic steady state. Nevertheless, they may allow insight into aspects of brittle fracture response that do not arise in a 2D study. On a related note, the analytic results in this paper make use of a “hybrid” form: Cartesian fields are expressed in terms of quasipolar coordinates in the crack plane. The advantages of this are: (a) the solution can be obtained from classical singular integral equations, and (b) some factorization of $x_+$ and its derivative $dx_+ / d\psi$ in the nonlinear equation is possible.

One difficulty, however, with the “hybrid” form is that description of solution behavior in terms of the three fracture modes must be extracted. When crack contour is known or a 2D study is involved, imposition of local Cartesian coordinates that are, respectively, normal to the crack plane, and normal and tangential to the crack edge, is feasible; see, e.g., [Freund 1990]. Based on experience [Brock 2012] with undefined area contours, the author decided that such a coordinate choice could prove to be an analytical stumbling block.

Appendix A

For $x_3 \geq 0(+)$ and $x_3 \leq 0(-)$, respectively,

\[
c^2 p_1^2 U^\pm = -\frac{K \hat{U}_3}{2A} \pm (p_1 \hat{U}_1 + p_2 \hat{U}_2), \quad (A.1a)
\]

\[
c^2 p_1^2 V_1^\pm = p_1 B \hat{U}_3 \pm \left[c^2 p_1^2 \hat{U}_1 - p_1(p_1 \hat{U}_1 + p_2 \hat{U}_2)\right], \quad (A.1b)
\]

\[
c^2 p_1^2 V_2^\pm = p_2 B \hat{U}_3 \pm \left[c^2 p_2^2 \hat{U}_2 - p_2(p_1 \hat{U}_1 + p_2 \hat{U}_2)\right]. \quad (A.1c)
\]

In (A.1), $(B, A)$ are defined by (9), and

\[
K = c^2 p_1^2 - 2D. \quad (A.2)
\]

Transforms of traction for $x_3 = 0$ are given by

\[
\hat{\sigma}_{33} \mu = -\frac{\hat{U}_3}{2Ac^2 p_1^2} (4DAB + K^2), \quad (A.3a)
\]

\[
\hat{\sigma}_{31} \mu = \frac{p_1}{Bc^2 p_1^2} (K - 2AB)(p_1 \hat{U}_1 + p_2 \hat{U}_2) + \frac{1}{2B} [(p_2^2 - c^2 p_1^2) \hat{U}_1 + p_1 p_2 \hat{U}_2], \quad (A.3b)
\]

\[
\hat{\sigma}_{32} \mu = \frac{p_2}{Bc^2 p_1^2} (K - 2AB)(p_1 \hat{U}_1 + p_2 \hat{U}_2) + \frac{1}{2B} [(p_1^2 - c^2 p_1^2) \hat{U}_2 + p_1 p_2 \hat{U}_1]. \quad (A.3c)
\]

Appendix B

Consider integrals involving real constants $(X, Y)$ over the entire Im($p$)-axis

\[
\frac{1}{2\pi i} \int |p| \left( \frac{\sqrt{-p}}{\sqrt{-p}}, 1 \right) \exp(pX - Y\sqrt{-p}) \frac{dp}{p} \quad (Y \geq 0). \quad (B.1)
\]
As noted in connection with (11) and (12), \( \text{Re}(\sqrt{\pm p}) \geq 0 \) in the \( p \)-plane with branch cuts \( \text{Im}(p) = 0, \text{Re}(p) < 0 \) and \( \text{Im}(p) = 0, \text{Re}(p) > 0 \) respectively. In particular, for \( \text{Re}(p) = 0+ \) and, respectively, \( \text{Im}(p) = q > 0 \) and \( \text{Im}(p) = q < 0 \),

\[
\sqrt{-p} = \left| \frac{q}{2} \right|^{1/2} (1 \mp i), \quad \sqrt{p} = \left| \frac{q}{2} \right|^{1/2} (1 \pm i). \tag{B.2}
\]

Use of (B.2) reduces (B.1) to

\[
\frac{1}{i\pi} \int_0^\infty (\sin qX, \cos qX) \exp(-Yq) \, dq. \tag{B.3}
\]

Integration of (B.3) gives

\[
\frac{1}{i\pi} \left[ \frac{X}{X^2 + Y^2}, \frac{Y}{X^2 + Y^2} \right] = \frac{1}{i\pi} \left[ \text{Re}, \text{Im} \right] \frac{1}{X - iY}. \tag{B.4}
\]

It is noted that

\[
\frac{1}{\pi} \frac{Y}{X^2 + Y^2} \rightarrow \delta(X) \quad (Y \rightarrow 0+). \tag{B.5}
\]

Here \( \delta \) is the Dirac function.

**Appendix C**

For \( x_3 = 0, X_- < x < X_+, \psi \in \Psi \), i.e., \( x_3 = 0, \( x_1, x_2 \) \in C \),

\[
\sigma_{33} = -\frac{G_3}{\mu} (\text{vp}) \int_X \frac{\partial U_3}{\partial x} \frac{d\xi}{\xi - x}, \tag{C.1a}
\]

\[
\sigma_{31} = -\frac{G_1}{\mu} (\text{vp}) \int_X \frac{\partial U_1}{\partial x} \frac{d\xi}{\xi - x} - \frac{G_{12}}{\pi} (\text{vp}) \int_X \frac{\partial U_2}{\partial x} \frac{d\xi}{\xi - x}, \tag{C.1b}
\]

\[
\sigma_{32} = -\frac{G_{21}}{\mu} (\text{vp}) \int_X \frac{\partial U_1}{\partial x} \frac{d\xi}{\xi - x} - \frac{G_2}{\pi} (\text{vp}) \int_X \frac{\partial U_2}{\partial x} \frac{d\xi}{\xi - x}. \tag{C.1c}
\]

In (C.1), \( U_k = U_k(\xi, \psi) \), (vp) signifies principal value integration, and

\[
G_1 = B + \frac{M}{Bc^2}, \quad G_2 = B + \frac{M}{Bc^2} \tan^2 \psi, \quad G_{12} = G_{21} = \frac{M}{Bc^2} \tan \psi, \tag{C.2a}
\]

\[
G_3 = \frac{R}{Ac^2 \cos^2 \psi}. \tag{C.2b}
\]

Terms in (C.2) are defined by (13b) and

\[
M = 2N + c^2 \cos^2 \psi, \quad N = 2AB + K, \quad R = 4AB - K^2. \tag{C.3}
\]
Appendix D

If \((\sigma_{31}^C, \sigma_{32}^C) = 0\) and \((X_\rightarrow -\infty, |\psi| < \pi / 2)\), strain for \(r \approx 0\) is obtained from (44) as

\[
e_{11} \approx -\frac{\cos \psi}{\pi^2 \sqrt{2r}} G \left( \frac{K A_+}{A_\Phi} + 2 A B \frac{B_+}{B_\Phi} \right) \frac{d}{x_+ d\psi} (x_+ \sin \psi),
\]

\[
e_{22} \approx \frac{\sin \psi}{\pi^2 \sqrt{2r}} G \left( \frac{K A_+}{A_\Phi} + 2 A B \frac{B_+}{B_\Phi} \right) \frac{d}{x_+ d\psi} (x_+ \cos \psi),
\]

\[
e_{33} \approx -\frac{A}{\pi^2 \sqrt{2r}} G \left( \frac{K A_+}{A_\Phi} + 2 B \frac{B_+}{B_\Phi} \right),
\]

\[
e_{23} \approx \frac{1}{2 \pi^2 \sqrt{2r}} G \left( \frac{K A_-}{A_\Phi} + 2 B^2 \frac{B_-}{B_\Phi} \right) \sin \psi + \text{sgn}(\phi) \left( \frac{K A_-}{A_\Phi} + 2 AB \frac{B_-}{B_\Phi} \right) \frac{d}{x_+ d\psi} (x_+ \cos \psi),
\]

\[
e_{31} \approx \frac{1}{2 \pi^2 \sqrt{2r}} G \left( \frac{K A_-}{A_\Phi} + 2 B^2 \frac{B_-}{B_\Phi} \right) \cos \psi - \text{sgn}(\phi) \left( \frac{K A_-}{A_\Phi} + 2 AB \frac{B_-}{B_\Phi} \right) \frac{d}{x_+ d\psi} (x_+ \sin \psi),
\]

\[
e_{12} \approx \frac{1}{2 \pi^2 \sqrt{2r}} G \left( \frac{K A_-}{A_\Phi} + 2 AB \frac{B_-}{B_\Phi} \right) \cos \psi \frac{d}{x_+ d\psi} (x_+ \cos \psi) - \sin \psi \frac{d}{x_+ d\psi} (x_+ \sin \psi).
\]

The factor \(G\) is given by

\[G = \int_X \frac{\sigma_{33}^C dt}{\sqrt{x_+ - t}}.\] (D.2)  

Appendix E

In terms of quasipolar coordinates \((x, \psi)\), (41) gives

\[\sigma_{33}^C = P \frac{\delta(x)}{\pi |x|}, \quad |\psi| < \pi / 2.\] (E.1)

Function \(G\) in (42) is obtained in terms of representation

\[\sigma_{33}^C = P \frac{\epsilon}{\pi^2 |x| (x^2 + \epsilon^2)} (\epsilon \rightarrow 0).\] (E.2)

Function \(F_G(z)\) in the complex \(z\)-plane, where \(x = \text{Re}(z)\), is defined as

\[F_G(z) = \frac{1}{\sqrt{z^2 - \epsilon_0^2 (z^2 + \epsilon^2) \sqrt{z - x_+}}}, \quad (\epsilon_0 \approx 0).\] (E.3)

Here \(F_G \approx O(z^{-3})\), \(|z| \rightarrow \infty\) and exhibits branch cuts on the \(\text{Re}(z)\)-axis with branch points \(z = (\pm \epsilon_0, x_+)\), and poles \(z = \pm i \epsilon\). Thus integration over a closed contour that includes a portion \(|z| \rightarrow \infty\), but excludes
the poles and branch cuts, can be performed by residue theory. Setting $\epsilon_0 = 0$ then leads to

\[
G = \frac{P}{\pi \alpha \sqrt{2(1 + \alpha)}} x^3_+^{3/2}, \quad \alpha = \sqrt{1 + \epsilon^2/\epsilon^2_+},
\]

(E.4a)

\[
G = \frac{P}{2\pi x^3_+^{3/2}} (\epsilon \to 0).
\]

(E.4b)

Use of (E.4) leads to the integral in (49). Introduction of integration variable $u = c \cos \varphi$ gives a form that is readily carried out as

\[
\int_{\psi}^{\pi/2} \frac{R \sin^2 \psi}{A \cos^2 \varphi \sin^2 \varphi} \, d\varphi = \left( \frac{2B - \frac{K^2}{2A_1^2}}{\cos \psi} \right) \sin^2 \psi + 4(A - B) \frac{\sin^2 \psi}{\cos \psi}
\]

\[
+ \frac{2K_1}{A_1} \left( 1 + \frac{K_1}{A_1^2} \right) \ln \left| \frac{A + A_1 \cos \varphi}{A - A_1 \cos \varphi} \right| \sin^2 \psi + 2 \left( B_1 + \frac{1}{2B_1} \right) \ln \left| \frac{B + B_1 \cos \psi}{B - B_1 \cos \psi} \right| \sin^2 \psi.
\]

(E.5)

The right-hand side behaves as $\cos \psi$ for $\psi = \pi/2$, and for $\psi = 0$ gives $R_1/2A_1$.
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