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Sustainable production through balancing trade-offs among three metrics in flow shop scheduling
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Abstract

In sustainable manufacturing, inconsistencies exist among objectives defined in triple-bottom-lines (TBL) of economy, society, and environment. Analogously, inconsistencies exist in flow shop scheduling among three objectives of minimizing total completion time (TCT), maximum completion time (MCT), and completion time variance (CTV), respectively. For continuous functions, the probability is zero to achieve the objectives at their optimal values, so is it at their worst values. Therefore, with inconsistencies among individual objectives of discrete functions, it is more meaningful and feasible to seek a solution with high probabilities that system performance varies within the control limits. We propose a trade-off balancing scheme for sustainable production in flow shop scheduling as the guidance of decision making. We model trade-offs (TO) as a function of TCT, MCT, and CTV, based on which we achieve stable performance on min(TO). Minimizing trade-offs provides a meaningful compromise among inconsistent objectives, by driving the system performance towards a point with minimum deviations from the ideal but infeasible optima. Statistical process control (SPC) analyses show that trade-off balancing provides a better control over individual objectives in terms of average, standard deviation, \( C_p \) and \( C_{pk} \) compared to those of single objective optimizations. Moreover, results of case studies show that trade-off balancing not only provides a stable control over individual objectives, but also leads to the highest probability for outputs within the specification limits. We also propose a flow shop scheduling sustainability index \( FSSI \). The results show that trade-off balancing provides the most sustainable solutions compared to those of the single objective optimizations.
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1. Introduction

Flow shop scheduling problem arises where a set of jobs on one or multiple machines must be sequenced in order to optimize a given objective function. Permutation flow shop is a special type of flow shop in which the processing order jobs is identical on all machines. Permutation flow shop has been the subject of a massive body of literature [1]. Maximum completion time (MCT) and total completion times (TCT) are two fundamental performance measures in flow shop scheduling, driving many other performance measures such as utilization, work in process (WIP) inventories, and material flow [2]. For an \( n \)-job \( m \)-machine flow shop, MCT is the completion time of the last job on the last machine \( m \), and TCT is the sum of completion times of all jobs on the last machine. Average completion time \( ACT = TCT / n \) also known as flow time is the average time a job spends in the system. Minimization of \( ACT \) is equivalent to minimization of \( TCT \) for a fixed \( n \). Minimization of MCT and TCT have been proven to be NP-complete for flow lines with the number of machines \( m \geq 3 \) and \( m \geq 2 \), respectively [3, 4]. Therefore, it is extremely difficult to find an optimal solution to a general \( n \)-job \( m \)-machine problem within a given computation time. Completion times variance (CTV) is another important performance measure for flow shop scheduling. CTV measures the variability of flow time. In service systems, CTV present service uniformity [5, 6], i.e., the variability of the time a job/customer spends in the system. Minimization of CTV also has been proven to be NP-hard [7].

Since MCT, TCT and CTV are all important performance measures in the production scheduling, it is necessary to develop multi-objective optimization models to optimize system performance [2]. Although MCT, TCT and CTV are all functions of completion times, minimizing one does not necessarily minimize another [8, 9]. Given NP-hardness and inconsisten-
cies, it is necessary to balance the trade-offs among them for sustainable production.

The impact of production has been extended to the triple bottom lines (TBL) of economy, environment and society [10]. Although production impacts on environment and on economy have been reported in the literature such as carbon-efficient scheduling [11] and energy-efficient scheduling [12], sparse studies on flow shop scheduling considered all three aspects of TBL, because of the inconsistencies among objectives in TBL. Akbar and Irohara [14] provided a recent review of scheduling for sustainability.

Jawahir et al. [13] defined sustainable manufacturing as “sustainable manufacturing at product, process, and system levels must demonstrate reduced negative environmental impacts, offer improved energy and resource efficiency, generate minimum quantity of wastes, provide operational personnel health while maintaining and/or improve the product and process quality with the overall life-cycle cost benefits”.

Lu et al. [15] proposed the Process Sustainability Index (ProcSI) in which all aspects of TBL were taken into consideration. ProcSI consists of six clusters including: manufacturing cost, energy consumption, waste management, operational safety and personnel health. Each cluster is then divided into several sub-clusters to address specific areas of impact within each cluster. The sub-clusters are then divided into individual metrics that measure single and specific aspects of process sustainability [16]. Once the individual metrics are identified and measured, a bottom-up approach is implemented to aggregate the metrics into ProcSI. ProcSI assigns a scalar score on a scale of 0 to 10 to the studied process, however, given the number of factors involved in TBL, such as people, planet, and profit, which are evaluated as metrics, optimization objectives in sustainability can be inconsistent with each other, and consequently the trade-offs between metrics need to be systematically balanced.

In this paper, given an n-job m-machine permutation flow shop, we first show the inconsistencies among objectives of minimizing MCT, TCT, and CTV. Second, we propose a trade-off balancing scheme that provides better control for flow shop scheduling. Third, by extending the scheme proposed by Lu (2015) [16], we propose a generic model for balancing trade-offs between inconsistent performance metrics in flow shop scheduling, which can be extended to balance trade-offs between any number of inconsistent objectives, in terms of linear regression models in statistics, such as \( z = CX + d \), as \( z = f(y_1, y_2, ..., y_0) \), and \( y_0 = CX + d_o \), for \( o = 1, 2, ..., O \), where \( y_0 \) is subject to \( AX \leq B \).

The rest of this paper is organized as follows: the problem description is provided in Section 2, results of empirical case studies are discussed in Section 3, and conclusion and future works are presented in Section 4.

2. Problem description

The following formulations provide the mathematical descriptions of MCT, TCT and CTV in an n-job, m-machine permutation flow shop. The processing time of job \( j \) on machine \( i \) is defined as \( p_{ji} \), \( j = 1, 2, ..., n \) and \( i = 1, 2, ..., m \). \( C_{ji} \) is the completion time of job \( j \) on machine \( i \). Since all jobs are ready to be processed at the time 0, there is no idle time on the first machine. Equation 1 represents the completion time of job \( j \) on machine 1. Equation 2 represents the completion time of the first job on each machine. Therefore, we are able to calculate the completion time of each job on each machine by equation 3. MCT is the completion time of the last job on the last machine and is shown by equation 4. TCT is the sum of completion times of all jobs on the last machine and is presented by equation 5. Completion times variance is calculated by equation 7.

\[
C_{j1} = \sum_{i=1}^{j} p_{bi}, \quad j = 1, 2, ..., n
\]

\[
C_{ij} = \sum_{j=1}^{m} p_{ji}
\]

\[
C_{ji} = \max(C_{j-1,i}, C_{ji-1}) + p_{ji}
\]

\[
j = 2, 3, ..., n
\]

\[
i = 1, 2, 3, ..., m
\]

\[\text{MCT} = C_{n,m}\]

\[\text{TCT} = \sum_{i=1}^{m} C_{i,m}\]

\[\text{ACT} = \text{TCT}/n\]

\[\text{CTV} = \frac{1}{n} \sum_{i=1}^{n} (C_{i,m} - \text{ACT})^2\]

Given an instance \( s \) with \( n \) jobs, \( s \in \{1, 2, ..., S\} \), there are \( n! \) different sequences in \( s \). Let \( \pi \in \{1, 2, ..., n!\} \) denote a sequence of \( n \) jobs, normalized deviation of objective \( k \) generated by sequence \( \pi \) can be defined as \( \text{ND}(x_{\pi}^k) = \frac{x_{\pi}^k - \text{MIN}(x_{\pi}^k)}{\text{MAX}(x_{\pi}^k) - \text{MIN}(x_{\pi}^k)} \), with \( k = 1 \) for min(MCT), \( k = 2 \) for min(TMCT), and \( k = 3 \) for min(TMCT), and \( x_{\pi}^k \) is the performance of sequence \( \pi \) on objective \( k \). MAX(\( x_{\pi}^k \)) and MIN(\( x_{\pi}^k \)) are the worst (maximum) and the best (minimum) solutions for objective \( k \) in instance \( s \). Let \( \omega_k \) be as the decision maker’s preference to objective \( k \) and \( \Omega = [\omega_1, \omega_2, \omega_3] \), we propose a trade-off function represented by equation 8.

\[
TQ_{\pi}^{[\Omega]} = \sum_{k=1}^{3} \omega_k \text{ND}(x_{\pi}^k)
\]

\[
\sum_{k=1}^{3} \omega_k = 1
\]

This linear model can be extended to balance trade-offs in problem settings for machining or for TBL, which is beyond the scope of this paper. Let \( \pi(\Omega) \) be the sequence that minimizes \( TQ^{[\Omega]} \), the arithmetic mean of normalized deviations over all instances is defined by \( \overline{\text{ND}}(\Omega) = \frac{1}{\sum_{\pi=1}^{n!} \sum_{k=1}^{3} \text{ND}(x_{\pi}^k)} \). We utilize \( \overline{\text{ND}}(\Omega) \) as a new performance indicator along with TCT, MCT, and CTV to evaluate the performance of each solution. Equation 8 explicitly integrates the decision maker’s preference into the trade-off function by assigning a weight \( \omega_k \) to each objective. With dynamics in production, decision makers’ preferences might change as the process reveals its performance over the time. min(TQ) is precisely equivalent to minimizing the deviations from an ideal point at which all the objectives are at their optimum values.

In order to develop a comprehensive flow shop scheduling sustainability index (FSSI), by extending the scheme proposed by Lu et al. [16], we propose a top to bottom decomposition followed by a bottom to top aggregation. At the decomposition phase, we divide FSSI to three clusters covering the
studies on flow shop scheduling considered all three aspects of TBL including economy, environment, and society. Each cluster is then divided into sub-clusters. Each sub-cluster covers a specific area of impact of its cluster. Accordingly, each sub-cluster is then divided to individual metrics that specifically measure a single performance indicator. Once the top-bottom structure is developed and all the individual metrics are measured, a bottom-up aggregation approach including normalization and weighting is utilized to calculate FSSI.

Let $\gamma \in \{1, 2, 3\}$ denote the index of clusters with $1$ for economy, $2$ for environment, and $3$ for society. $Z_{\gamma}$ is the number of sub-clusters in each cluster, therefore, $k_{\gamma} \in \{1, 2, ..., Z_{\gamma}\}$ denotes sub-cluster $k$ in cluster $\gamma$. Let $K_{\gamma, \gamma}$ denote the number of individual metrics of sub-cluster $k_{\gamma}$ in cluster $\gamma$, i.e. $k_{\gamma} \in \{1, 2, ..., K_{\gamma, \gamma}\}$.

Recalling $ND(x^{[\gamma]}_{k})$, at the metric level, we use $M^{[\gamma]}_{x^{[\gamma]}_{k}}$ to calculate the sustainability score of sequence $\pi$ for metric $k$. $M^{[\gamma]}_{x^{[\gamma]}_{k}}$ normalizes each metric to a scale of 0 to 10, where 0 is the worst performance and 10 is the best performance in terms of sustainability. $M^{[\gamma]}_{x^{[\gamma]}_{k}}$ attributes the sustainability of an individual metric to its normalized deviation. For example, MCT directly affects the production cost; therefore, a solution with $\min(ND(x^{[\gamma]}_{k}))$ generates the highest sustainability score for production cost.

Once the top-bottom structure is developed and all the individual metrics are measured, a bottom-up aggregation approach by equations 9 to 14 is utilized to calculate FSSI. Equation 9 is the aggregation of individual metrics of sustainability score to the sub-cluster sustainability index (SCL), where $\omega^{[k]}_{\gamma, \gamma} \in [0, 1]$ is the weight assigned to the metric $k$ of sub-cluster $\gamma$ in cluster $\gamma$. Equation 10 imposes that the sum of all weights must be equal to 1. Equation 11 is the aggregation of sub-cluster sustainability indices to the cluster sustainability index (CL), where $\omega^{[\gamma]}_{\gamma} \in [0, 1]$ is the weight of sub-cluster $\gamma$ in cluster $\gamma$. Equation 12 indicates that the sum of sub-cluster weights must be 1. Equation 13 aggregates cluster sustainability indices into FSSI, where, $\omega^{[\gamma]}_{\gamma}$ is the weight of cluster $\gamma$. Equation 14 indicates that the sum of cluster weights is equal to 1.

$$
\text{SCL}_{\pi, \gamma, \gamma} = \sum_{k=1}^{K_{\gamma, \gamma}} \omega^{[k]}_{\gamma, \gamma} M^{[\gamma]}_{x^{[\gamma]}_{k}} \tag{9}
$$

$$
\sum_{k=1}^{K_{\gamma, \gamma}} \omega^{[k]}_{\gamma, \gamma} = 1 \tag{10}
$$

$$
\text{CL}_{\pi, \gamma} = \sum_{\gamma=1}^{\gamma} \omega^{[\gamma]}_{\gamma} \text{SCL}_{\pi, \gamma, \gamma} \tag{11}
$$

$$
\sum_{\gamma=1}^{\gamma} \omega^{[\gamma]}_{\gamma} = 1 \tag{12}
$$

$$
\text{FSSI}_{\pi} = \sum_{\gamma=1}^{\gamma} \omega^{[\gamma]}_{\gamma} \text{CL}_{\pi, \gamma} \tag{13}
$$

$$
\sum_{\gamma=1}^{\gamma} \omega^{[\gamma]}_{\gamma} = 1 \tag{14}
$$

### 3. Case studies

To show the inconsistencies among objectives of $\min(TCT)$, $\min(MCT)$, and $\min(CTV)$ and to verify the effectiveness of balancing trade-offs among inconsistent objectives, we carry out a series of case studies. The number of jobs $n$ changes from $j = 5, ..., 10$, resulting in six choices, number of machines $m$ changes from 3 to 19 ($m = 2l + 1, l = 2, ..., 9$), yielding nine choices. This configuration results in 54 combinations. For each combination, 100 instances are randomly generated. The processing times are randomly drawn from a uniform distribution in $[1, 99]$. Therefore, in total we have 5400 instances. Given $\omega_{\gamma}$ changes from $[0.0, 0.1, 1.0]$, we have 66 combinations of three weights with $\sum_{\gamma=1}^{3} \omega_{\gamma} = 1$, i.e. $\Omega = (\Omega_{1}, \Omega_{2}, ..., \Omega_{66})$. The 66 minimization functions of $\min(TO^{[\gamma]})$ cover the three single-objective minimizations of $\min(TCT)$, $\min(MCT)$ and $\min(CTV)$ with a weight equal to $[1, 0, 0], [0, 1, 0], [0, 0, 1]$, and $[0, 0, 1]$, respectively. Since the number of jobs is relatively small ($n \leq 10$), we are able to use enumeration to find $\text{MAX}(x^{[\gamma]})$ and $\text{MIN}(x^{[\gamma]})$ for all $k$ as well as $\min(TO^{[\gamma]})$ for each weight. Table 1 shows the average normalized deviations for all 66 weights. As it was intuitively expected, weights of $[1, 0, 0], [0, 1, 0]$, and $[0, 0, 1]$ (single-objective optimization) generate no deviations on $\min(TCT)$, $\min(MCT)$ and $\min(CTV)$, respectively, but large deviations on the other objectives. Weight of $[0.3, 0.4,$

<table>
<thead>
<tr>
<th>$TCT$</th>
<th>(0.1, 0.1)</th>
<th>(0.15, 0.1)</th>
<th>(0.5, 0.1)</th>
<th>(0.8, 0.2)</th>
<th>(0.8, 0.3)</th>
<th>(0.6, 0.4)</th>
<th>(0.5, 0.5)</th>
<th>(0.4, 0.6)</th>
<th>(0.3, 0.7)</th>
<th>(0.2, 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCT</td>
<td>0.246</td>
<td>0.288</td>
<td>0.202</td>
<td>0.170</td>
<td>0.155</td>
<td>0.125</td>
<td>0.095</td>
<td>0.075</td>
<td>0.060</td>
<td>0.045</td>
</tr>
<tr>
<td>$\omega_{\gamma}$</td>
<td>0.238</td>
<td>0.001</td>
<td>0.151</td>
<td>0.200</td>
<td>0.109</td>
<td>0.300</td>
<td>0.131</td>
<td>0.136</td>
<td>0.104</td>
<td>0.103</td>
</tr>
<tr>
<td>$\Omega_{1}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{2}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{3}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{4}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{5}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{6}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{7}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{8}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{9}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
<tr>
<td>$\Omega_{10}$</td>
<td>0.170</td>
<td>0.132</td>
<td>0.010</td>
<td>0.237</td>
<td>0.458</td>
<td>0.044</td>
<td>0.085</td>
<td>0.200</td>
<td>0.275</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Table 1: Average normalized deviations for all 66 weights
0.3] generates the minimum value of $\text{AND}(\Omega)$, and it also provides a relatively wider variation range for each individual objective which makes it easier to control the process.

### 3.1. Inconsistencies among objectives

Figure 1 clearly shows that single optimization of $\min(TCT)$, $\min(MCT)$, and $\min(CTV)$ are inconsistent with each other, since there is no single point that yields the best value for all three objectives. In order to statistically confirm the inconsistency among $\min(TCT)$, $\min(MCT)$, and $\min(CTV)$, we perform Spearman’s rank correlation analyses for the sequences generating $\min(TCT)$, $\min(MCT)$, and $\min(CTV)$. Table 2 shows the Spearman’s rank correlation coefficient ($\rho$) between sequences. Small values of ($\rho$) confirms that the sequences generating minimum values for single objectives are not significantly correlated.

![Fig. 1: Scatter plots of normalized deviations of 66 weights, Pareto-dominant solution are shown by red markers](image)

### 3.2. Pareto dominance

In the case of multi-objective optimization with inconsistent objectives, Pareto dominance is useful for decision making [17, 18]. For minimization problems, if $x_k^A$ and $x_k^B \in \mathbb{R}^K$ are two vectors that measure a positive attribute ($k$) such as the utility of decision $A$ and $B$, respectively, decision $A$ dominates decision $B$ if the following conditions are satisfied:

Equation 15 states that decision $A$ is not worse than decision $B$ in any dimension, while equation 16 states that decision $A$ is better than decision $B$ at least in one dimension. Pareto optimal outcome cannot be improved without sacrificing of at least one objective. Pareto dominant solutions are shown in figures 1 by red markers, each cross shows the data point obtained from one weight. It is observed that there is no Pareto-optimal solution when all three objectives are taken into consideration.

### 3.3. Process capability

Given inconsistencies among individual objective optimizations, and given different preferences on performance deviations, it is rare to have a unique Pareto-dominant solution, but a set of solutions, as shown in figure 1. Therefore, the question is left: what solution should be used? In order to answer this question, we utilize a series of statistical analyses including: $S\text{PC}$, and capability analyses($c_p$, $c_{pk}$). Table 3 provides the summary of average performance and control limits ($x-R$ charts) of those weights with the best performance on single objectives and the weight with $\min(\text{AND}(\Omega))$ i.e. $[1,0,0],[0,1,0],[0,0,1]$, and $[0.3,0.4,0.3]$ respectively, for the sake of brevity the $S\text{PC}$ chart are not presented. Single objective optimization of $\min(TCT)$, $\min(MCT)$, and $\min(CTV)$ generate no deviations on their intended objective but large deviations on the others. On the other hand, $\min(TO)$ not only provides the tightest bound on $\text{AND}(\Omega)$ but also the second tightest on the other objectives. Let $\mu_{\text{min}(\Omega)}^M$ denote the difference between $UCL_{\text{min}(\Omega)}^M - LCL_{\text{min}(\Omega)}^M$ (the difference between upper and lower control limits), where $PI$ is the performance indicator with 1 for $TCT$, 2 for $MCT$, 3 for $CTV$, and 4 for $\text{AND}(\Omega)$, $\min(x^k)$ represents the optimization objective with 1 for $\min(TCT)$, 2 for $\min(MCT)$, 3 for $\min(CTV)$, and 4 for $\min(TO)$. Also let $\mu_{\text{PI}}^M$ denote the average performance of optimization objective $\min(x^k)$ on per-
performance indicator $PI$. From Table 3 we can obtain the following inequalities which are also summarized in Table 4:

\[
\begin{align*}
\mu_1^{[1]} &< \mu_1^{[4]} < \mu_2^{[1]} < \mu_1^{[3]} & (17) \\
B_1^{[1]} &< B_1^{[4]} < B_1^{[2]} < B_1^{[3]} & (18) \\
\mu_2^{[2]} &< \mu_2^{[4]} < \mu_3^{[1]} < \mu_2^{[3]} & (19) \\
B_2^{[2]} &< B_2^{[4]} < B_2^{[2]} < B_2^{[1]} & (20) \\
\mu_3^{[3]} &< \mu_4^{[4]} < \mu_2^{[3]} < \mu_3^{[1]} & (21) \\
B_3^{[3]} &< B_3^{[4]} < B_3^{[2]} < B_3^{[1]} & (22) \\
\mu_4^{[4]} &< \mu_4^{[2]} < \mu_1^{[4]} < \mu_3^{[3]} & (23) \\
B_4^{[4]} &< B_4^{[2]} < B_4^{[3]} < B_4^{[1]} & (24)
\end{align*}
\]

Inequalities 24 and 23 state that min(TO) achieves minimum average and the tightest bounds on $\text{AND}(\Omega)$, while inequalities 18 to 22, state that min(TO) achieves the second smallest average normalized deviation and the second tightest bounds on the normalized deviations of the other three objectives. This observation implies that minimizing trade-offs among inconsistent objective leads to the minimum deviation from the ideal point.

<table>
<thead>
<tr>
<th>Table 4: Performance averages and bounds of objective functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\min(x^{[i]})$</td>
</tr>
<tr>
<td>$TCT$</td>
</tr>
<tr>
<td>$MCT$</td>
</tr>
<tr>
<td>$CTV$</td>
</tr>
<tr>
<td>$\text{AND}(\Omega)$</td>
</tr>
</tbody>
</table>

In addition to SPC run charts, process capability indices, $C_p$ and $C_{pk}$, are also good to compare different production schedules. Process capability index is the measure of the process capability to produce outputs that fall between the specification limits. Given $\mu$ and $\sigma$ as the mean and standard deviation of the process outputs, $C_p = \frac{USL-LSL}{6\sigma}$ is the process capability index that measures if the process is capable of producing outputs that are centered around the center-line of the specification limits, $LSL$ and $USL$ denote lower and upper specification limits respectively. $C_{pk} = \min\{\frac{USL-\mu}{3\sigma}, \frac{\mu-LSL}{3\sigma}\}$ is a performance indicator that measures if the mean value of process outputs falls between the specification limits [19]. Given $LSL$ and $USL$, greater values of $C_p$ and $C_{pk}$ imply that a process generate outputs which are more centered with smaller variations.

To perform process capability analyses, we first need to define the specification limits of each performance indicator. Equations 25 and 26 represent the $LSL$ and $USL$ of performance indicator $PI$ using the performance of $\min(x^{[i]})$. This definition not only provides a tight specification limits with only one standard deviation but also drives the specification limits towards 0 which is desirable for minimizing the deviation from the best value for each $PI$. Table 5 shows the specification limits used in this study.

\[
\begin{align*}
LSL^{[PI]} &= \max\{0, \mu_{\min(x^{[i]})} - \alpha^{(PI)}_{\min(x^{[i]})}\} & (25) \\
USL^{[PI]} &= \mu_{\min(x^{[i]})} + \alpha^{(PI)}_{\min(x^{[i]})} & (26)
\end{align*}
\]

Table 5 shows the specification limits used in this study.

<table>
<thead>
<tr>
<th>Table 5: Specification limits of performance indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\min(x^{[i]})$</td>
</tr>
<tr>
<td>$\mu$</td>
</tr>
<tr>
<td>$TCT$</td>
</tr>
<tr>
<td>$MCT$</td>
</tr>
<tr>
<td>$CTV$</td>
</tr>
<tr>
<td>$\text{AND}(\Omega)$</td>
</tr>
</tbody>
</table>

Given the specification limits shown by Table 5, we calculate $C_p$ and $C_{pk}$ for each objective $\min(x^{[i]})$. The results of the capability analyses are shown by Table 6.

<table>
<thead>
<tr>
<th>Table 6: Capability results for trade-off balancing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\min(x^{[i]})$</td>
</tr>
<tr>
<td>$C_p$</td>
</tr>
<tr>
<td>$TCT$</td>
</tr>
<tr>
<td>$MCT$</td>
</tr>
<tr>
<td>$CTV$</td>
</tr>
<tr>
<td>$\text{AND}(\Omega)$</td>
</tr>
</tbody>
</table>

$C_{pk}$ |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$TCT$</td>
</tr>
<tr>
<td>$MCT$</td>
</tr>
<tr>
<td>$CTV$</td>
</tr>
<tr>
<td>$\text{AND}(\Omega)$</td>
</tr>
</tbody>
</table>

It is observed that the single objective optimizations poorly perform in terms of $C_p$ and $C_{pk}$. $\min(x^{[i]})$ outperforms all three single objective optimizations. The outputs of $\min(x^{[i]})$ not only centered around the average value but also provide greater values of $C_{pk}$ that means the process is better under control compared to the single objective optimizations. In order to further evaluate the capability of different solutions, we have provided the percentage of observations that fall above the upper specification limits (i.e. $% > USL$) in Table 7. Lower values of $% > USL$ demonstrate that a process has greater capability relative to the upper specification limit. We use $% > USL$ to evaluate the capability of solutions, because in a minimization problem the objective is to minimize the deviations from the best value. Therefore, those observations that fall above the $USL$ show large deviations from the best solution and are of extreme importance in decision making. Table 7 shows the performance of all objective functions in terms of $% > USL$ for all performance indicators, where $Max-Min$ for each objective function shows the difference between the maximum and the minimum values of $% > USL$.

<table>
<thead>
<tr>
<th>Table 7: Percentage of observations greater than USL ($% &gt; USL$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$% &gt; USL$</td>
</tr>
<tr>
<td>$PI$</td>
</tr>
<tr>
<td>$TCT$</td>
</tr>
<tr>
<td>$MCT$</td>
</tr>
<tr>
<td>$CTV$</td>
</tr>
<tr>
<td>$\text{AND}(\Omega)$</td>
</tr>
</tbody>
</table>

Table 7 indicates that balancing trade-offs (i.e. $\min(x^{[i]})$) generates the most uniform results among all 4 optimization functions in terms of $% > USL$ for all 4 performance indicators. Balancing trade-offs drives the system performance to a point that the deviations from the best value for all performance indicators are fairly and uniformly small with the value of $Max-Min = 1.21\%$. On the other hand, single objective op-
timizations poorly perform with large values of \( \text{Max} - \text{Min} \). \( \min(x^{[1]}) \) shows the worst performance among all objectives with \( \text{Max} - \text{Min} = 91.91\% \).

### 3.4. Sustainability index

Following the scheme proposed in section 2, we propose a basic decomposition structure for this case study represented by table 8. Since in this case study our purpose is to show the proof of concept, we only consider the most basic elements in the decomposition structure.

We consider equal weights for individual metrics in each sub-cluster, and also for sub-clusters in each cluster. For the cluster weights, we change \( \omega_j \) from [0.0:0.1:1], we have 66 combinations of weights with \( \sum_{j=1}^{3} \omega_j = 1 \). Table 9 shows the FSSI value of \( \min(x^{[1]}), \min(x^{[2]}), \min(x^{[3]}), \) and \( \min(x^{[4]}) \) for all 66 combinations of \( \omega^j \).
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