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ABSTRACT OF DISSERTATION

A THREE-DIMENSIONAL QUANTITATIVE UNDERSTANDING OF SHORT FATIGUE CRACK GROWTH IN HIGH STRENGTH ALUMINUM ALLOYS

The behaviors of short fatigue crack (SFC) propagation through grain boundaries (GBs) were monitored during high cycle fatigue in an Al-Li alloy AA8090. The growth behaviors of SFCs were found to be mainly controlled by the twist components (α) of crack plane deflection across each of up to first 20 GBs along the crack path. The crack plane twist at the GB can result in a resistance against SFC growth; therefore SFC propagation preferred to follow a path with minimum α at each GB. In addition to the grain orientation, the tilting of GB could also affect α.

An experiment focusing on quantifying GB-resistance was conducted on an Al-Cu alloy AA2024-T351. With a focused ion beam (FIB) and electron backscatter diffraction (EBSD), the micro-notches were made in front of the selected GBs which had a wide range of α, followed by monitoring the interaction of crack propagation from the notches with the GBs during fatigue. The crack growth rate was observed to decrease at each GB it had passed; and such growth-rate decrease was proportional to α. The resistance of the GB was determined to vary as a Weibull-type function of α.

Based on these discoveries, a microstructure-based 3-D model was developed to quantify the SFC growth in high-strength Al alloys, allowing the prediction of crack front advancement in 3-D and the quantification of growth rate along the crack front. The simulation results yielded a good agreement with the experimental results about the SFC growth rate on the surface of the AA8090 Al alloy. The model was also used to predict the life of SFC growth statistically in different textures, showing potential application to texture design of alloys.

Fatigue crack initiation at constituent particles (β-phase) was preliminarily studied in the AA2024-T351 Al alloy. Cross-sectioning with the FIB revealed that the 3-D geometry, especially the thickness, of fractured constituent particles (β-phase) was the key factor controlling the driving force for micro-crack growth. The resistance to micro-crack growth, mainly associated with crack plane twist at the particle/matrix interface, also
influenced the growth behaviors of the micro-cracks at the particles on the surface.
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Chapter 1 Introduction

The word fatigue, originated from the Latin expression, *fatigare*, which means ‘to tire’, is commonly associated with physical and mental weariness in people. Since Industrial Revolution in 19th century, it has become a widely accepted engineering terminology standing for the damage and failure of materials under cyclic loads [1]. In a narrow sense, fatigue of materials means the damage and fracture due to cyclic loading, while in a general sense it comprises the delayed damage and fracture under cyclic loads and different environment conditions [2]. In 1964, a descriptive definition of fatigue was given in the report entitled “General Principles for Fatigue Testing of Metals” by The International Organization for Standardizations in Geneva. The term of fatigue was defined as “applies to change in properties which can occur in a metallic material due to the repeated application of stresses or strains, though usually this term applies specially to those changes which lead to cracking or failure”.

Fatigue of materials and component is taking place almost at every corner in engineering field and industries every day, and is always associated with loss of capital and even human lives. It has been estimated that the cost directly caused by fatigue failure and corrosion failure reached $276 billion, ~3.1% of GDP of US in 1998 [3, 4]. This number was estimated to be over $1 trillion in 2012 [5]. Therefore, since people started to realize the importance of fatigue damage, it has drawn numerous interests of research on fatigue of materials.

1.1 History of the Research on Fatigue

Although fatigue damage of engineering materials and structures had first been noticed and recorded in early 19th century, the interest in the study of fatigue began to expand until 1850s with the rise of industrial revolution [6]. At the beginning, fatigue failures were frequently observed in pumps, steam engines and locomotives, and it was considered merely as an engineering phenomenon at that time. A new understanding in
fatigue damage was then explored through systematic fatigue tests by Wöhler [7]. His studies covered cyclic bending, torsion and axial loading on railroad axles, leading to the characterization of fatigue behavior in terms of stress amplitude-life (S-N) curve and to the concept of fatigue “endurance limit”. Like Wöhler, many other researchers conducted similar fatigue tests and research on different materials, but the interpretation of fatigue mechanism in this period was based on a so-called recrystallization theory [8] which was laid to rest by pioneering work of Ewing et al. in early 1900s. Ewing et al. [9] carried out microscopic investigations and found that during cyclic loading the slip bands formed on the sample surface, and further developed into “extrusions” and “intrusions” which resulted in the nucleation of fatigue cracks. With the development of fracture mechanics concepts, a large number of quantitative models were proposed and used to analyze the experimentally observed fatigue crack growth behavior in engineering materials around 1950s. Irwin [10] proposed the concept of linear elastic fracture mechanics (LEFM) approach to characterize the amplitude of the stress singularity ahead of a crack with the stress intensity factor, K. Later on, Paris et al.’s [11] suggested that the increment of fatigue crack advance per loading cycle, \(da/dN\), can be quantified by the range of stress intensity factor, \(\Delta K\), during constant amplitude cyclic loading. With the application of fracture mechanics concepts to fatigue failure, increasingly more attention was paid to the mechanism of subcritical crack growth. It was noticed that the stress intensity factor range could be altered by the history of crack advance. In 1970s, Elber [12, 13] initialized the concept of crack closure during fatigue crack growth. Plasticity-induced crack closure mechanism was first proposed, followed by other crack closure mechanisms, such as fracture surface oxidation induced [14], fluid induced [15] and roughness induced [16]. The crack closure effect, attributed as an extrinsic factor, had been utilized to explain the influence of loading condition (e.g. load ration, overloading) on crack growth rate for a long period since then. However, the discrepancies of the opening/closure loads inferred from compliance measurements could vary significantly between different methods or
laboratories [17-20]. In 2000s, a unified approach considering $K_{\text{max}}$ and $\Delta K$ as the two required parameters in controlling fatigue crack growth was proposed by Kujawski and Sadananda et al [18-23]. It develops the overall crack rate prediction methodology regarding load ratio effects for both long- and short-crack growth behavior.

With the development of microscopy techniques and increasingly more interests in the mechanism of early fatigue crack growth, many experiments and research targeting the short crack regime have been carried out in the last four decades. It was first identified by Pearson in 1975 that short fatigue crack demonstrated an abnormal growth behavior, compared with long cracks, making the conventional LEFM break down in quantifying short fatigue crack growth [24]. Unlike the long cracks, a short fatigue crack is very sensitive to local microstructure, usually deflects at a GB or phase boundary, grows with a scattering growth rate, forms an irregular crack-front and so forth. Although the present knowledge about short fatigue cracks has been greatly enriched, many details of crack nucleation and short crack propagation mechanism are far from being clearly understood. The development of a reliable quantitative model for short fatigue crack initiation and propagation remains a challenging task. Insufficient knowledge regarding the crack behavior in the early stage not only severely affects the development of design methodology for large structural components on the basis of experimental data gathered from smaller-sized laboratory test specimens, but also obstacles the design of new generation engineering alloys.

1.2 Fatigue Properties of Materials

Fatigue is a process of damage accumulation which starts at the scale of the crystal lattice and ends up to the scale of structural component. Theoretically, the fatigue process consists of cyclic slip, crack initiation, short crack growth, long crack growth and final failure, as shown in Figure 1.1 [2]. Crack nucleation usually takes place along the slip bands on surface or subsurface defect due to the less material constraint. In the early
stage of fatigue crack growth, the sizes of the cracks are at the same scale of one or a few grains. Most of them stop growing upon encountering some obstacles, such as grain/phase boundary and large particle, but one or several cracks can developed into long one. In the long crack regime, the crack grows steadily until entering into the final growth regime where the growth is accelerated to a much faster speed, followed by the final failure. Generally, the first three phases, i.e. cyclic slip, crack initiation and short crack growth, are referred to as crack initiation period, and the long crack growth is defined as crack growth period. In engineering field, fatigue life, which is defined as the total number of loading cycles spent on from initiating a fatigue crack to crack propagating to the final crack size, is one of the most important fatigue properties of an engineering material [1].

Differentiated by fatigue life and loading condition, there are two types of fatigue processes, namely, low-cycle fatigue (LCF) and high-cycle fatigue (HCF), which show different behaviors in crack initiation and propagation [6]. LCF is the fatigue at high stress amplitudes, typically over the yield strength, in which the cycle loading is always accompanied by elasto-plastic deformation in the fatigue material. Commonly, the fatigue in which the cycle number to form a visible crack or to final failure is less than $10^4$ or $5\times10^4$ is categorized as LCF. Unlikely, HCF is more related to elastic behavior of the material on a macro scale, in which the applied cyclic stress is just above the fatigue limit, resulting in the fatigue life being up to $10^5$ cycles or more. The evaluation of fatigue life generally has two approaches, i.e. total-life approach and damage-tolerant approach.

1.2.1 Total-life Approach

The total-life approach, usually called fatigue limit approach and expressed by S-N curve, adapts the assumption that the materials are flawless before fatigue. The fatigue life covers from the very beginning of crack initiation to the visible crack or final failure. Wöhler [7], who carried out experiments on railroad axles and characterized the fatigue
life in terms of nominal stress amplitudes in the 19\textsuperscript{th} century, introduced the S-N curve for the first time in 1860s. The modern method of S-N curve measurement is established in details in ASTM Standards E466-E468 \cite{25}. In a typical S-N curve, the stress amplitude, $\sigma_a$, is plotted on a linear scale in the vertical axis, and the fatigue life, $N$, on a logarithmic scale in the horizontal axis, as demonstrated in Figure 1.2 \cite{6}. Under a stress level, there exists a plateau beyond $\sim 10^6$ fatigue cycles for mild steel and other materials which can be strain hardened during the fatigue testing. Below this plateau level, the specimen may be loaded to an indefinitely number of cycle without failure. This stress amplitude is known as the fatigue limit or endurance limit. It is noteworthy to mention that the fatigue limit is recognized as the threshold below which short cracks will not grow, but not as a threshold for short crack initiation \cite{26}. Also, many materials, such as high strength steels and Al alloys, do not exhibit a stress threshold in high cycle fatigues. For these materials, the stress amplitude continues to decrease with increasing number of cycles. Instead, the fatigue limit for such materials is defined as the stress amplitude at which the sample can stand for at least $10^7$ fatigue cycles \cite{1}.

1.2.2 Damage-tolerant Approach

Unlike the total-life approach, the damage-tolerant approach assumes that all engineering materials are inherently flawed before fatigue. Then the fatigue life is defined as the number of fatigue cycles spent on the crack to develop from the initial flaw to a certain critical length. Since the short crack (flaw) has already existed in the sample, the damage-tolerant approach deals primarily with the resistance to fatigue crack growth \cite{1}.

For most of engineering alloys, the crack growth rate, $da/dN$, under a certain stress level can be given by a plot of $da/dN$ against $\Delta K$, as shown in Figure 1.3 \cite{1, 27}. Such a relationship of $da/dN=f(\Delta K)$, namely Paris law, can be empirically derived by fitting the linear parts (Paris region) of the plots of most engineering alloys based on the linear elastic fracture mechanics (will be introduced in details later). In the engineering
applications where HCF is adapted in design, the crack growth period, being able to satisfactorily quantified by Paris law or its derivatives, covers a very small portion (10~20%) of total fatigue life, while the crack initiation period occupies up to 90% of the total fatigue life [1]. Since the damage-tolerant approach count with an initial flaw, thus is more conservative compared to total-life approach, and has been widely used in fatigue-critical applications, like aerospace, aviation and nuclear industries.

1.3 Literature Review on High Cycle Fatigue

1.3.1 Fatigue Crack Initiation Mechanism

As mentioned earlier, fatigue process consists of two stages, fatigue crack initiation and fatigue crack growth. The crack initiation is easily affected by the materials surface conditions, such as surface roughness, grain structure, residual stress, and so on. Normally, the crack initiation period dominate the fatigue life of a material under HCF. A large numbers of papers have been published on the mechanism of crack initiation.

Fatigue damage can take place in a polycrystalline material under dynamic loading at stress levels below its yield strength. The plastic deformation usually occurs in the “soft-orientated” grains or at the stress concentrator on the surface of the materials, because the dislocation slip is less constrained by the surrounding materials in the surface than deep inside the material[28]. Such a localized plastic deformation is accommodated by forming slip bands on the sample surface, as indicated in the early studies by Barrett [28]. After the cyclic slip bands extrude out of the sample surface, the slip step forms and this slip is generally irreversible[29, 30]. The slip irreversibility is mainly account for by two main mechanisms [31, 32]. One is that a thin oxide layer is formed on the freshly surface of slip steps in a non-vacuum environment. Such an oxide layer cannot be simply removed from the slip step surface in the reverse part of a load cycle, thus effectively prevents the reversible slip. The other mechanism is that the stain hardening taking place
in slip bands makes it difficult to fully reverse cyclic slip. As a result, extrusions and intrusions (Figure 1.4) may occur when plastic strain becomes more concentrated in localized slip bands. As a consequence of cyclic slip, the permanent slip band (PSB) forms on the sample surface, acting as the precursor of micro-crack initiation [33, 34]. Forsyth [27, 35] reported thin ribbons of the metal (0.1 μm thick and 10 μm long) ‘extruded’ on the specimen surface from the PSBs in an Al-Cu alloy and acted as a micro-crack initiation site. Crack initiation from a slip band has also been confirmed in pure Cu [35]. Cheng and Laird revealed that crack nucleation occurred preferentially at PSBs with the highest slip offset or the largest strain localization [36]. Metallographic observation showed that fatigue-induced surface changes corresponded to a period of cyclic strain adjustment in which slip saturation and micro-cracking occur [37, 38]. Boyce [39] revealed that thickening of the oxide on the freshly formed surface of the PSBs was the mechanism for crack initiation. PSBs are the nucleation sites of the fatigue cracks on the surface in many ductile materials.

Another surface feature called protrusion has also been found to be responsible for fatigue crack initiation in some materials [33, 40]. It is a macro-PSB with several micrometers in height and tens of micrometers in width. A protrusion may contain several intrusions and extrusions and extend all the way through the cross-section of the specimen.

In addition to the PSBs, fatigue cracks were also found to initiate at other stress concentrators, such as constituent particles, the particle/matrix interfaces, inclusions and pores in the surface or subsurface [37, 41-44]. In the precipitation hardened alloys (such as 2xxx and 7xxx series Al alloys), the precipitation free zones adjacent to the GBs, especially in an overage temper condition commonly act as crack initiation sites [45, 46]. Sometimes, fatigue crack initiation was also found to occur in the matrix where surface roughness could promote crack initiation on the materials surface as well [47]. As a fact, crack initiation is a complex function of many factors including, but not limited to,
materials mechanical properties, strengthening mechanism, loading condition, environmental condition and so forth.

1.3.2 Crack Propagation and Driving Force

As introduced earlier, fatigue crack propagation consists of short fatigue crack propagation and long crack propagation. While the growth of a long crack can be satisfactorily quantified by the existing fracture mechanics theories, the growth behavior of a short crack is still far from being quantitatively understood. For convenient understanding, the growth of long crack will be introduced first in the following paragraphs, followed by the introduction of short crack growth.

1.3.2.1 Long Crack Propagation

Since the concept of stress intensity factor was introduced in 1960s, the fracture mechanics based theories for fatigue crack growth received a significant development. It was found that the crack growth rate, da/dN can be associated with stress intensity factor range, ΔK. Paris and Erdogan [48] suggested that, for a cyclic variation of applied stress field, the stress intensity factor range, ΔK, should determine the rate of fatigue crack growth and act as the driving force for crack growth.

\[
\Delta K = K_{max} - K_{min}
\]

\[
K_{max} = Y\sigma_{max}\sqrt{\pi a}, \quad K_{max} = Y\sigma_{max}\sqrt{\pi a}
\]

\[
R = \frac{\sigma_{min}}{\sigma_{max}} = \frac{K_{min}}{K_{max}}
\]

In the Equation 1.2 and 1.3, \(K_{max}\) and \(K_{min}\) are the maximum and minimum stress intensity factor during fatigue a fatigue loading cycle, respectively. \(Y\) is a geometrical factor that depends on the ratio of crack length \(a\) and specimen geometry. The value of \(Y\) for most specimen geometry and crack size can be obtained from literatures and fracture
mechanics handbook. \( \sigma_{max} \) and \( \sigma_{min} \) are the maximum and minimum the fatigue stress in cyclic loading cycle, respectively. The ratio of the minimum stress over the maximum stress is defined as the stress ratio \( R \).

Based on Paris’ systematic experimental work, it was found that the relation of crack growth rate, \( da/dN \), and crack growth driving force, \( \Delta K \), can be quantified through Equation 1.5.

\[
\frac{da}{dN} = C(\Delta K)^m
\]  

(1.5)

where \( C \) and \( m \) are material-based coefficients and depend on microstructure of material, temperature, environment, cyclic loading frequency, waveform, and load ratio, \( R \), etc. Practically, they are experimentally determined by fitting long crack growth curve plotted in logarithm-logarithm scale.

In the case of crack closure, the crack will not propagate when the crack is closed during the compression or unloaded phase, which is more prone to happen in a low stress ratio condition. Therefore, the effective driving force \( \Delta K_{eff} \) for crack growth is smaller than \( K_{max} - K_{min} \), and is amended to be

\[
\Delta K_{eff} = K_{max} - K_{cl}
\]  

(1.6)

where \( K_{cl} \) is the stress intensity factor at crack closure, as demonstrated in Figure 1.5 [12, 13]. The crack closure effect has been utilized to explain the why \( da/dN \) decreases quickly when \( \Delta K \) is approaching threshold, rather than following Paris law relation. It was found that, if the driving force \( \Delta K \) at the near-threshold region is corrected by \( K_{max} - K_{cl} \), the \( da/dN \) vs. \( \Delta K(\Delta K_{eff}) \) is still able to be quantified by Paris law. Since the crack closure arises as a result of premature contact of the two conjunct crack faces behind the advancing crack tip, thus the crack closure effect is less pronounced as the crack length decreases due to limited crack wake.
The “crack closure” based approach (Equation 1.6) has been widely adopted as a main mechanism responsible for R-ratio effects in metals in the past 30 years, however, it is often found difficult to correlate the crack closure measurements with crack growth behavior consistently [20, 23]. These difficulties mainly arise from that $K_{cl}$ depends on measurement location and technique, geometry and length of crack, and environmental factor. Sadananda and Kujawski argued that closure effect on fatigue crack growth have been greatly exaggerated, and they suggested a unified approach to handle R-effect in fatigue crack growth [18, 20-23]. In this approach, the driving force for fatigue crack growth is defined by two required parameters, $K_{max}$ and $\Delta K$, as expressed by Equation 1.1.

$$\bar{K} = (K_{max})^\alpha (\Delta K^+)^{1-\alpha}$$

(1.1)

where $K_{max}$ is the corresponding maximum value of the applied stress intensity factor, and $\Delta K^+$ is the positive part of the range of the applied stress intensity factor. The exponent $\alpha$ is a materials-based constant which can be determined by fatigue experiments conducted at least two different loading conditions, as expressed by Equation 1.2.

$$\alpha = \frac{\log(\Delta K_1^+ / \Delta K_2^+)}{\log((1-R_1)/(1-R_2))}$$

(1.2)

With a large body of experimental data of fatigue crack growth, the average $\alpha$ ($\alpha_{ave}$) of many main metallic materials have been obtained so far. For Al alloys tested in ambient environment, $\alpha$ was found to be 0.5 [23], therefore Equation 1.2 for Al alloys is transformed to

$$\bar{K} = (K_{max}\Delta K^+)^{0.5}$$

(1.3)

1.3.2.2 Short Crack Propagation

Short fatigue crack can be defined by several ways, as described in references [1, 27]: “(1) microstructurally short crack: fatigue cracks for which the crack size is comparable to the
scale of the characteristic microstructure dimension (e.g. grain size, phase size) short crack; (2) mechanical short crack: cracks with a length comparable to the scale of local plasticity (e.g. small cracks embedded in the plastic zone of a notch or of a length comparable with their own crack tip plastic zones, typically ≤10⁻²mm in ultrahigh strength materials and ≤0.1-1mm in low strength materials); (3) physically short crack: cracks which are simply physically small (e.g. ≤0.5-1mm); and (4) environmentally short crack: fatigue cracks which are nominally amenable to linear elastic fracture mechanics analyses, but exhibit apparent anomalies in propagation rates below a certain crack size as a consequence of the dependence of environmental stress corrosion fatigue effects on crack dimensions”.

The abnormality of short fatigue crack growth was noticed when LEFM failed to quantify the short crack growth. The abnormality arises due to: (1) the short fatigue crack can propagate with a stress intensity range well below the driving force threshold (ΔK_{th}) below which the long cracks are arrested or grow at a experimentally undetectable rates [49, 50]; (2) the short fatigue crack propagates at a scattering growth rate which is unable to be predicted or quantified by existing Paris law and its derivations [51, 52]; (3) short crack propagates at a higher growth rate than long crack under the same ΔK resulted by far-field loading [41, 49, 53-60].

The behavior of short fatigue crack growth is intimately dominated by their forming mechanism. After being initiated from a PSB or stress concentrator, the crack will initially propagate in a crystallographic mode (i.e. stage I crack) [61], in which the micro-crack will grow along a favorable single slip plane in a single grain. The non-continuity of the microstructure, resulted in by grain/phase boundary, grain orientation, inclusion, constituent particle, etc., plays a significant role in affecting the growth behavior of the short cracks in stage I. The local microstructure can promote non-continuum plastic deformation, leading to rapid growth of the short crack, severe retardation of crack growth, or deflect the crack propagation path. These effects can be
considerable and highly stochastic because of the random of microstructure features. Among different types of microstructures, GB has been recognized as the most major obstacle to short fatigue crack growth [62-68] [69, 70]. It was found that growth of short cracks was impeded by the presence of GBs due to blocking of slip bands ahead of the crack tip by the GBs, containment of the plastic zone within the grain, reorientation and re-initiation of the crack as it propagate across the boundary, or simply cessation of the growth at the boundary. The traditional LEFM theory for long crack is developed based on the condition of homogenous solid continuum, where the intrinsic resistance of local microstructure against crack growth has been treated as an average constant of the material. However, when the crack length decreases down to the scale of microstructure features, such an “intrinsic” resistance of microstructure can not still be dealt with by the traditional LEFM, because the crack propagation mode has changed from multi-slip to single slip in a single grain, where the GB resistance has to be handled extrinsically with a modification of LEFM or elastic-plastic fracture mechanics (EPFM). The factors controlling short crack growth and modeling work will be introduced in the following sections.

1.4 Factors Controlling Early Stage of Fatigue Damage in High Strength Al Alloys

Since 1920s, Al alloys have been widely used in aircraft structural applications, because of their high strength-density ratio, durability, tolerance to damage, and economical efficiency in fabrication, compared with other materials such as steels and polymers. In recent decades, the application of Al alloy has expanded broadly into many other fields, such as automotive industries and construction industries, where fatigue emerges out as a critical issue. It has always been desired, by consumers, to predict the fatigue life of Al components accurately and reliably; and by Al alloy manufacturer, to develop new Al alloys with better strength and fatigue limit based on a deeper understanding of mechanism for fatigue process. Driven by such demands, extensive research work has been carried out, with interest more inclined to mechanism of the initiation and early
growth of the fatigue cracks in the last 30 years. Many factors have been found to influence the initiation and propagation of a short fatigue crack, i.e., the behavior of short fatigue crack is complex function of many variables. They can generally be categorized by the following aspects: (1) microstructural effects, e.g. grain size and geometry, texture, precipitation, second phase particles; (2) geometrical effects, e.g. stress concentration, crack length, depth and aspect ratio; (3) loading condition, e.g. the level, range and ratio and waveform of loading stress; (4) surface effects, e.g. surface roughness, damage or treatment; (5) environmental effects, e.g. vacuum level, humidity, corrosion media and temperature. However, it is still far away from quantitatively understanding the mechanism for early growth of fatigue cracks. Therefore, it is of both academic and industrial interests to study the fatigue behaviors of Al alloys. Among the above factors, the microstructure is most important for the design of a material for the improved fatigue properties, thus the following discussion will focus on the effects of the microstructure and texture.

1.4.1 Effect of Microstructure on Crack Initiation

1.4.1.1 Intermetallic Particles

 Constituent intermetallic particles are the most common sites for the naturally occurring fatigue cracks in engineering materials [24, 41, 43, 44, 46, 71, 72], mainly because (1) the particles themselves are already fractured during manufacturing process (e.g. extrusion, rolling), (2) the matrix/particle interface is weak in some alloy systems, (3) the particles act as the stress concentrator due to the stiffness difference between particle and matrix.

The direct observation of particle cracking in Al-Zn alloy AA7075 [71, 73, 74] showed that the fracture of constituent particle happens suddenly within first few cycles during fatigue and the fractography confirms that the fracture is in a cleavage manner. The particle fracture is due to an excessive critical tensile stress. Goodier [75] found that the
tensile stress across spherical particles may reach up to twice of the principal stress in the matrix, assuming the particle had infinite stiffness. The investigation by Patton et al. [76] indicates that most of the fatigue cracks in Al alloy AA7010 are initiated at constituent Al$_7$Cu$_2$Fe and Mg$_2$Si particles whose Young’s modulus has been measured to be 2 and 1.3 times of the Al matrix, respectively [77]. Recently, Ingraffea and co-workers [73, 74] conducted a detailed finite element analysis (FEA) on the effect of constituent particle geometry and surrounding micro-texture on the efficiency of fatigue crack initiation in AA7075-T6 alloy. Similar studies were also carried out in 2xxx series Al-Cu alloys, showing the strong effect of particle size, aspect ratio and density in dominating crack initiation [71]. Based on the experimental work, some empirical models were developed to take into account the effect of large particles on the fracture toughness or fatigue life. For example, a model was developed by Van [71] to correlate $K_{IC}$ and particle population (Equation 1.4)

$$K_{IC} = CD^{1/2}f^{-1/6m}$$  \hspace{1cm} (1.4)

where $C$ and $m$ are material-based constants, $D$ is the average particle distance and $f$ is the particle volume fraction and $K_{IC}$ is the critical stress intensity factor for mode I crack.

However, these early understandings are obtained mainly based on 2-D observation on the sample surface, ignoring the effect of 3-D geometry of the particle, thus the many abnormal findings (e.g. crack initiation being associated with small particles or even no surface defects) can not be interpreted with them. Recently, with the developed of the characterization techniques, such as EBSD and FIB, preliminary work has been performed on exploring how the particle 3-D geometry and micro-texture affect the fatigue crack initiation [78-80]. Still, the quantitative understand in 3-D on this topic remains unclear.
1.4.1.2 Voids and Pores

Similar to particles, voids and pores in the surface or subsurface acting as the stress concentrators are also potential crack initiation during fatigue\[81\]. In wrought materials, these defects are formed mainly due to large particles being broken into fragments, while in castings they are basically gas pores or shrinkage pores \[82\]. When these voids/pores are located in the subsurface or just touching the surface, a significant stress concentration can be yielded around the defect region, thus initiate the fatigue cracks \[82\].

1.4.1.3 Grain boundaries (GBs)

GBs is also a preferred type of crack initiation sites in Al alloys. Crack initiation at GBs is generally associated with two types of GBs, i.e. GBs normal to the loading axis and GBs with precipitation free zone (PFZ).

Although the occurrence of debonding of GBs during high cycle fatigue has been significantly reduced or even eliminated in most modern materials, the probability of crack inanition at GBs increases with the loading stress level. Sigler et al \[37\] found that density of crack initiation at GBs was very low in the early stage of fatigue at a low stress level, but increased dramatically with loading cycles at a high stress level in Al alloy AA2024. It was suggested that the local strain caused by the sufficient irreversible slip could open up the microcracks along the GBs. It was found by Srivatsan and co-works \[46\] that the preferential plastic deformation throughout the favorably orientate grains resulted in a highly localized stress/strain concentration at GB triple junctions, leading to nucleation of microcracks.

Investigation with the aid of TEM showed that crack initiation at GBs is more prone to happen in the materials with PFZ along the GBs \[83-86\]. In the precipitation hardened Al alloys, occurrence of a PFZ is due to that the formation of second phase at the GBs
consumes supersaturated solution atoms in the vicinity along the GBs. The GBs therefore becomes a weakest link in fatigue process because no hardening precipitates were formed in GB regions close to GBs. In the case of a synergy of PFZ and high stress level, the crack initiation at GBs becomes a predominant mechanism for nucleating fatigue damage. The comparison work by Mulvihill and co-worker [83] demonstrated that the crack initiation invariably took place at GBs in peak-aged Al-Cu alloys at a maximum stress of 80% of yield strength while the crack initiation at GBs were not observed in the natural-aged counterpart samples. The TEM observation confirmed that densely populated θ precipitates were formed along the GBs surrounded by PFZ in peak-aged samples, which weakened the GBs during the fatigue.

1.4.1.4 Micro-texture

Taylor et al studied the effect of texture in dominating crack initiation site in an Al-Li alloy AA8090 [87]. The plastically soft grains, i.e. the ones with high Schmid factors, are likely to become the preferential sites for the crack initiation. The cracks were predominately initiated in grains that had <100> being orientated to the loading axis. Patton et al [76] measured the crystal orientation of the crack-initiation grains in Al alloy AA7010, which showed that the grains exhibiting R-cube texture with respect to the loading axis are more prone to initiate crack by intermetallic rupture.

Similarly, the similar dependence of crack initiation on texture also prevails in other engineering alloys. In steels, the crack nucleation was found to preferably happen in the favored grains. Mineur et al. [88] studied the texture effects over the fatigue behavior of 316L austenitic stainless steel, in which the micro-texture of crack initiation sites was observed with EBSD. Their results indicated a strong effect of texture on the crack initiation. Soft grains (i.e. grains with high Schmid factors) with close-<110> directions were characterized by high crack densities while hard grains (i.e. grains with low Schmid factors) with close-<111> directions by very low crack densities.
Studies on Ni-based superalloys showed that the PSB zones were preferably formed in the near-cubic orientated grains [38, 89-91]. The connection between the tendency of activation of independent slip and the ease of formation of extensive PSB deformation has been explained by the Taylor factor criterion. Recent investigations by Sangid [91, 92] also showed that the micro-texture of neighboring grains surrounding the PSB-initiation one also played an important role in the crack initiation. If a neighboring grain has a low misorientation, i.e., the GB is a low angle GB (LAGB), the PSBs can usually transverse across the GBs into the next grain. In the case that the PSB occurs in one grain of grain-clusters, PSBs can transmission across the GBs along the clusters, since they are connected by LAGBs. As a result, such a grain cluster is considered as a super-grain and represents a preferred site for crack initiation. Oppositely, if the GBs are of high angle, the PSBs will be blocked by the high angle GBs, the dislocations will pile-up against at the GBs, leading to discontinuity of strain gradient at the GBs and thus crack initiation at the GBs [91-93].

1.4.2 Effect of Microstructure on Short Crack Propagation

Microstructural features, such as GBs, grain geometry, grain orientation, constituent particles, inclusions, plays a somewhat minimal part in affecting the growth behavior of long cracks, because their growth behavior is dominated by the average bulk properties and can be satisfactorily quantified by Paris law and its derivatives. However, these microstructure features govern the crack growth in stage I regime.

1.4.2.1 Grain Boundary and Grain Size

Supported by a great number of experiments, the grain boundary, among different microstructure features, has been recognized as the most significant barrier for the short fatigue crack growth [51, 54, 94, 95]. For example, a large portion of the secondary cracks in Al-Li alloy have been observed with their tips being ceased at the GBs. Some of
these crack tips can cross one or two grains before being arrested, indicating that GBs had resistance against the short crack growth and such GB-resistance varied among different GBs [96]. The resistance of GB against crack growth was also proved by Sarioglu’s work on fatigue experiments on Al alloy AA2024 [85]. It was found that the crack length in natural-aged samples was determined by the grain size because the crack tips usually stopped at the GBs. It was suggested that the formation of large plastic deformation zones lead to crack retardation until a new crack is formed in the neighboring grains. Taylor and co-workers’ [57, 87] investigation indicated that the crack propagation, which was a process of cyclic plasticity and deformation, is relatively easy within the first grain, but the GB can act as a barrier to such cyclic plasticity during fatigue. The GB showed stronger obstacle effect in high cycle fatigue, where many short crack never grow beyond the first grain while any those growing beyond the microstructural size finally developed into long cracks. In addition, the crack growth retardation at GB triple junctions was also observed occasionally in [97, 98].

Since the resistance against the short crack growth mainly comes from the GBs, thus the grain size also play an important role in controlling short crack growth because it represents the density of GBs. It is considered that smaller grains should render a larger resistance to crack growth because of higher density of GB. The plastic strain generated by the pre-mature cracks is more prone to be blocked by the GBs. Zurek [99] et al, however, also found that the surface short fatigue crack grew markedly slower in coarse grained samples than their fine grained counterparts. Zurek attributed the decrease in growth rates with increasing grains size to grain-size-dependent plasticity-induced closure. So far, the grain size effect on short crack growth remains unclear and under debates.
1.4.2.2 Micro-texture

Crystallographic orientation (micro-texture) of grains influences the growth behavior of stage I crack within an individual grain. In stage I, the short fatigue cracks prefer to propagate following particular crystallographic planes within individual grains, especially in planar slip type alloys which either are hardened by shareable precipitations or have high stacking fault energy. In these materials, the texture has a significant influence of the crack plane orientation, Schmid factor and crack growth driving force, thus affect the crack growth rate considerably.

In typical precipitation hardened alloys, like Al-Li alloy 8090, Al-Si-Mg alloy 6061, the research work discovered that the fatigue cracking along \{111\} in vacuum and moist air[95, 100-102]. The EBSD results indicated that the fatigue crack propagation was progressed by microcracking nearly parallel to \{111\} for over 80% of the facets analyzed in both recrystallized and unrecrystallized grains. The fatigue facets being parallel to \{111\} planes were also observed in an unrecrystallized Al alloy plate with copper texture in a vacuum test condition. Similar observations were reported in Goss textured grains in recrystallized sheet and in recrystallized region with more random crystallographic orientation. The research by Wu et al indicates that the directionality of the fatigue fracture behavior is related to the strong \(110<112\) texture [103].

More importantly, the micro-texture exhibits a considerable influence on controlling short crack path and the resistance of GB to crack growth. When a crack tip approaches a GB, it tends to reorient itself in the neighboring grain to progress by the localized shear mechanism. The extent of crack deflection at a GB depends on the grain orientation in a global coordinate system and relative orientation of the most favorable slip system in the adjacent grains. Traditionally, the misorientation of the two adjoining grains was considered as the key factor controlling growth behavior of a crack passing a GB. It was believed that large misorientation (large angle GB) yielded higher resistance against
crack growth while small misorientation (low angle GB) exhibits minimum effect. This hypothesis was later adopted in modeling the process of either slip band blocking or slip blocking by a GB. By introducing a misorientation-based function $K(\Phi)$ with respect to resolved shear stress in cracked grain and its neighboring grain in front of the crack tip, Chan and Lankford [104] reconsidered the crack tip plastic strain range and modified the LEFM equation to accommodate the GB effect. Wu et al. developed a mechanical model for transgranular fatigue crack growth in high textured materials. In their model, the effect of texture on fatigue crack growth rate is related via a geometric factor $cos^2\varphi$ ($\varphi$ defined as the angle between the load axis and the normal of the favorable slip plane). The model predicts that fatigue crack growth will grow slower in many textured materials than texture free materials.

In recently years, the development of advanced characterization techniques allowed a deeper understanding of the GB effect on crack growth, especially providing a 3-D perspective. Zhai et al. with EBSD and acoustic microscope, revealed that the twist and tile angles of the crack plane deflection at a GB are the key factors controlling the path and growth rate of a short crack in Al-Li alloy AA8090. As shown in Figure 1.6 is the schematic diagram of his model for crack propagation through a GB from grain 1 into the adjacent grain 2 along the favorable slip plane. $\alpha=|\psi_1 - \psi_2|$, defined as the angle between the two intersecting lines ($ab$ and $ac$) of the two favored slip planes on the GB plane, represents the major resistance to crack propagation from one grain to another because the wedge shaped area ($abc$) described by $\alpha$ on the GB plane has to be fractured for the crack to pass through the GB. The larger the $\alpha$, the higher the resistance from the GB. The angle between the intersection lines of the two favored slip planes on the sample surface is $\beta = |\theta_2 - \theta_1|$ which can also contribute to the total resistance of the GB to crack growth by reducing the driving force at the crack tip. For a short crack to cross the GB from grain 1 into grain 2, it has to overcome the resistance from the GB. As a result, at the GB, the crack will select the slip plane that offers the minimum $\alpha$ angle, i.e.
minimum resistance, among the four slip planes in grain 2. Among all the microstructural factors such as α, β, and Schmidt factor, α is the most dominant one that control the short crack growth [95, 105]. This minimum-α criterion has been verified in AA8090 Al-Li alloys [95, 106], Ni-based alloys [107-109], Ti-based alloys [110-112] and zinc [113], etc.

With the focused ion beam (FIB), Schaeff and Marx [107-109] studied the interaction of short fatigue crack with GB in 3-D in Ni-based super alloy. Utilizing a technique combining synchrotron imaging and phase-contrast X-ray tomography, Ludwig et al [110-112] was able to observe the crack front evolution in a Ti-based alloy in-site, and obtain the information of grain geometry and crystal orientation simultaneously. Takahashi et al [102] characterized the interaction behavior of GB and the short crack emanated from micro-notches, with the aid of FIB and TEM. All of these recent works not only further confirmed Zhai’s model with the 3-D point of view, but enriched the knowledge about the GB effects. However, many more details, especially the quantitative understanding of the mechanism has not achieved yet.

1.4.2.3 Constituent Particles and Voids

Compared to GB and texture, constituent particles and voids play a relatively minor role in short crack growth. Debartolo and co-workers [44] observed that the interaction of the crack tip and constituent particles depended on the state of the particle. When the particles were debonded with matrix or already fractured during deformation process, the fatigue crack were prone to propagate through them, which sped up the crack growth rate effectively. When the particles were well bonded with the matrix, the crack tended to deviate from straight path to avoid the particle, slowing down the crack growth rate.

The fatigue studies of the high strength Al alloy and casting alloys showed that the voids acted equivalently as the second-phase particles which had “zero” stiffness or been fully debonded with matrix [46]. The experiments on Al alloy AA2524 revealed that the strain
in the region surrounding the voids was greater than that in the matrix, facilitating a gradual increase of both the size and relatively volume fraction of voids during fatigue damage. Also, the coalescence of micro voids to form void sheets were observed in the materials during fatigue [114, 115].

1.4.3 Previous Attempts to Quantify Short Crack Growth

Several models have been developed in an attempt to quantify the process of short fatigue crack growth [116-118]. Most of them are based on Bilby, Cottrell and Swinden’s theory which describes the crack and the plastic deformation zone in the vicinity of the crack tip as an array of continuously distributed dislocations [119]. The process of either slip band blocking or slip blocking by a GB is considered in these models. The effects of the GB constraint on the size of the crack tip plastic zone and the crack closure stress have also been discussed [120]. However, these models do not directly take into account the local texture and its change across a GB ahead of the crack tip, though Navarro and De los Rio (NR) et al [108, 117, 118, 121, 122] have incorporated the average Sachs factor of the grains along the crack front into their model for short crack growth simulation. Wilkinson adopted the BSC approach and modified NR model, with an attempt to study the effect of macro-texture on short fatigue crack growth in Al-Li alloy [123]. However, these models are 2-D in essential, leading to lack of consideration in the effect of really microstructure, especially the GB geometry and orientation. Recently, Ravichandran and Li [124] have studied the effects of variation in elastic moduli of the grains covered by a short crack on the stress intensity factor ($K$). Using the weight function technique and numerical analysis, $K$ is calculated and found to vary along the crack front due to the variation of grain orientation. Although with the grain geometry and crack growth in 3-D being considered, they are able to explain the observed changes in the shape of a surface short fatigue crack due to grain orientation, the effect of GBs has not been considered. In a near
isotropic material such as Al, the anisotropic effect due to grain orientation variation is neglectable and GBs become the dominant barriers to crack growth.

Finite element method, especially the crystal plasticity based approach, was also utilized to quantify the plastic strain in front of crack tip and crack advancement [125-128]. Molecular dynamics modeling was adapted to investigate the crack initiation and early growth [90-92]. These approaches, however, are still pre-mature so far, causing conflicting results among different materials system and research group. And also, these approaches currently face the limitation of computation capability of computers, thus is not difficult, even impossible, for statistically study of short fatigue crack growth behavior for design of engineering alloys.

1.5 Rationale and Purpose of the Study

Extensive efforts have been made over the last few decades, attempting to understand the mechanisms of the early stage of fatigue damage in Al alloys, however, the fatigue crack initiation and short crack growth are still far from been understood thoroughly, let alone the microstructurally-based model to quantify the process of the fatigue damage. This raises a huge challenge for the materials scientist and engineers to develop the new generation Al alloys with both enhanced tensile strength and superior fatigue properties.

The purpose of the present research work is mainly to further study the growth behavior of short fatigue crack, especially the interaction of crack tip with GBs, in high strength Al alloys. It is attempted, based on the experimental discoveries, to develop a microstructurally-based numerical model to quantify the short crack behavior, for a more reliable lifetime prediction and design of new engineering alloys. Also, the micro-crack extension from constituent particles into matrix, counted as a part of crack initiation, in high strength Al alloy was reexamined to offer a better understanding of crack initiation behavior, maybe being of value in modifying existing model of fatigue crack initiation.
1.6 Selection of Materials

Fatigue problem is one of the most important concerns in selection and design of materials used in aviation and modern automotive applications. To achieve a superior balance of tensile strength and fatigue properties, as well as formability, precipitation hardened high strength Al alloys (e.g. 2000 series and 7000 series) and medium-high strength Al alloy (e.g. 6000 series) are widely selected as the materials for the key components, such as fuselage, wing, chassis [129]. Al-Cu alloy AA2024 and Al-Li alloy AA8090, being the typical representatives of precipitation hardened high strength Al alloy, were selected as the experimental materials in this study, and their chemical compositions are shown in Table 1.1. These two alloys were selected because they share many similarities with other precipitation hardened high strength Al alloys, thus are appropriate to serve as a platform in understanding this type of alloys. These similarities mainly include:

(1) Similar metallurgical processing. These three types of Al alloys are generally produced through the same key metallurgical processing, e.g. smelting → ingot by direct chill (some 6000 series alloys are produced by continuous casting) → homogenization → thermomechanical processing (hot rolling, cold rolling and associated annealing) → solid solution → quenching → cold working → ageing (natural or artificial ageing).

(2) Similar strengthening mechanism. Precipitation hardening is the most important strengthening mechanism shared commonly by these three types of Al alloys. During the ageing, the alloying elements precipitate to form fine shearable and ordered dispersoids in the matrix (s’-Al₂CuMg phase in 2000 series, β’-Mg₂Si phase, in 6000 series, η-MgZn₂ phase and T’-Mg₃₂(Al,Zn)₄₀ phase in 7000 series), which effectively resists or even pins the slip of dislocations and minimize grain growth [130].
(3) Similar high tendency of planar slip. To illustrate this point, it is noteworthy to introduce the mechanism of planar slip. Usually, planar slip takes place in pure metals with a low stacking fault energy (SFE), where a full dislocation may reduce its energy by dissociating into a pair of partial dislocations separated by a stacking fault [131, 132]. The dissociation of a full dislocation in a face centered cubic (FCC) crystal can be expressed by

\[
\frac{1}{2} [\overline{1}10] = \frac{1}{6} [\overline{1}2\overline{1}] + \frac{1}{6} [\overline{2}11]
\]  

Thus the move of a full dislocation is replaced by the moves of the two partial ones. As the first partial dislocation slips, it changes the stacking order by producing an anti-phase boundary (APB) which has a very high energy, thus the second partial dislocation will glide on the exactly same lattice plane glided along by the first to restore the stacking order to its proper sequence (i.e. low energy ordering). After both partial dislocations glide through the same lattice plane, it results in the crystal being sheared at the slip plane by an amount equal to the Burgers vector \( b \) of the full dislocation. The lower the SFE, the wider the stacking fault between the extended dislocations in the metal, thereby the stronger tendency for planar slip [133].

In pure aluminum, although the dislocations are almost unextended and have a very low tendency for planar slip because of high SFE, the decrease of SFE and the tendency of planar slip can be facilitated by alloying, especially by the presence of large volume fractions of shearable and ordered second-phase precipitates, e.g. in the case of high strength Al alloys [134, 135]. As shown in Figure 1.7, the glide of a unit dislocation through the ordered lattice of a precipitate will result in a disordering in the form of APB. To minimize the APB-associated energy increase, dislocations tend to move in pairs, like a super-dislocation, similar to the extended dislocation [135, 136]. This leads to planar slip along close packed \{111\} planes and a crystallographic faceted mode of crack extension [137-141].
(4) Similar crack initiation site. In most of these alloys, the fatigue cracks are originated from the constituent particles during high-cycle fatigue. These constituent particles are mainly β-phase (AlCu<sub>2</sub>Fe) with higher stiffness than matrix and irregular shape [74, 78, 129, 142].

It is apparent that the investigation with AA2024 and AA8090 will enrich the knowledge about the fatigue behavior for the whole family of high strength Al alloys.

1.7 Key Results Obtained

The short fatigue crack behavior in alloy AA8090 was analyzed. It was qualitatively found that the twist angle (α) has a significant effect on determining the crack deflection at a GB and thus the whole crack path. The short crack tended to grow in the alloy following a minimum-α path. In addition to crystallographic orientation, the GB tilting was also found to play a part in determining the GB-resistance via affecting the value of α. A minimum-α map for a vertical micro-crack was calculated to evaluate the resistance to crack growth into a neighboring grain with a random orientation. Some of the results from this part of the work, entitled “Three-dimensional Effects of Microstructures on Short Fatigue Crack Growth in an Al–Li 8090 Alloy”, has been published in Philosophy Magazine[143].

Based on the qualitative discovery of α effect on short crack growth behavior, a delicate experiment was carried out in alloy AA2024, as an attempt to establish the quantitative relationship of α and GB-resistance. With the aid of FIB and EBSD, short fatigue cracks were successfully initiated within the selected grain and before the selected grain boundaries which had a wide range of α. The initiation and growth of the short cracks, especially their interactions with the GBs, were carefully observed and analyzed. It was found that the GB-resistance is a function of α, and can be fitted by a two-parameter Weibul function. This finding would be the first time to experimentally quantify the GB-resistance in planar slip materials. A part of the results from this work, entitled “An
Experimental Quantification of Grain Boundary to Short Fatigue Crack Propagation in 3-D”, has been drafted and will be submitted to Acta Materialia soon. With the established relationship of GB-resistance and α, a 3-D microstructurally-based model, which incorporated GB-resistance and modified Paris law, was developed to quantify the short fatigue crack growth in engineering alloys. The baseline model demonstrated its capability in simulating the behavior of short cracks in engineering alloy. The model was further validated by comparing the simulation with the experimental results, which showed a good agreement between the model and the experiments. With this model, the short crack growth in a textured engineering alloy could be statistically predicted, showing potential value for more reliable life prediction and engineering alloy design in terms of texture optimization. The concept and development of the model, entitled “Quantification of Resistance of Grain Boundaries to Short-Fatigue Crack Growth in Three Dimensions in High-Strength Al Alloys”, has been published in Metallurgical and Materials Transaction A[106]. And the part regarding validation and application of the model will be submitted to Acta Materialia soon.

As a preliminary study, the extension of micro-crack from constituent particle into matrix, in high cycle fatigue was reexamined with the aid of FIB and EBSD. The traditional 2-D size and aspect ratio of particles were found to be unnecessarily correlated with the crack initiation. Instead, the particle 3-D geometry and surrounding crystallographic orientation played a synergic role in dominating effective crack initiation. This part of work, entitled “A Study of the Effects of Particle 3-Dimensional Geometry and Micro-texture on Fatigue Crack Initiation Behaviors in an Al-Cu Alloy using Focused Ion Beam and Electron Backscatter Diffraction”, has been recently published in Materials Science and Engineering A[142].
Table 1.1 Chemical composition of Al alloys AA2024 and AA8090 (wt %).

<table>
<thead>
<tr>
<th></th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Zn</th>
<th>Ti</th>
<th>Cr</th>
<th>Zr</th>
<th>Li</th>
<th>Balan</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA2024</td>
<td>0.5</td>
<td>0.5</td>
<td>3.8-4.9</td>
<td>0.3-0.9</td>
<td>1.2-1.8</td>
<td>0.25</td>
<td>0.15</td>
<td>0.1</td>
<td>0.25</td>
<td>-</td>
<td>Al</td>
</tr>
<tr>
<td>AA8090</td>
<td>0.2</td>
<td>0.3</td>
<td>1.0-1.6</td>
<td>0.1</td>
<td>0.6-1.3</td>
<td>0.25</td>
<td>0.1</td>
<td>0.1</td>
<td>0.04-0.16</td>
<td>2.2-2.7</td>
<td>Al</td>
</tr>
</tbody>
</table>
Figure 1.1 Different phases in the fatigue process.

Figure 1.2 Typical S-N curves for materials with and without fatigue limit.
Figure 1.3 Schematic diagram showing a crack growth rate $da/dN$ vs. $\Delta K$ curve [1, 8].

Figure 1.4 Sketch diagram showing geometry of slip at the material surface according to Forsyth [27, 35].
Figure 1.5 (a) Applied stress in a load cycle, (b) crack tip and mechanisms of fatigue crack closure due to (c) plasticity, (d) corrosion debris, and (e) surface roughness [12, 13].

Figure 1.6 Schematic diagram showing a crystallographic mechanism for crack growth along slip plane 1 in grain 1 onto slip plane 2 in grain 2. The crack growth across the GB is controlled by $\alpha$ and $\beta$ (after [95]). ad is the intercept line of crack planes 1 and 2.
Figure 1.7 Schematic diagrams showing (a) a coherent precipitate sheared by dislocation, forming (b) APB and new interface.
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Chapter 2 Experimental Theory and Technologies

In order to investigate the short fatigue crack growth behavior in precipitate hardened high strength Al alloys, a series of tests and characterizations were conducted on Al-Cu alloy (AA2024). Based on the mechanical properties as measured in standard of tensile tests, four-point bend fatigue tests were designed and carried out to study the fatigue initiation and short crack growth behavior, especially the interaction of crack with microstructures. Together with the earlier experimental results of short fatigue crack growth in AA8090, Optical microscope (OM), scanning electron microscope (SEM), electron backscatter diffraction (EBSD), focused ion beam (FIB) were utilized to study the effect of local texture and microstructure on short crack growth in 3-D.

2.1 Mechanical Test

2.1.1 Tensile Test

The dog bone shaped specimens for tensile testing were prepared according to ASTM standard [144], with a gage length of 25.4 mm and width of 6.35 mm (Figure 2.1). The specimens of Al-Cu alloy A2024-T351 were cut along L-direction and T-direction, respectively, on the L-T plane of the as-received plate. Tensile tests were performed on an Instron 8802 servo-hydraulic testing machine (Figure 2.2) at a constant crosshead speed of 1.2 mm/min at room temperature in air. At least two specimens were tested in each orientation. The specimens of Al-Li alloy AA8090 plate were cut along the L-direction on L-S plane, which has been completed earlier by Zhai [95, 101]. The as measured 0.2% offset yield strength in the tensile curve, $\sigma_{0.2}$, was taken as the tensile yield strength $\sigma_y$. The loading forces in the fatigue tests were selected based on tensile properties, especially the tensile yield strength $\sigma_y$. 
2.1.2 Fatigue Test

In the commonly used four-point bend testing rigs, the geometry, like the support span/load span ratio (L/t), is either 2 or 3, which usually fails to generate a uniform stress distribution in the sample surface under tensile loading. With the variation of L/t ratio, a sample can fail either right over of one of the loading rods in thin a sample or right in the middle of a thick one, leading to inconsistent results. In this research work, a homemade self-aligning four-point bend fatigue testing rig was used to perform the fatigue testing. The fatigue testing was performed in a self-aligning four-point bend whose sample and loading geometries are shown in Figure 2.3 and 2.4 [145]. The optimum test geometry (L/t of 4-5 and t/h of 1.2) for four-point bend fatigue has been established through numerical and experimental approaches [145]. By using this geometry, a uniform tensile stress can be achieved in the sample surface between the two loading rollers, and gives rise to repeatable consistent results. The nominal maximum tensile stress \( \sigma_{\text{nom}} \) in the sample surface can be calculated by the beam theory of engineering mechanics,

\[
\sigma_{\text{nom}} = \frac{3F(L-t)}{wh^2}
\]  

(2.1)

where \( F \) is the load applied by one of the two loading rollers, \( L \) and \( t \) are the support span and load span respectively, \( w \) and \( h \) are the width and thickness of the specimens. In this research work, the fatigue experiments of AA8090 were conducted earlier by Zhai [95, 101] with the samples geometry of \( l \times w \times h \) equal to 36.5\times10\times4.7 \text{ mm}^3, where \( l, w \) and \( h \) are the specimen length, width and height. The experiments of AA2024 in this work were carried out with specimen geometry of 36.5\times7\times4.7 \text{ mm}^3, The specimen surfaces which were under tensile load during fatigue tests were ground with SiC sand papers gritting from 240 to 1200, mechanically polished with alpha alumina \((\text{Al}_2\text{O}_3)\) powder of 1 µm, 0.3 µm and 0.05 µm in size, followed by the final polishing with a silica colloidal suspension before fatigue testing.
The fatigue tests were conducted on an Instron 8802 testing machine (Figure 2.4), with a sinusoid wave form, at 20 Hz, a stress ratio \( R=\sigma_{\text{min}}/\sigma_{\text{max}} \) of 0.1 and room temperature in air. The tests were interrupted periodically with an interval of 1000~5000 cycles to monitor the crack length and interaction of crack with GBs.

2.2 Characterization

2.2.1 Scanning Electron Microscopy

Scanning electron microscopy (SEM) is a type of electron microscopic techniques to produce high-resolution images of a sample surface by scanning it using a focused electron beam with an high energy of 0.5~30 keV. The high-energy electron beam is collimated by electromagnetic condenser lenses, focused by an objective lens, and scanned across the surface of the sample by electromagnetic deflection coils [146, 147].

When the accelerated incident electrons bombard on the sample surface, a variety of signals can be generated, including secondary electrons (SE), backscattered electrons (BSE), diffracted backscattered electrons (signal used to determine crystal structure and orientation by EBSD system, which will be intruded in more details in the next section), Auger electrons, X-rays, etc (Figure 2.5). The SEs, generated within a few nanometers from the sample surface, are very sensitive to the surface topography, thus is the most used signal. They are detected by a scintillator-photomultiplier device and the consequent signal is transformed into a 2-D intensity distribution that can be viewed as digital image. Being different SEs, the BSEs are generated because of the elastic scattering/reflection of the incident electron beam by the atomic nuclei in the sample surface. The larger the atoms (with a greater atomic number Z), the higher probability of producing an elastic collision due to greater cross-sectional area of the nuclei. Hence, the image in BSE mode qualitatively incorporates composition information of the scanned surface. By means of X-ray energy dispersive spectroscopy (EDS), the characteristic X-rays signal emitted
from the sample can provide more quantitative elemental information [147]. In the present work, all the SE, BSE and EDS were used for the topography observation and chemical composition analysis on SEMs Hitachi S-4300 and S-3200.

### 2.2.2 Focused Ion Beam

Focused ion beam (FIB) microscope has gained widespread use in fundamental materials studies and technological applications over the recent years because it offers both high-resolution imaging and flexible micromachining in a single platform. The FIB instrument is similar to an SEM, except that the beam that is rastered over the sample is an ion beam rather than an electron beam. By the means of adjusting the parameters, such as beam current and accelerating voltage, an FIB can be used to, but not limited to, obtain high-spatial-resolution images, precisely deposit and micro-machine the sample surface at a scale from submicron to hundreds of microns.

In most commercially available FIB systems, the liquid-metal ion type source (LMIS) is usually used [148]. Among various types of LMISs (such as In, Bi, Sn and Au based source), the Ga-based blunt needle source (Figure 2.6) has been widely used because of its decided advantages in terms of low melting temperature, low volatility, and low vapor pressure [149]. During operation, Ga flows from a reservoir to the needle tip (with an end radius of about 10 µm), where it is extracted by field emission. A large negative potential between the needle and an extraction electrode generates an electric field of magnitude $10^{10}$ V/m at the needle tip. The balance between the electrostatic forces and the Ga surface tension results in the wetting of the tapered W needle geometry and the formation of a single Taylor cone at the needle tip. For typical emission currents used in FIB microscopes (~2 mA), a cusp forms at the tip of the Taylor cone with a tip radius of approximately 5 nm. Once the Ga$^+$ ions are extracted from the ion source, they immediately travel through a series of lens which can be simplified as a condenser lens and an objective lens, as shown in Figure 2.6.
When the Ga\textsuperscript{+} ions bombard on the sample surface, the kinetic energy of the ions is transferred to other forms of energy or signals through interactions with the sample atoms. As shown in Figure 2.7, the ion-sample interaction generates a series of events, mainly including, but not limited to, ion reflection and backscattering, electron emission, electromagnetic radiation, atomic sputtering, ion emission and sample damage [150, 151]. Among these signals, the emitted electrons, especially the ion-induced secondary elections (ISEs), are collected by the detector for imaging in FIB system. Since ion beams are not as finely focused as electron beams, thus they generally yield a relatively lower resolution. However, the FIB can offer complementary information about sample surface because ISE imaging can deliver stronger channeling contrast from the crystals than SE imaging [149]. Another major application of an FIB is ion beam sputtering which allows the precise local removal or milling of material. When an accelerated Ga\textsuperscript{+} ion impinges the target sample, it enters the sample, resulting in the ejection of a sputtered particle (which may be an ion or a neutral atom). The effect zone depth of ion bombardment is controlled by the accelerating voltage. For example, the penetration depth is \textasciitilde 20 nm for 25keV Ga\textsuperscript{+} ions. The use of enhanced etching may increase the sputtering rate [150, 152]. Halogen gases, such as Cl\textsubscript{2}, I\textsubscript{2}, and XeF\textsubscript{2}, can be directed to the area of interest. These gases can form a volatile compound with the sputtered material, thus accelerate the sputtering process. In the sample preparation that is by the means of FIB milling, an ion beam assisted chemical vapor deposition is usually used. In this application, a hollow needle is brought to within \textasciitilde 100-200 \textmu m of the target surface, then the suitable gas (e.g. W(CO)\textsubscript{6}) is injected from the needle tip and absorbed onto the target surface. When the Ga\textsuperscript{+} beam is rastered over target region, the ion beam decomposes the gas, leaving a deposited layer of metal (e.g. W) while the by-product (e.g. CO) is extracted through the vacuum system [148, 151].

In this research work, the FIB was used to 1) make micro-notches in the selected grains, 2) reveal the crack morphology and grain structure in 3-D by cross sectioning, 3) perform
ISE imaging which provided complementary information over SE imaging. Two dual-beam SEM/FIB systems, FEI Quanta 200-3D and Hitachi NB5000, were used to carry out the experiments above.

2.3 Crystallographic Orientation

2.3.1 Description of Crystallographic Orientation

Texture is the non-random distribution of the crystallographic orientation of grains, or, a phenomenon of preferred orientation of grains [153, 154]. The texture has significant influence (20%~50% in many cases) on many material behaviors, such as mechanical properties, electronic properties, optical properties and so on [153]. In metallic materials, when a polycrystalline metal is plastically deformed, the lattice orientation of individual grains is rotated toward a preferred orientation in which certain lattice directions are aligned with the principal directions of plastic flow in the metal. The textured grains by forming processing are not to return to a random state by recovery, recrystallization and grain growth in the following heat treatment, instead, are to be transformed into new preferred ones which dramatically depend on chemical composition, initial orientation state, processing parameters and so forth. Two terms were usually used to describe the texture in materials. One is macro-texture describing the statistical orientation distribution of grains in a bulk material; the other one is micro-texture focusing on the individual grain orientation related to one or several more local grains. Over the years along the development of characterization techniques for texture measurement, several expression methods of texture were widely used, as discussed in the following paragraphs.

2.3.1.1 Miller Indices

Miller indices is a common orientation description which is expressed in the form of \{hkl\}<uvw>. The \{hkl\} represents the crystal plane perpendicular to the sample normal
direction (ND) while \(<uvw>\) denotes the crystal direction parallel to the certain processing (e.g. extrusion or rolling) direction of the sample (RD). For example, cooper (Cu) orientation can be denoted by \{112\}<111>, meaning \{112\} plane being parallel to ND and <111> aligned along RD.

### 2.3.1.2 Pole Figure and Inverse Pole Figure

The pole figure is a two-dimensional stereographic projection, with crystal orientation specified relative to the specimen geometry, which shows the variation of pole density with pole orientation for a selected set of crystal plane \(\{hkl\}\) [155]. For an individual crystal orientation \((hkl)[uvw]\), its location on the pole figure is given by the stereographic projection of \(\bar{n}\) in the spatial equatorial plane, where \(\bar{n}\) is the unit vector normal to the \((hkl)\) crystal plane and has spatial components in the \((hkl)[uvw]\) orientation given by the column vector (Equation 2.2),

\[
\begin{pmatrix}
\frac{u}{\sqrt{m^2+n^2+w^2}} \\
\frac{v}{\sqrt{m^2+n^2+w^2}} \\
\frac{w}{\sqrt{m^2+n^2+w^2}}
\end{pmatrix}
= \frac{1}{\sqrt{h^2+k^2+l^2}}
\begin{pmatrix}
u \\
m \\
m
\end{pmatrix}
\begin{pmatrix}
kw-lv \\
lu-hw \\
hv-ku
\end{pmatrix}
\begin{pmatrix}
h \\
k \\
l
\end{pmatrix}

(2.2)
\]

where \(m = \sqrt{h^2 + k^2 + l^2}\), \(n = \sqrt{u^2 + v^2 + w^2}\).

To determine the position of a given pole on the sphere plane usually requires two angles: the angle \(\alpha\) describing the azimuth of the pole, where \(\alpha=0^\circ\) is the north pole of the unit sphere, and angle \(\beta\) characterizing the rotation of the pole around the polar axis. These two angles start from a set specified external reference directions, which are usually selected to coincide with sample coordinates or processing directions (such as ND and RD, respectively, for rolled/extruded symmetry, Figure 2.8). The two pole figure coordinates \(\alpha\) and \(\beta\) are corresponding to the spherical coordinate of \(\bar{n}\) on the unit sphere through Equation 2.3 and is shown in Figure 2.8.
In order to unambiguously represent an orientation, an individual pole is insufficient because the crystal can still rotate about this particular pole. The number of poles to unequivocally characterize a crystal orientation depends on the crystal symmetry or the pole symmetry, but generally three poles are necessary to determine an orientation completely. The more details regard measuring pole figures will be introduced later. In one word, the pole figure characterizes the pole positions on the equatorial plane in a stereographic projection, with respect to processing directions.

Rather than representing the orientation of the crystal coordinate system in the sample coordinate system, vice versa, the orientation of the specimen coordinate system can be projected into the crystal coordinate system, which is referred to as inverse pole figure. In the reverse pole figure, the reference system is the crystal coordinate system, and the “orientation” is defined by the axes of the sample coordinate system, e.g. RD, TD and ND. Unlike the pole figure, the inverse pole figures have not to show the entire equatorial plane, but one unit triangle will suffice. For example, for the cubic crystal symmetry, the unit triangle <100>, <110> and <111> is sufficient. However, for representation of macro-texture data, inverse pole figures are usually inferior to pole figures.

2.3.1.3 Rotation Matrix

In order to specify an orientation, two reference coordinate systems are required: one relating to the whole specimen (global/sample coordinate system) and the other one relating the crystal (crystal coordinate system). Usually, both of them are right handed Cartesian systems. The axes of the sample coordinate system \( S = \{ s_1 s_2 s_3 \} \) are conventionally chosen according to important surface/direction associated with the external form or shape of the sample, e.g. the rolling direction (RD), the transverse direction (TD) and normal of rolling plane (ND). The crystal coordinate system
$C = \{c_1 c_2 c_3\}$ is usually assigned to the direction of low indices or crystal symmetry, e.g. axes [100], [010] and [001] in orthogonal branch (i.e. cubic, tetragonal, orthorhombic structure).

Rotation matrix, embodying the rotation of the sample coordinates onto the crystal coordinates, is a square matrix of nine numbers (Equation 2.3). The first row of the matrix is given by the cosines of the angles ($\alpha_1$, $\beta_1$, $\gamma_1$) between the first crystal axis, [100], and each of the three specimen axes, X, Y, Z, in turn (Figure 2.7). The second row of the orientation matrix is given by the cosines of the angles ($\alpha_2$, $\beta_2$, $\gamma_2$) between [010] and X, Y, Z in turn. Similarly, the third row of the matrix comprises the cosines of the angles ($\alpha_3$, $\beta_3$, $\gamma_3$) between [001] and X, Y, Z. In a complete form, the rotation matrix is expressed by Equation 2.4

$$g = \begin{pmatrix}
\cos \alpha_1 & \cos \beta_1 & \cos \gamma_1 \\
\cos \alpha_2 & \cos \beta_2 & \cos \gamma_2 \\
\cos \alpha_3 & \cos \beta_3 & \cos \gamma_3
\end{pmatrix} =
\begin{pmatrix}
g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{pmatrix} \quad (2.4)
$$

With the rotation matrix, the sample coordinate system ($C_S$) and crystal coordinate system ($C_C$) can be correlated with and transformed to each other by Equation 2.5

$$C_C = g \cdot C_S \quad (2.5)$$

### 2.3.1.4 Euler Angles and Euler Space

Compared to Miller indices, pole figure and rotation matrix, Euler angles are three numbers that can concisely express the crystal orientation. The Euler angles refer to three sequent rotations that transform the sample coordinate system onto the crystal coordinate system. Generally, there exist three major rotation conventions which were proposed and developed by Bunge, Roe and Kocks [154, 156], respectively. Among them, the most commonly used is Bunge’s convention whose three sequent rotations are performed as following and Figure 2.9 [153, 154, 157, 158]:

...
1. $\varphi_1$ – about the ND, transforming TD into TD’ and RD into RD’, rotation matrix = $g_{\varphi_1}$

2. $\Phi$- about the axis RD’ (new orientation), transforming TD’ into TD” and ND into ND”, rotation matrix = $g_{\Phi}$

3. $\varphi_2$ – about the ND” (new orientation), rotation matrix = $g_{\varphi_2}$

Here, $\varphi_1, \Phi, \varphi_2$ are the Euler angles. These three rotation results in a total rotation of

$$g = g_{\varphi_2} \cdot g_{\Phi} \cdot g_{\varphi_1} = $$

$$
\begin{pmatrix}
\cos \varphi_1 \cos \varphi_2 - \sin \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_1 \cos \varphi_2 + \cos \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_2 \sin \Phi \\
-\cos \varphi_1 \sin \varphi_2 - \sin \varphi_1 \cos \varphi_2 \cos \Phi & -\sin \varphi_1 \sin \varphi_2 + \cos \varphi_1 \cos \varphi_2 \cos \Phi & \cos \varphi_2 \sin \Phi \\
\cos \varphi_2 \sin \Phi & -\cos \varphi_1 \sin \Phi & \cos \Phi
\end{pmatrix}
$$

(2.5)

With the Euler angles, any crystal orientation can be represented unequivocally as a point in a 3-D coordinate system whose axes are spanned by the three Euler angles. Such a 3-D coordinate system (or space) is referred to as Euler space. To represent all possible crystal orientations, the maximum size of the Euler angle space varies with the symmetry of the crystal structure. It requires larger Euler space size for low-symmetry crystal structures while smaller for high-symmetry ones. For example, the range of $0^\circ \leq \varphi_1, \varphi_2 \leq 360^\circ$ and $0^\circ \leq \Phi \leq 180^\circ$ is required to define the triclinic crystal symmetry, which also define the maximum size of the Euler angle space; while the range of the Euler angles is reduced to $0^\circ \leq \varphi_1, \varphi_2 \leq 90^\circ$ to fully represent $m \overline{3}m$ symmetry in cubic crystal system. If considering the symmetries of 6/mmm, the space size can be further deducted to the range of $0^\circ \leq \Phi, \varphi_2 \leq 90^\circ$ and $0^\circ \leq \varphi_1 \leq 60^\circ$. Although the crystal orientation appears three times in the reduced Euler angle space due to high-symmetry of cubic structure, i.e. it only requires a further reduced Euler angle space to fully represent all crystal orientations, the range of $0^\circ \leq \varphi_1, \Phi, \varphi_2 \leq 90^\circ$ is
commonly used for general description of the crystal orientation in a cubic system [153, 154].

2.3.1.5 Orientation Distribution Function (ODF)

Superior to pole figure, orientation distribution function (ODF), which is defined as probability density function of orientation, offers an unequivocal description of texture in 3-D Euler space \((\varphi_1 - \Phi - \varphi_2)\) [154]. Assuming a microstructure consisting of different grains \(i\) of volume \(V_i\) with different orientations, the ODF \(f(g)\) is defined by the relationship expressed in Equation 2.6.

\[
\frac{dv}{V} = f(g)dg, \text{ with } dg = \frac{1}{8\pi^2} \sin \Phi d\varphi_1 d\Phi d\varphi_2 \text{ and } \int f(g)dg = 1 \tag{2.6}
\]

where \(V\) is the sample volume and \(dV\) is the volume of all crystallites \(i\) with the orientation \(g\) in the angular element \(dg\) and \(g\) is a function of \((\varphi_1, \Phi, \varphi_2)\). In practice, the ODFs are mathematically computed from the experimentally measured pole figures. The pole density \(P_{hklt}(\alpha, \beta)\) is correlated with Euler angles through Equation 2.7.

\[
P_{hklt}(\alpha, \beta) = \frac{1}{2\pi} \cdot \int_{\gamma=0}^{2\pi} f(g)dg \quad g = \{\varphi_1, \Phi, \varphi_2\} \tag{2.7}
\]

where \(\gamma\) corresponds to the possible rotation angle of the crystallite about direction \((hkl)\) in the pole figure. The Equation 2.7 has to be solved in order to calculate the ODF \((f(g))\), which is commonly conducted by two main approaches, i.e. series expansion method and direct method, though series expansion is most often used.

In the series expansion method, the to-be-solved function \(f(g)\) together with pole figure \(P_{hklt}(\alpha, \beta)\) is expanded to series of harmonic functions Equation 2.8 and 2.9.

\[
f(\varphi_1, \Phi, \varphi_2) = \sum_{l=0}^{\infty} \sum_{m=-l}^{+l} \sum_{n=-l}^{+l} C_{l}^{m} T_{l}^{m}(\varphi_1, \Phi, \varphi_2) \tag{2.8}
\]

\[
P_{hklt}(\alpha, \beta) = \sum_{l=0}^{\infty} \sum_{n=-l}^{+l} F_{l}^{n}(hkl) k_{l}^{n}(\alpha, \beta) \tag{2.9}
\]
The two expansions are related through the Equation 2.7 and the corresponding coefficients $C_{l}^{mn}$ and $F_{l}^{n}(hkl)$ which has the form of

$$F_{l}^{n}(hkl) = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} C_{l}^{mn} k_{l}^{m} (\theta_{hkl}, \gamma_{hkl})$$

Equation (2.10)

The coefficients $F_{l}^{n}(hkl)$ can be obtained by integration of Equation 2.9 over $(\alpha, \beta)$, which yields

$$F_{l}^{n}(hkl) = \int P_{hkl}(\alpha, \beta) k_{l}^{m}(\alpha, \beta) \sin \alpha \sin \beta$$

Equation (2.11)

The asterisks terms $k_{l}^{m}$ and $k_{l}^{n}$ are harmonic functions [156]. Thus, the calculation of $f(g)$ can be achieved following the steps $F_{l}^{n}(hkl) \rightarrow C_{l}^{mn} \rightarrow f(g)$. Most of the calculation using this method was carried out in an approximation $16 \leq l \leq 22$ and $5^\circ$ steps for angular variables $\varphi, \Phi, \varphi_2$ for cubic crystal.

### 2.3.2 Texture Measurement

#### 2.3.2.1 Macro-texture Measurement by X-ray Diffraction

The macro-texture is usually measured by X-ray diffraction and expressed by pole figure. The principle of pole figure measurement by X-ray is based on Bragg’s law for reflection of radiation at the crystal lattice planes, i.e. $\lambda = 2d_{hkl} \sin \theta$. For most bulk materials, back reflection method is commonly used, and its geometry is demonstrated in Figure 2.10. During the measurement, the sample is first mounted on a sample stage driven by a goniometer, with its sample coordinates coinciding with three perpendicular rotation axes ($\varphi, \chi$ and $\omega/\theta$) of the goniometer, i.e. RD//ω, TD//χ and ND//φ [159]. To measure the intensity of pole (hkl), the X-ray source and detector/counter are then positioned to have an angle of $180-2\theta_{hkl}$, with the bisectrix between the incident and diffracted beams being normal to the sample surface. In this geometry, only the crystal planes (hkl) with normals parallel to the bisectrix can diffract the X-ray beam that can be received by the detector. In order to measure the orientation of all (hkl) planes in the
sample surface, the sample has to be rotated around axis $\varphi$ and axis $\chi$, respectively. In most modern stepper-motor driven X-ray systems, the sample firstly rotates 360 about axis $\varphi$ (i.e. $\varphi = 0 \rightarrow 360^\circ$), then around $\chi$ for a certain degree that meets the requirement on resolution (typically $5^\circ$), followed by the rotation around axis $\varphi$ for 360 and subsequently $\chi$ for $5^\circ$ again. This cycle is repeated until $\chi$ spans to $90^\circ$ for a complete pole figure. The rotations about axis $\varphi$ and axis $\chi$ are related to the coordinates, $\alpha$ and $\beta$, in the texture analysis pole figure, by the relation of $\beta = \varphi$ and $\alpha = 90^\circ - \chi$ (Figure 2.11). As the specimen rotates, the X-ray scans over the area on the equatorial plane. The intensity distribution of a particular crystallographic direction in the polycrystalline in the specimen can be recorded and analyzed. It is defined by the volume fraction $dV/V$ of crystals having their crystallographic direction parallel the bisectrix (Equation 2.12)

$$\frac{dV}{V} = P_{hkl}(\alpha, \beta) \sin \alpha d\alpha d\beta$$

where $\sin \alpha d\beta$ is the unit area on the sample direction. $P(\alpha, \beta)$ is the pole density which represents the number of crystals whose direction is parallel to sample direction, i.e., the probabilities of crystal direction aligns in the normal direction to $(hkl)$. It is necessary to note that the description of texture by pole figure is incomplete because it just provides a specific crystal direction without discerning the rotation of the crystals about this direction. There is no way to use pole figures to obtain an unequivocal and complete orientation of individual grains or volume elements.

2.3.2.2 Micro-texture Measurement by EBSD

Electron backscatter diffraction (EBSD) has become a widely used microstructural crystallographic technique to examine the crystallographic orientation of many materials. An EBSD system is usually associated with an SEM and uses the diffraction pattern (Kikuchi pattern [160]) from the illuminated volume to determine the crystal orientation. The configuration of an EBSD system is schematically shown in Figure 2.12. In the
EBSD measurement [161, 162], the sample is tilted towards to the EBSD detector (fluoresces screen) at a relatively high angle (usually 70˚ for most systems), allowing more electrons to be diffracted towards a fluorescent screen positioned at a certain distance to the tilted sample. When the incident electrons bombard the sample surface, they are diffusely scattered in all directions. This means that there must always be some electrons arriving at the Bragg angle $\theta_B$ at every set of lattice planes, and these electrons can then undergo elastic scattering to give a strong and reinforced beam that gives rise to Kikuchi pattern, which is schematically shown in Figure 2.12(b). The locus of the diffracted radiation is the surface of cone (called Kossel cone) that extends about the normal of the diffracting atomic plane (hkl). The source of electron scattering can be considered to be between the lattice planes, thus two cones of radiation result from each plane-family. Because of the high energy of the incident beam (20-30 keV), the electron wavelength is very small, which generally yield the Bragg angle $\theta_B$ to be $\sim 0.5^\circ$. Consequently, the apex angle of a diffraction cone is close to 180˚, meaning the cones are almost flat. The diffracted electrons (cones) are intercepted by a phosphor screen positioned against the sample surface, so that the electrons (cone surfaces) can be recorded as almost straight lines and form Kikuchi pattern on the screen. Since the Kossel cones from a lattice plane are formed in pairs, thus the whole Kikuchi pattern consists of pairs of parallel lines where each pair, or “band,” has a distinct width and corresponds to a distinct crystal plane. The Kikuchi pattern contains a wealth of crystallographic information, such as angle between Kikuchi bands, band width, and distance between poles. In determining an individual pattern, the experimentally recorded pattern is processed, and compared with the theoretically one simulated based on the database, and then the software can calculate the crystallographic orientation.

In this study, EBSD work was carried out on a Field Emission Gun SEM (Hitachi S-4300), equipped with a CCD camera and a Channel EBSD system (HKL Technology, Demark). The crystal orientation of the location of interest in the sample was measured
by scanning the area point by point in a step size of 0.3-1 μm, with the acceleration voltage of 20 KV and working distance of 21 mm. The measured crystal orientation was expressed in Euler angles ($\varphi_1$, $\Phi$, $\varphi_2$).

### 2.4 Numerical Modeling Software

A part of the present research work is based on numerical calculations and simulations, for example the calculation of short fatigue crack growth through grains, prediction of crack length in textured alloys, twist angle mapping in Euler space, statistics analysis of the simulation results, etc. To fulfill these calculations, programs were developed using Matlab software. Compared with other commercial languages, such as C and Fortran, Matlab offers efficient matrix manipulations and graphical functions. More importantly, Matlab provides convenient interface with other languages and software, allowing convenient extending to or adapting our program code with other applications. More details regarding the modeling and simulation will be discussed in Chapter 5 and 6.
Figure 2.1 Geometry of the dog bone shaped tensile test specimens.

Figure 2.1 The Instron 8800 servo-hydraulic test machine used for tensile test.
Figure 2.3 Loading geometry of the self-aligning four-point bend fatigue testing rig.
Figure 2.4 Schematic diagrams showing, (a) the testing geometry, and (b) the sample geometry used in four-point bend fatigue tests [145].

Figure 2.5 Main signals produced by electron bombardment in an SEM
Figure 2.6 Schematic diagram of the LMIS and lens system of an FIB

Figure 2.7 Main interaction of Ga\(^+\) with sample material in an FIB
Figure 2.8 Sketch diagram showing the relationship of two pole figure coordinate \((\alpha, \beta)\) and the spherical coordinate of \(\vec{n}\) on the unit sphere.
Figure 2.9 Relationship between sample coordinate system and crystal coordinate system in definition of Euler angles
Figure 2.10 Schematic diagram showing reflection geometry in X-ray diffraction experiments [70].

Figure 2.11 Schematic diagram showing relation of rotation angles ($\alpha, \beta$) in XRD geometry and angles ($\varphi, \chi$) in pole figure.
Figure 2.12 Schematical diagram showing (a) the typical geometry for an EBSD system, (b) the formation of Kikuchi lines.
Chapter 3 3-D Effects of Microstructures on Short Fatigue Crack Growth

It has already been well recognized that the behavior of short fatigue crack growth is significantly influenced by the local microstructures which include grain boundary (GB), phase boundary, constituent particles, voids, etc. Among different types of microstructures, GBs have been recognized as the major factor controlling short crack propagation. Many 2-D models dealing with the GB effect on short crack growth have been proposed in the last few decades; however, they are incapable of satisfactorily explaining the short crack behaviors observed experimentally, due to their 2-D nature. Recently, 3-D effect of GBs on short fatigue crack behavior has drawn intensive attention in research. Some new understanding in 3-D has been achieved, but further studies need to be conducted to elucidate the behaviors of short fatigue crack growth thoroughly and quantitatively. This chapter focuses on the 3-D effect of GBs on short fatigue crack growth in precipitation hardened high strength Al alloys.

3.1 Introduction

Due to the effect of local microstructure and texture, short fatigue cracks often behave differently from long cracks in alloys. For example, they are often deflected and branched at grain boundaries (GBs), sometimes even inside grains, and show significantly higher but scattered growth rates than long cracks under the same nominal driving force [66-69]. Since a short fatigue crack grows preferably along a slip plane within one grain and is often deflected at a GB/phase boundary, GBs/phase boundaries are commonly considered to be one of the major barriers to short fatigue crack growth and account for the marked variation of the short fatigue crack growth rate measured in most engineering alloys [62, 63, 65, 94]. Several analytical models have previously been developed in attempts to take into account the effects of local GBs/phase boundaries and crystallographic orientation on short fatigue crack growth behavior. Hobson [163] accommodated the effect of GBs into two equations describing short crack growth via a statistical approach. However, his model only yields good agreement with experimental data within the first grain but fails beyond that [164]. Chan and Lankford [104] reconsidered the crack tip plastic strain...
range and modified the linear elastic fracture mechanics (LEFM) by introducing a crystallographic function $K(\Phi)$ with respect to resolved shear stress in cracked grain and its neighboring grain in front of the crack tip. Their model cannot satisfactorily explain the marked scattering often observed in growth rate of short cracks. For example, it predicts little or no deceleration in growth rate within individual grains. Based on the constraint on the crack tip plastic zone size [63], Navarro and De los Rios [117, 118, 122] incorporated the Sachs factor averaged over the grains along the crack front into their 2-D dislocation model which took into account the effect of slip band blocking by a GB in simulating short crack growth. Although it can predict the crack growth retardation at grain boundaries, this model cannot distinguish the difference in resistance between different types of GBs. Moreover, it is unable to explain crack branching at GBs and crack deflection observed inside grains rather than at a GB where the resistance to crack growth is expected to be the largest. These 2-D models could hardly deal with the 3-D effects of microstructures on short crack growth behavior. It is still desirable to quantitatively understand the relationships between local microstructure and texture, and short fatigue growth behavior in 3-D, in order to develop a microstructurally-based model for predicting the life of a short fatigue crack in engineering alloys.

Traditionally, misorientation of two neighboring grains is often used to describe directly crack deflection at their boundary for the sake of convenience, e.g., a high angle GB should lead to a large angle deflection, whereas a small angle deflection takes place only at a low angle GB [165, 166]. Such an assumption could often be invalid since the GB geometry has to be taken into account in understanding crack deflection at the GB. The misorientation of two grains is unrelated to the GB geometry but the orientations of the two grains. As shown in Figure 3.1, Zhai et al. [95, 167] have revealed that the crack deflection can be better described with twist and tilt components of the deflection at a GB and that these components are the key parameters that control the growth behavior of short fatigue cracks across GBs in an AA 8090 Al-Li alloy. With such a crystallographic model, the 3-D characteristics of short crack growth, such as crack deflection and branching at GBs, deflection inside grains, crack retardation and arrest at GBs, can all be explained qualitatively. Recently, Marx et al [107] investigated the interaction of the short fatigue crack emanated from artificial notch with GB using a 3-D FIB tomography.
technique. Their work not only supported Zhai’s crystallographic model, as described in [95], but also revealed that the inclination of a GB below the sample surface could influence the crack growth rate when the crack was propagating across the GB. However, the effect of GB inclination on crack twist at GB has not been quantitatively analyzed and the cracks studied in only covered two grains [107]. Ludwig et al [112], using diffraction and phase-contrast X-ray tomography, obtained a complete graphical description of the local crack growth rates of short fatigue cracks in 3-D. Although this tomography technique enables to non-destructively detect grain shape, grain position, grain orientation and crack growth in grains, its spatial resolution still needs to be enhanced in order to investigate the mechanism for short crack growth in microscopic scale. Therefore, work still needs to be done to first fully understand how the growth behavior of a short crack, including its growth path and rate, are controlled by the local grain structure and texture along its path that covers several grains; and second quantify the relationships between the growth behavior and the local microstructure and texture.

This work was carried out to study the growth behavior of a short crack by studying its growth path and rate as regard to the local grain structure and texture along the crack path in an AA8090 Al-Li alloy. The results from the present work demonstrated that GB tilting could also affect twist angle of crack deflection at the GB and that the GB could still influence the growth behavior after the crack passed the GB on surface. The results obtained from this work may serve as a foundation for building up a 3-D quantitative relationship between growth behavior of a short crack and local microstructure in an engineering alloy.

3.2 Experimental Details

The experiments of this part have been completed earlier by Zhai [87, 95, 101], however, the results have not been thoroughly analyzed. In order to provide clear and complete information about the experiments, the experimental details are introduced as following.

3.2.1 Material, Fatigue Test and Crack Growth Measurement

A 45 mm thick Al-Li 8090 alloy plate (for detailed chemical composition see ref. [87]) was used in this work. Its temper condition and microstructure are described in [101].
Samples (36x10x4.6 mm³) for four point bend fatigue were cut with the plane under the tension loading being parallel to the L-S plane (L-the rolling direction and S-the rolling plane normal) and the loading axis being along the rolling direction. The surface under the maximum tensile stress in four-point bend in each sample was ground and mechanically polished before the fatigue tests which were conducted using a self-aligning four-point bend rig [145] under a constant maximum stress (246 MPa), equivalent to 50% the yield stress (492.1 MPa), at frequency of 20 Hz, stress ratio R= 0.1 and room temperature in air. The fatigue strength of the alloy in the L direction was 197 MPa (i.e., the maximum stress).

The fatigue tests were periodically interrupted to detect short cracks and follow their length on the sample surface using an optical microscope at 50× and 200×, respectively. An interval between 1000 to 5000 cycles was chosen so that several points within each grain could be measured in the crack growth rate curve in hope of studying orientation effects of the grain and GBs on short crack growth. In the case that the crack tip passed through a GB during a period of fatigue, the number of cycles at which the crack propagated across the GB was estimated. The error of the estimation could be very limited because the interval between each observation is relatively very small.

3.2.2 Electron Back Scatter Diffraction Experiments

After the measurement of the growth rate curve of the selected cracks, the crystallographic orientation of each grain that interacted with the cracks was determined using electron back scatter diffraction (EBSD). For EBSD measurement the sample surface was etched with a Keller’s etchant after the fatigue tests. From the EBSD measurement, an orientation matrix for each grain was obtained, so that the orientations of all the possible slip planes in each grain could be determined. Thus, crack plane orientation can be determined by matching the crack path with one of the traces of the slip planes on the sample surface [95].
3.3 Results and Discussions

3.3.1 Short Fatigue Crack Path

A short fatigue crack was found on the sample surface at \(7 \times 10^5\) cycles when it was about 30 \(\mu m\) long, and subsequently its growth was monitored by interrupting the fatigue test periodically until \(9.15 \times 10^5\) cycles. Figure 3.2 shows its morphology before and after etching at \(9.15 \times 10^5\) cycles. Note that part of this crack, from grain 7 to grain 11, was used in an earlier paper to demonstrate the \(\alpha\) and \(\beta\) effects on crack path in this alloy. In this paper, the growth behavior of the rest of the crack, including its path and growth rate, as well as the effect of GB tilt, are discussed.

The crack was initiated perpendicular to the loading axis in grain 3 (Figure 3.2). The growth behaviors of its two tips were measured separately. The crack growth was predominantly crystallographic, i.e., the crack was deflected at each GB it passed, as revealed in Figure 3.2(b). The deflection angles varied substantially at GBs. The crack also bifurcated at GB3/5 (the notation of GBi/j means the GB between grains i and j), GB10/11, GB11/12 and GB15/16, respectively.

3.3.1.1 Crack Initiation

With the knowledge of grain orientation (determined from EBSD measurement), the crystal plane of the crack plane in each fractured grain could be identified by matching the crack path with one of the traces of the slip planes on the sample surface. It was found that the deflection angle, 86°, of the crack path in grain 3 did not match any of the angles, \(\theta\), (i.e., the angle between the trace of a crystal plane on the surface and the load axis in the grain (Figure 1.1), 72.6°, 31.1°, -40.1° and -73.3°, calculated for all four \(\{1\overline{1}1\}\) planes in the grain. It could only match the angle of the (001) plane on the surface of the grain instead. This suggested that the crack plane was likely to be along the (001) plane which was approximately vertical to the load axis. Examination of the fracture surface of this sample revealed that the crack was indeed roughly perpendicular to the load axis in grain 3, as shown in Figure 3.3(c) where the sample surface is perpendicular to the viewing angle. It has previously been recognized that cracks are preferably initiated in a cleavage fashion.
with the facet plane being along \{100\} or \{110\} plane which is perpendicular to the load axis in an Al alloy which contains trace elements, such as Na and K, over 10 ppm in content [168-170]. It was not surprising that the alloy used in this work might contain these trace elements in the amount over 10 ppm, as these elements are the natural impurities in Al-Li alloys because it is hard to separate them from the alloying element, Li, in the alloys.

3.3.1.2 The \( \alpha \) Minimization Criterion for Short Crack Growth

The orientations of all the grains that interacted with the crack in Figure 3.1 were determined using EBSD after the sample was etched at \(9.15 \times 10^5\) cycles. \( \theta, \psi \) (as defined in Figure 1.1) and Schmid factor (m) of all the four \{111\} planes in each of these grains were calculated, assuming that the GB planes in the sample were all parallel to L-T plane (T-the long transverse direction), i.e., perpendicular to the sample surface. This assumption was made to resemble the grain structure in a rolled plate or sheet product of Al alloys where grains are usually in a pancake/disc shape, i.e. the planar GBs of the pancake-shaped grains are parallel to the L-T plane, and are the major boundaries with which a crack interacts. By matching to the crack path with one of the traces of the four \{111\} planes on the sample surface, the crack plane could be determined in each grain. The twist (\( \alpha \)) and tilt (\( \beta \)) angles of the crack deflection at each GB (between grains \( a \) and \( b \)) were then derived by \( \alpha = |\psi_a - \psi_b| \) and \( \beta = |\theta_a - \theta_b| \) respectively and regarded as the measured values of \( \alpha \) and \( \beta \). These values were compared to the minimum possible \( \alpha \) and the corresponding \( \beta \), termed as the predicted \( \alpha \) and \( \beta \), at each GB, since a short crack is believed to follow the path that offers the minimum \( \alpha \) at each GB [95]. These results are listed in Table 1, and the calculated \( \theta, \psi \) and Schmid factor (m) of all the four \{111\} planes, together with the observed \( \theta \), in each grain are given in Table 3.1. It is evident in Table 1 that the observed \( \theta \) in each grain that interacted with the crack, except grain 3, was in good agreement with that of the trace of one \{111\} plane in the grain, and that the observed \( \alpha \) was consistent with the minimum possible twist angle at most GBs that the crack propagated through. This meant that, after the crack was initiated on a (001) plane in grain 3, the subsequent path of the crack across GBs followed the slip plane that formed the minimum twist angle between the crack planes across each GB in this alloy.
However, as shown in Table 1, four GBs (GBs 3/2, 2/1, 16/19 and 16/17), out of the 13 GBs through which the crack propagated, failed to provide the minimum $\alpha$ for the crack growth, i.e., the observed $\alpha$ at the GBs were not the minimum values among the four possible slip planes. As will be discussed in details in Section 3.1.3 and 3.1.4 in this chapter, this was caused by the discrepancy between the actual grain structure in the alloy and that used in calculating $\alpha$, since GBs sometimes might not be parallel to L-T plane beneath the sample surface and there might also be some secondary GBs buried beneath the surface in the alloy. These GBs could alter the crack path on the surface from that predicted by assuming that GBs were parallel to L-T plane. It appeared that $\beta$ was not as dominant as $\alpha$ in controlling the path of crack growth on the surface in the Al-Li alloy (Table 1). For an instance, from grain 6 to grain 7, the crack propagated onto the ($\overline{1}1\overline{1}$) plane which had $\alpha$ of 21.1°, $\beta$ of 25.5° and Schmid factor (0.415), despite the ($11\overline{1}$) plane had a smaller angle $\beta$ (17.8°) and higher Schmid factor (0.449) but larger $\alpha$ (58.2°) in grain 7.

As shown in Figure 3.2, the crack also branched at GB 3/5, in addition to at GB 10/11. Similar as the case at GB 10/11, as discussed in [95], the crack branching at GB3/5 was also due to the selection of the minimum $\alpha$ by the crack at the GB. As illustrated in Figure 3.4 and Table 3.1, crack A at GB 3/5 was along the primary slip plane ($1\overline{1}1$) in grain 5 and had an $\alpha$ of 35°, much larger than that of 2.5° for crack B at the GB. After crack initiation on (001) plane in grain 3, the crack initially propagated onto the ($1\overline{1}1$) plane in the surface region in grain 5 due to a higher resolved shear stress on this plane, but soon was arrested because of higher resistance due to higher $\alpha$ of 35° for crack A at GB3/5 as it tried to propagate deeper. It re-started on the ($\overline{1}1\overline{1}$) plane that had a much smaller $\alpha$, 2.5°, i.e., much smaller resistance to crack growth at GB3/5. Note that, as listed in Table 3.1, the predicted Schmid factor (0.432) of the ($1\overline{1}1$) plane was slightly smaller, instead of being larger, than that (0.434) of the ($\overline{1}1\overline{1}$) plane in grain 5. This was possibly due to a possible error in the definition of the direction of the L axis in EBSD measurements for determination of grain orientations. This direction could well be several degrees away from the actual load axis, since there was no well-defined reference line available for positioning the sample to align the load axis with the L axis in the EBSD measurement. The sample was aligned roughly by naked eyes on the sample stage prior to the EBSD
measurement. For an example, a deviation of 5° between these axes can change the Schmid factors of the (1\overline{1}1) and (\overline{1}11) planes in grain 5 from 0.432 and 0.434 to 0.461 and 0.386, respectively. As a result, the Schmid factor of (1\overline{1}1) plane in grain 5 could well be the largest under the actual fatigue loading condition. With the new path along the (\overline{1}11) plane, the resistance to crack growth was much smaller, so that the crack could successfully propagate through GB3/5 eventually. This further supported the crystallographic model for short crack growth across a GB(as proposed in [95]).

3.3.1.3 The Effect of GB Tilting

As shown in Table 1, GB3/2 was one of the three GBs where the observed and predicted \(\alpha\) and \(\beta\) were inconsistent, respectively. In grain 3, angle \(\psi\) of the crack plane was -82.3°, while \(\psi\) angles of the four \{111\} planes ((111), (\overline{1}11), (1\overline{1}1) and (11\overline{1})) in grain 2 were -32.7°, -34.8°, 60.3° and 52.7°, respectively, as listed in Table 3.1. The minimum possible \(\alpha\) at GB3/2 should then be 37.4° for the plane (1\overline{1}1), assuming that the GB was perpendicular to the sample surface. Such a large twist angle should have caused large fracture steps forming on the crack plane in grain 2, but no fracture steps were observed on the fracture surface in grain 2, as shown in Figures 3(a) and (c) which are SEM micrographs of the same side (B) of the fractured sample but with different viewing angles. This indicated that \(\alpha\) for the crack plane in grain 2 was in fact close to zero at GB3/2. Meanwhile, the angle \(\theta\) of the crack path in grain 2 on the sample surface matched to that of plane (\overline{1}11) instead of (1\overline{1}1), which implied that the crack actually propagated along (\overline{1}11) in grain 2.

Examination of the fracture surface in grains 3 and 2 revealed that GB2/3 was not perpendicular to the sample surface, as evident in Figures. 3.3(a-c), unlike that originally assumed. As shown in Figure 3.3(b) which is the conjugate fracture surface of the region as shown in Figure 3.3(a), there was a faint line between areas 3 and 3’ on the fracture surface, though the fracture surface was almost flat over both areas. Although it was impossible to determine the orientation of area 3’ experimentally, it was reasonable to believe that these two areas might be associated with two separate grains with grain 3’ being completely buried beneath the sample surface, like the grain structure illustrated in Figure 3.3(d). Both
these grains might share a common (001) plane, so that the crack could be initiated on (001) in both grains, since the crack was almost not deflected at GB3/3'. This assumption was reasonable, since the alloy was solid solutionized at 545°C (much higher than the recrystallization temperature 400°C for a typical Al alloy) for 3.8 hrs after hot cross-rolling, about 20% of the alloy was recrystallized. The rest of the alloy was still unrecrystallized with deformed pancake shaped grains due to the addition of Zr to the alloy. Precipitates of ZrAl3 could effectively pin grain boundaries, thereby prohibiting the formation of new grains in this alloy during solid solution heat treatment. The recrystallized grains in this alloy were often small in size and located mainly along the main boundaries of the pancake shaped grains, as shown in Figure 3.5 which illustrates the grain structure on the rolling plane of the alloy. The recrystallized grains often had either cube or Goss orientation which offered a {001} plane perpendicular to the load axis in the rolling direction. Therefore, grain 3' could well be a recrystallized grain, since it was small and part of the crack initiation site on {001} plane.

Since the orientations of the crack planes in grains 3' and 2 were all known and α at GB3'/2 was close to zero because there were no fracture steps formed at GB3'/2, the inclination angle of GB3'/2 could be calculated by tilting the boundary to the position where it was parallel to the intercept line (i.e., line ad in Figure 1) of the crack planes in grains 3'and 2. As illustrated in Figure 3.1, α becomes zero when the GB is parallel to the intercept line ad of the crack planes in two neighboring grains. Figure 3.6 is the plot of the calculated α vs. GB tilting angle, γ, as defined in Figure 3.3(d), for all the four {111} planes in grain 2. It can be seen in Figure 3.6 that, when the GB is tilted towards grain 2, α between (001) plane in grain 3’ and (11̅1) in grain 2 decreases quickly from 37.4° to zero when γ is about 38°. For the (11̅1) plane identified as the crack plane in grain 2, GB3'/2 has to be tilted towards grain 2 by 42° for α to be zero. Therefore, the inclination angle, γ, of GB3'/2 should be 42°.

The GB tilting effect was also the reason why there were no fracture steps formed on the crack plane at GB6/7 (Figure 3.7), despite α at GB6/7 was calculated to be 21.1° for the crack plane (i.e., (11̅1), as identified in Table 1) in grain 7. By calculating α at GB6/7 as a function of γ for the (11̅1) plane in grain 7, the inclination angle, γ, was identified to be 24° for α to be zero (i.e., no fracture steps were formed on the (11̅1) plane in grain 7). As
shown in Figure 3.7, GB6/7 indeed was inclined towards grain 6, as calculated. These results demonstrated that the orientation of a GB can also influence the value of $\alpha$ significantly, in addition to the orientations of the two neighboring grains. Although it is difficult to determine the orientation of a GB that is beneath the sample surface in experiment, it is still possible to study or simulate the crack growth across an inclined GB numerically, since the geometry and orientation of GBs could be controlled in a computer simulation, thereby the growth behavior of a short fatigue crack can be studied and understood in a more complex grain structure than the layered one used in this work.

3.3.1.4 The Effect of the Secondary Grain Boundaries beneath the Surface

Crack deflection inside individual grains was also observed in grains 1 and 15, respectively (Figure 3.2). Figures 3.3(b) and 3.7 show the corresponding fracture surface of the deflected crack in these grains, indicating that there was a large fracture step generated just beneath the location where crack deflection occurred in grains 1 and 15, respectively. These fracture steps were likely to be formed as a result of the existence of oblique GBs completely buried beneath the surface. Although invisible from the surface, these GBs could alter the path of the crack on the surface, since they were close to the surface, about 15~20 $\mu$m beneath the surface as in the case of grain 1. As discussed in the above section, there were certain GBs that were not perpendicular to the sample surface in this alloy. These GBs were named as secondary GBs here, to differentiate them from the major GBs which were perpendicular to the surface and parallel to the load axis. The secondary GBs could be the GBs in the bottom parts of grains in the L-S sample surface. It was possible that some grains could have shallow secondary GBs beneath the surface, since they were intercepted by the surface in their bottom halves, like grains 1 and 15. Alternatively, these oblique GBs could be the boundaries of the smaller recrystallized grains that were in the surface region. Such a GB could lead to crack deflection inside a grain on surface, if it is just buried beneath the surface in the grain. The formation of large fracture steps (Figures 3.3(b) and 3.7) could be the evidence for the existence of these GBs in the subsurface of grains 1 and 15.

In the case of grain 1 (Figure 3.7), the crack was initially formed at GB2/1 along (11\bar{1}) which had the smallest $\alpha$ (10°) at GB2/1 among the four slip planes, as shown in Table 3.1.
The crack generated along (11̅1) on surface soon encountered the shallow secondary GB which could alter the crack path on surface. Consequently, the crack was deflected along (111) in grain 1 since the crack path on surface could be dominated by the large subsurface grain (i.e., grain 1’ in Figure 3.3(d)) after the crack propagated into this large grain under the surface. As a result, a large fracture step was produced in the fracture surface (Figures 3.3 and 3.7). This explanation is supported by the crack growth rate measured on the surface of grain 1 that the crack was retarded before being deflected inside grain 1 (Figure 3.8), as will be discussed in next section.

Observation of multiple crack deflections within individual grains in the L-T sample (i.e., sample surface was parallel to the rolling plane) of the same alloy supported the suggestion that the existence of secondary GBs beneath the surface was responsible for crack deflections inside grains (Figure 3.5(b)). In this sample, the major planar GBs were approximately parallel to the surface and the first such a GB from the surface should be about the average thickness of the pan-cake shaped grains, i.e., 26 µm. A fatigue crack with the size of an average grain (about 200 µm) on the surface would interact with about 3-4 such GBs beneath the surface, assuming the crack has a semi-circular shape. Each of these GBs might cause crack deflection on the surface, thereby giving rise to multiple crack deflections within a grain on the surface of the L-T sample, as shown in Figure 3.5(b).

3.3.2 Growth Rate Variations

The effective growth rates of the two tips of the crack shown in Figure 3.2 were measured along the S-direction on the surface after it was found at 7×10^5 cycles. As shown in Figure 3.8, the growth rates of the two tips varied markedly and were profoundly non-symmetrical with tip 2 growing much faster than tip 1. Inside some coarse grains, such as grains 8, 11 and 13, the crack growth rate reached the peaks, though the peak values and locations varied significantly (Figure 3.8). In grain 8, the growth rate was increased steadily before the crack encountered the next GB, while it reached its peaks roughly in the middle of grains 11 and 13, respectively. Inside some other coarse grains, including grains 10, 15 and 1, however, the crack was retarded significantly (Figure 3.8). Furthermore, the crack was retarded to different degrees at different GBs in terms of growth rate (Figure 3.8). For
example, at GBs2/1, 10/11 and 13/15, the crack still maintained a non-zero growth rate, while it was retarded at GBs 7/8 and 15/16 for a period of time (Figure 3.8). These observed variations in crack growth at GBs and inside coarse grains could hardly be explained using a 2-D model (e.g., the one reported in [117, 118]), since it could only predict a decrease in crack growth rate at a GB and an increase after the crack passed the GB on surface. These variations could be accounted for by the 3-D effects of the local microstructure, i.e., the crack growth was dominated by $\alpha$, $\beta$, Schmid factor, GB geometry and subsurface GBs, ahead of the crack tip. For example, since $\alpha$ was different at each GB, the crack growth rate could be different at the GB and inside a coarse grain as well.

In grain 8, the relatively small $\alpha$ (1.7°) for the crack plane allowed steady increase in crack growth rate as the crack grew deeper since the driving force $\Delta K$ increased with crack growth, while the resistance was small (Figure 3.8). The observed peaks in grains 11 and 13 were likely to be due to $\alpha$ (0.7° and 6.5°) being small at GBs10/11 and 11/13, respectively, and large Schmid factors (0.443 and 0.49) of the slip planes on which the crack propagated in these grains, since the resistance due to crack plane twist was minimal and the driving force was relatively high for the crack. As described in [95], at GB10/11, a crack was firstly generated along the primary slip plane (111) that had an $\alpha$ of 7.2° and a Schmid factor of 0.438 in grain 11. Because of the relatively small $\alpha$ and large Schmid factor, the crack could still maintain a rate of about 0.8 nm/cycle in grain 11 after the crack passed GB10/11 (Figure 3.8). However, because there was another plane ($\bar{1}11$) that had an even smaller $\alpha$ (0.7°) and also a high Schmid factor (0.443), the crack was branched eventually along ($\bar{1}11$) plane at GB10/11. The branched crack could then propagate much faster, at about 4 nm/cycle, on ($\bar{1}11$) in grain 11, leading to a peak in growth rate in grain 11. The high growth rate peak (8.5 nm/cycle) observed in grain 13 was attributed to the combination of low $\alpha$ (6.5°) at GB11/13 and crack branching inside grain 11. Since the crack was arrested at GB11/12, it was branched inside grain 11. Since the branched crack was analogue to a corner crack as it was formed on the old crack plane, it could grow much faster than a surface crack, leading to the high growth rate observed inside grain 13 despite of $\alpha$ being 6.5° at GB11/13 (Figure 8). The crack was then retarded when it reached the bottom of the main crack in grain 11. Assuming the main crack was in a semi-circular shape, the crack length along its main axis before branching was about 133.3 µm (Figure
The distance between the branching point and the crack tip at GB11/12 was 6.7 µm. The depth of the main crack at the branching point could then be estimated to be 29 µm. If the branched crack profile was in a quarter-circular shape, the crack could roughly grow for about 29 µm before encountering the bottom of the main crack. The actual crack depth at the branching point could be slightly smaller than 29 µm since the shape of the main crack front might be a semi-ellipse rather than a semi-circle, as reported in the literature. The integral of the growth rate peak over number of cycles was calculated to be about 26 µm, which supported the above analysis.

In grain 1, the crack grew initially at a rate of 0.5 nm/cycle along the primary slip plane (11̅1) which had the smallest α of 10° at GB2/1, but soon retarded with a growth rate of almost zero, followed by a sharp increase in growth rate up to 3.2 nm/cycle at the deflection point. Subsequently, the crack propagated at the growth rate less than 0.4 nm/cycle along the deflected path (111) (Figures 3.8 and 3.2). This variation of growth rate was due to the existence of a shallow oblique GB beneath the surface of grain 1, as discussed earlier. Before the crack deflected inside grain 1, the crack tip was retarded by the more resisting secondary GB beneath the surface, building up elastic energy in the vicinity of the crack tip due to the high resistance from the GB. Once the crack plane was deflected onto (11̅1) in surface grain as a result of this secondary GB, the crack growth could accelerate due to release of the elastic energy, i.e., there was a peak in measured growth rate curve of the crack the location of the crack deflection in grain 1 (Figure 3.8). The crack then re-started on (111) plane at a growth rate of less than 0.4 nm/cycle afterwards, due to the large fracture steps formed beneath the surface and large twist angle for the crack under the surface (Figure 3.3(b)). Similar as the case in grain 1, a subsurface GB beneath the surface of grain 15 was likely to be the reason for causing the decrease in crack growth rate inside grain 15.

In grain 10, the crack growth rate curve had a “U” shape, i.e., the growth rate decreased inside the grain after the crack passed the GB8/10 and increased towards GB10/11 (Figure 3.8). As shown in Figure 3.7, the first fracture step was about 10 µm beneath the surface. This meant that the crack could initially propagate at a non-zero rate for a certain distance before the first fracture step had to be formed beneath the surface, since fracture step formation at GB8/10 presented significant resistance to crack growth. The formation of the
fracture steps dragged the crack growth on surface, thereby leading to crack retardation on the surface, namely, the crack growth rate became zero inside grain 10 (Figure 3.8). After these fracture steps were formed at GB8/10, the crack could propagate at a non-zero rate on the surface again, since the resistance to crack growth was reduced due to the formation of fracture steps on GB8/10 was completed beneath the surface.

Grain size could also play an important role in controlling the crack growth rate on surface. The larger a grain was, the broader the growth rate peak could become inside the grain unless there was a subsurface GB interfering with the crack in the grain. For example, in grain 11 which was relatively large, the peak of crack growth rate was broad inside the grain (Figure 3.8), because of a small $\alpha$ (0.7°) at GB10/11 and no subsurface GB beneath the surface. In contrast, there were no broad peaks in growth rate inside grains 2 and 15 because of the GB 3-D effect, though they were large in size as well. Fine grain size could give rise to higher GB density and more significant 3-D effects of GBs on crack growth in the alloy. This may explain why the growth rate of a short crack in a fine grain material is lower than in a coarse grain material, as observed in Al-Mg alloy and pure Ti for example [171, 172]. Therefore, a finer grain structure is desirable in order to enhance the resistance fatigue crack growth in an alloy. These 3-D effects of the local microstructure on short crack growth behaviours could account for the marked fluctuation in short crack growth. A long crack, unlike the short crack that could interact with only several grains, interacts with many GBs along its front, so that its growth behaviours could be regarded as being controlled by the average microstructures, thereby resulting in a growth rate with less fluctuation in the alloy.

3.4 Discussion

As discussed above, the observed crack path and growth rate from this work supported the crystallographic model proposed earlier for crack deflection and retardation at GBs in the Al-Li 8090 alloy [95]. The crack path and growth rate were a function of several factors such as $\alpha$ and $\beta$ angles of crack plane deflection at a GB, Schmid factor of the slip plane and grain shape and size in the Al-Li alloy. $\alpha$ appeared to be the main factor that dictated the crack path and could significantly affect the crack growth rate. A GB with a large $\alpha$ angle could cause the tip of a crack to be retarded significantly or branched or
even arrested. The further evidence for the $\alpha$ effect on crack growth could be found in Figure 3.9 where fracture steps were also formed due the twist of the crack planes in the neighboring grains when a crack propagated through their GB vertically along the GB plane in an AA2099 Al-Li alloy. Similar to the crack propagation perpendicularly across a GB, the formation of fracture steps on the fracture surface minimized the total area of fracture on the GB in Figure 3.9, so that both crack planes across the GB were roughly parallel to each other. The side surfaces of fracture steps were likely to be secondary slip planes because the short cracks always follow the slip plane in typical planar slip materials, such as Al-Li alloys and Ni-Al alloys [173]. The formation of fracture steps, although on a small scale, was also observed in Ni-based alloy [107]. The size and spacing of these steps depended on the value of $\alpha$. The larger the $\alpha$ is, the larger and denser these steps are. The formation of these steps presented major resistance to crack growth across the GB vertically.

Each GB interacting with the crack front could contribute to the resistance to crack growth. The reason why a short crack could become non-propagating is likely to be attributed to the crack encountering several GBs with high resistance along its front in 3-D. When the driving force is equal to or less than the total resistance from these GBs, the crack is arrested. This phenomenon was not fully understood before, mainly because the effects of subsurface GBs could not be studied experimentally as it is almost impossible to measure the crack growth in 3-D and to characterize the crystallographic orientations of those grains that interact with the crack. A more realistic microstructurally-based model needs to be developed for quantification of short growth behaviour in engineering alloys. Such a model allows further understanding of short crack growth in 3-D quantitatively in alloys.

The value of $\alpha$ at the first GB that a crack encounters is a critical factor that controls the growth behavior of the crack, since the initial driving force for such a micro-crack (i.e., a crack initiated within one grain) is relatively small due to the crack size being small. As reported previously, multiple parallel cracks were initiated preferably along the $\{111\}$ planes in individual Goss oriented grains in a hot extruded AA8090 Al-Li alloy [87]. Most of these cracks could not propagate through the first GBs they encountered in the alloy, which indicated that the resistance of the boundaries between the Goss grains and their neighboring grains to crack growth was sufficiently high to arrest these cracks at the
GBs. In this work, cracks were initiated predominantly perpendicular to the load axis in grains with its <001> being parallel to the load axis in the Al-Li alloy (Figure 3.2). The resistance from the first GBs to the growth of a vertical micro-crack can then be analysed by calculating α as a function of the orientation of the neighboring grain. As shown in Figure 3.10(a), it was assumed that the initial crack was vertical to the sample surface and perpendicular to the load axis in grain 1, and that the GB was vertical to the surface and along the load axis. This was similar as the crack in grain 3. α angles of this crack plane with all the four slip planes in grain 2 with a specific orientation were then calculated on the GB plane and the minimum value was selected. Since the grain orientation could be defined as a point in Euler space, the minimum α as a function of the grain orientation could be represented by a series of plots of α vs. Euler angles, φ₁, Φ, φ₂, as shown in Figure 3.10(b) where φ₁, Φ, φ₂, vary from 0 to 90º, respectively, to cover all the possible orientations and the value of α is shown in a rainbow color scale. Each square in Figure 3.10(b) represents a φ₁-Φ section where φ₁ and Φ range from 0 to 90º while φ₂ is constant with an interval of 5º between successive sections. The darkest blue represents α <5º and deep red represents α>45º. The positions of the commonly occurring texture components, such as brass, copper, S, cube, Goss, r-cube and P, in Al alloys are also superimposed in Figure 3.10(b).

It can be seen in Figure 3.10(b) that, if grain 2 has one of the typical deformation orientations, such as brass, copper and S orientations, the micro-crack is expected to have a minimal resistance to propagate into this grain, as α<5º. If the grain has a recrystallization texture, such as, cube or rotated cube, the crack will be greatly retarded or even arrested when trying to propagate into the grain. In the case of GB5/3, grain 5 had φ₁=61.2º, Φ=83.7º, φ₂=33.4º, which defined a point close to S orientation that gave rise to a very small α for the crack at GB3/5 (Figure 3.10(b)). This was consistent with the observed result in Table 3.1. The micro-crack in Figure 3.10(a) was similar as those cracks initiated: 1) in coarse particles in Al alloys since the cracks are perpendicular to the load axis [167]; and 2) on {111} planes in a Goss oriented grains in the Al-Li alloy as reported in [87], since the intercept lines of these {111} planes are vertical to the sample surface on GBs. The crack arrest observed at the first GBs of these Goss grains might be because the grains adjacent to the cracked Goss grains had a cube orientation. This was
highly possible since the alloy reported in reference [87] had a strong <100> fiber texture that mainly contained Goss and cube orientations, thereby most grains adjacent to the Goss grains where crack initiation took place were likely to be cube grains. As a result, the micro-cracks in the Goss grains were retarded or arrested due to large $\alpha$ at the first boundaries they encountered. Such $\alpha$-Map might also be regarded as a resistance map, useful for alloy design. With the knowledge of the preferred crack orientation in the initial grains and the GB orientation, an $\alpha$-Map, i.e., can be plotted for the crack to propagate through the GB. The grain structure can be engineered, if possible, in such a way that each of their GBs provides a large $\alpha$, in order to maximize the resistance to fatigue short crack growth in an alloy. The large $\alpha$ will retard or even stop the crack advance and eventually increase the fatigue properties of the alloy.

3.5 Conclusions
The twist components of crack deflection at GBs along the crack front were the key factor controlling the short path and growth rate in an AA8090 Al-Li alloy. The smaller $\alpha$, the faster the crack grew. In addition to the crystal orientation of grains, the tilt of the GB plane could also profoundly influence $\alpha$, thus affecting the resistance to crack growth. The twist components of crack deflection at GBs also allowed explanation of the phenomena associated with the anomalous growth behaviours such as deflection and branching at GBs and inside grains, non-uniform growth, and retardation, as often observed experimentally, since the 3D effects of GBs could be taken into account in understanding these behaviours. The observation of the formation of fracture steps when a crack propagated along a GB further verified that $\alpha$ dominated crack growth across GBs in planar slip alloys. $\alpha$-map could be a useful tool for identifying the orientations of the neighbouring grains for higher resistance to crack growth through the boundary with the grain containing a short crack, and for alloy design for optimum resistance to crack growth.
Table 3.1 θ, ψ and Schmid factor of all the possible slip planes in each grain that the crack had propagated through, together with measured θ of the crack. The Euler angle (unit: degree) of each grain are listed under grain name in the sequence of φ₁,ψ, φ₂.

<table>
<thead>
<tr>
<th>Grain #</th>
<th>Slip planes</th>
<th>θ (°)</th>
<th>θ (°)</th>
<th>ψ (°)</th>
<th>m</th>
<th>Grain #</th>
<th>Slip planes</th>
<th>θ (°)</th>
<th>θ (°)</th>
<th>ψ (°)</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain 1</td>
<td>111</td>
<td>17.6</td>
<td>19</td>
<td>-20.2</td>
<td>0.2</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>86.8</td>
<td>-84.5</td>
<td>0.11</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>65.5</td>
<td>24.7</td>
<td>0.338</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-22</td>
<td>-35</td>
<td>-44.8</td>
<td>0.263 X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 2</td>
<td>111</td>
<td>-43.3</td>
<td>32.7</td>
<td>0.391</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>33.6</td>
<td>34</td>
<td>-34.8</td>
<td>0.361 ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-49.9</td>
<td>60.3</td>
<td>0.468</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>50.1</td>
<td>52.7</td>
<td>0.473</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 3</td>
<td>111</td>
<td>72.6</td>
<td>43.1</td>
<td>0.456</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>31.1</td>
<td>-63.8</td>
<td>0.402</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-40.1</td>
<td>81.9</td>
<td>0.459</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-73.3</td>
<td>-28.6</td>
<td>0.38</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 4</td>
<td>001</td>
<td>86.6</td>
<td>86</td>
<td>-82.3</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 5</td>
<td>111</td>
<td>-83.7</td>
<td>65.3</td>
<td>0.336</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>30.5</td>
<td>30.5</td>
<td>-79.8</td>
<td>0.434 ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-34.4</td>
<td>-35.5</td>
<td>-47.3</td>
<td>0.432 X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>24.2</td>
<td>-6</td>
<td>0.088</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 6</td>
<td>111</td>
<td>35.4</td>
<td>34.5</td>
<td>85.6</td>
<td>0.472 ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>38.4</td>
<td>-14.1</td>
<td>0.2</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-33.8</td>
<td>-46.4</td>
<td>0.427</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-75.6</td>
<td>59</td>
<td>0.417</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 7</td>
<td>111</td>
<td>-39</td>
<td>49.5</td>
<td>0.458</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>61.6</td>
<td>60</td>
<td>64.5</td>
<td>0.415 ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-21.6</td>
<td>-23.4</td>
<td>0.235</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>52.3</td>
<td>52.3</td>
<td>0.449</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain 8</td>
<td>111</td>
<td>-30.6</td>
<td>52.3</td>
<td>0.416</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>71.4</td>
<td>70</td>
<td>62.8</td>
<td>0.412 ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>52.2</td>
<td>50.5</td>
<td>-41</td>
<td>0.474 X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>-18</td>
<td>-15.4</td>
<td>0.181</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*P-predicted value **M-measured value ✓-crack propagating X-crack arrested
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Figure 3.1 Schematic diagram showing a crystallographic mechanism for crack growth along slip plane 1 in grain 1 onto slip plane 2 in grain 2. The crack growth across the GB is controlled by $\alpha$ and $\beta$ (after [95]). $ad$ is the intercept line of crack planes 1 and 2.
Figure 3.2 (a) SEM micrograph of a short fatigue crack in Al-Li 8090 alloy before etching; (b) Optical micrograph of the same crack after etching. $9.15 \times 10^5$ cycles.
Figure 3.3 (a) & (b) SEM micrographs of the two conjugate fracture surfaces (sides B and A) of the crack shown in Figure 2; (c) SEM micrograph of the fractured sample (size B) when the sample surface is perpendicular to the viewing angle. (d) A sketch of the grain structure around the crack initiation site on the cross-section perpendicular to the load axis.
Figure 3.4 Schematic diagram showing the twist $\alpha$ and tilt $\beta$ angles of branched crack at GB3/5.
Figure 3.5 Optical micrographs showing: (a) clusters of fine recrystallized grains along the unrecrystallized grain boundaries and (b) crack deflections inside the coarse unrecrystallized grains in an Al-Li 8090 sample. Arrows indicate crack deflections within grains.
Figure 3.6 Plot of twist angles for all four slip planes in grain 2 as a function of GB tilting angle at GB3’/2.

Figure 3.7 SEM micrograph of the crack shown in Figure 3 after being fractured. GB6/7 is tilted towards grain 6 from the vertical position.
Figure 3.8 Crack growth rates of the two crack tips.
Figure 3.9 (a) Fracture step formation when a fatigue crack propagates along a GB in an AA 2099 Al-Li alloy (b) sketch of the formation mechanism for the fracture steps.
Figure 3.10 (a) Schematic diagram showing orientations of two neighboring grains for calculation of $\alpha$ at GB. The micro-crack is initiated on one \{001\} plane vertical to loading axis in cube grain 1. Grain 2 has a random orientation. The dot-line planes represent crack plane and \{111\} planes in grain 1 and grain 2, respectively. (b) $\alpha$-Map at GB between cube grain 1 and a randomly orientated grain in Euler space superimposed with typical texture components. The value of $\varphi_2$ of each section is labeled at the bottom-left corner.
Chapter 4 Experimental Quantification of Resistance of Grain Boundaries to Short-Fatigue Crack Growth in 3-D in Al Alloys

In Chapter 3, it has been illustrated that the twist component of crack deflection at GB is the key factor controlling the crack path and GB-resistance against crack propagation. The minimum-\( \alpha \) criterion has also shown to be capable of predicting the crack propagation path and identifying GB-resistance qualitatively. However, the quantitative relationship between GB-resistance and \( \alpha \) has not been established. This chapter proposes an experimental approach to investigate the interaction of crack propagation with selected GBs with a wide range of \( \alpha \) quantitatively, and determines that GB-resistance increases as a Weibull-type function of \( \alpha \) in high strength Al alloys.

4.1 Introduction

The early stage of fatigue crack growth is of scientific and engineering interest, because it can compromise more than 90% of a component’s fatigue lifetime [1]. Being different from long crack stage, the growth of short fatigue crack is sensitive to local microstructure, such as grain boundary (GB), phase boundary, particle, etc. Among these microstructural features, GB has been commonly recognized to be the major barrier to short fatigue crack growth [62, 63, 65, 94] and account for the marked variation of the short fatigue crack growth rate measured in most engineering alloys [66-69]. Over the past decades, numerous efforts have been made in attempt to quantitatively understand the behavior of short fatigue crack growth through GBs. Most of them were based on Bilby-Cottrell-Swinden (BCS) theory, which described the crack and the plastic deformation zone in the vicinity of the crack tip as array of continuously distributed dislocations. In this theory, the process of slip-band blocking by a GB was considered, which was further developed later by Navarro and De los Rios et al [117, 118, 122] by incorporating a Sachs factor averaged over the grains along the crack front for short crack growth simulation. However, these traditional models which are 2-D in essential, do not
directly take into account the local crystallographic orientation and cannot explain short crack behavior, such as branching and deflection at GBs. In the recently decade, the establishment of new characterization techniques makes it possible to investigate the interaction of short cracks with the local microstructure in 3-D. With the aid of electron back scatter diffraction (EBSD) and acoustic microscope, Zhai et al [95, 143, 174] studied the effect of crystallographic geometry of the GBs that interacted with short fatigue cracks in Al-Li alloy and Al-Cu alloy. A 3-D crystallographic model was subsequently proposed that the twist and tilt components (rather than misorientation) of the crack deflection at a GB were the key parameters controlling the growth behaviors of short cracks in planar slip materials. Schaeff and Marx et al [107-109], using focused ion beam (FIB) and EBSD, studied the interaction between short cracks and GBs in Ni-based superalloy in 3-D, which yielded the similar results as Zhai’s observations in Al alloys. With the development of the combined diffraction and phase-contract X-ray tomography, Ludwig, Herbig and King et al [110-112] were able to obtain an in-situ full picture of the short crack growth in a polycrystalline in 3-D, although the spatial resolution has to be further enhanced in order to observe the crack growth behavior in more details. It was found that the observed interactions between the crack and the polycrystalline microstructure can be explained using Schmid factors and the tilt twist model of Zhai and Wilkinson [111]. These recently work enriched the understanding of the behavior of short crack propagating through GBs, however, it is still lacking that a microstructure-based numerical model to quantify the resistance to short crack growth. As presented in the present paper is an experimental approach to quantify the GB-resistance to short fatigue crack growth. For the first time, it was found that the GB-resistance increases with twist component at the GB, following a Weibull-type function.
4.2 Experiments

4.2.1 Material

The material used in this work was an Al-Cu alloy AA2024-T351 provided in the form of a 7 mm thick sheet which had a pancake shaped grain structure with the average grain size of about 361×97×37 μm³ (Figure 4.1). Its chemical composition is shown in Table 1. The yield strengths the alloy were measured to be 346 MPa and 380 MPa in T and L direction, respectively. Samples (36x7x4.6 mm³) for subsequent four-point bend fatigue test were cut with the plane under the tension-tension loading being parallel to the T-S plane (T-transverse direction and S-short transverse direction) and the loading axis being along the T direction. The sample surface under the tensile stress in four-point bend was ground, mechanically polished and etched with Keller’s etchant to reveal grain structure before subsequent experimental procedures.

4.2.2 Micro-notches fabricated with FIB

After etching, the grains which were relatively thick (50~80 μm in S direction) and with relatively straight GBs were selected. In the center of each selected grain, a micro-notch with 2 μm in width, 15 μm in depth (in L direction) and 30 μm in length (in S direction) was made with an FEI Quanta 200-3D dual beam SEM/FIB system. The notch plane was made with main notch-plane being either perpendicular or 45° to the T direction and the notch-tips being at least 10~25 μm away from the immediate GBs. 68 notches were made in 6 samples and the notches in each sample were sufficient apart (at least 500 μm) from each other to avoid stress shielding effect. As shown in Figure 4.2 are two of such micro-notches for demonstration.
4.2.3 Fatigue Testing and Crack Growth Monitoring

Both the un-notched and notched samples were fatigued using a self-aligning four-point bend rig (Figure 4.3) [145] under a constant maximum stress, at a frequency of 20 Hz, stress ratio R= 0.1 and room temperature in air. The fatigue strength of the un-notched alloy in the T direction was 346 MPa (i.e., the maximum stress), which served as a reference for the fatigue of notched ones. The maximum stress for notched samples ranged from 280 to 346 MPa. The fatigue tests were periodically interrupted to detect short cracks and follow their lengths on the sample surface using an optical microscope at least 500× and an SEM (Hitachi S-4300), respectively. An interval between 1000 to 3000 cycles was chosen, so that the crack tip propagation in both grains and near-GB regions could be monitored continuously.

4.2.4 EBSD Measurement and FIB Cross-sectioning

After the fatigue testing, the crystal orientations of the grains surrounding the cracks were measured with EBSD (Oxford HKL system). At the interested GBs, the area was cross-sectioned perpendicular to T direction to reveal the morphology of the cracks and GBs beneath the surface, using a Hitachi NB5000 dual beam SEM/FIB system. The combined information of grain orientation, traces of crack planes on sample surface and on cross-section surface were used to determine the crack plane orientation in individual grains. Together with the GB morphology, the actual α at each GB was calculated, which will be discussed in more details later.

4.3 Results

4.3.1 Crack initiation

Only 7 micro-notches, out of 68 as made, became the crack initiation sites during the fatigue test. These cracks were detected within the range of $1.8 \times 10^4$~$6 \times 10^4$ cycles. EBSD measurement of the crack-initiation grains showed that these grains were roughly either R-cube or Goss orientated, which is evidently presented in the pole figure and the
corresponding orientation distribution function (ODF) (Figure 4.4). In such orientations, the grains have relatively high Schmid factor, i.e. the grains are “soft” orientated. Actually, the Schmid factor of the crack-initiation grains were measured to be 0.435~0.475, which promoted the crack initiation to occur in these recrystallization-type grains. This is consistent with that the fatigue cracks were prone to nucleated in recrystallized grains in Al-Cu alloy and Al-Li alloy [87, 174].

4.3.2 Short Fatigue Crack Growth Behavior

Upon the cracks being initiated, they propagated crystallographically through 5~8 GBs (until about 150~250 µm in length) before transited to the non-crystallographic growth mode (the present work focuses on the crystallographic growth regime). The crack grew with varying growth rates, especially with decreases at GBs. For example, as shown in Figure 4.5 (a) is the growth behavior of a fatigue crack under the maximum stress of 346 MPa during the fatigue test. The crystal orientations of the grains surrounding the crack, as measured with EBSD, is presented in inverse pole figure mode in Figure 4.5 (b). And in Figure 4.5 (c) the GBs revealed by EBSD mapping are sketched out in the SEM micrograph. The lengths of two crack tips (defined as the distance from the notch center to the crack tip, as measured by projecting the length in the S direction) are plotted against the number of cycles in Figure 4.6 (a), and the growth rate of two crack tips vs. the total crack length is plotted in Figure 4.6 (b). Crack tip 1 was detected at 3.6×10⁴ cycles when it was 7 µm long from the notch edge. It propagated straightly about 84° off the T direction in grain G1. It reached a growth rate of ~0.28 nm/cycle before impinging the first GB (GB1/2, the notation of GB i/j means the GB between grains i and j) at around 4.8×10⁴ cycles, followed by being arrested for 3000 cycles prior to extending into grain 2. Subsequently, it seemed to “burst” with a growth rate ~0.23 nm/cycle immediately after passing GB1/2, but slowed down to 0.16~0.18 nm/cycle very shortly. As crack tip 1 grew in grain 2, it accelerated gradually to a growth rate of ~0.32 nm/cycle.
until being retarded significantly to \(-0.06\) nm/cycle at around \(12.3\times10^4\) cycles at GB2/3. Afterwards, the crack tip 1 retrieved its original growth rate in about \(1.2\times10^4\) cycles and then propagated with an accelerating speed. On the other side, crack tip 2 was detected at \(6\times10^4\) cycles when it was about \(7\) µm from the notch tip. The initial growth rate of tip 2 was measured to be \(-0.18\) nm/cycle. Similar to crack tip 1, it also advanced crystallographically in grain G1, following a path about \(84^\circ\) with respect to T direction.

As crack propagated, its growth rate increased gradually to \(0.32\) nm/cycle until reaching GB1/5 where it dropped to \(0.21\) nm/cycle and then re-increased afterward. After entering the grain G5, the crack tip 2 propagated straightly in an oblique path \(-57^\circ\) off the T direction. The crack tip 2 re-gained its original growth rate after \(2\times10^4\) cycles, and then it started to grow very fast with an average growth rate of \(-1.45\) nm/cycle, but followed by a decrease to \(0.32\) nm/cycle at GB5/6. Beyond GB5/6, it started to propagate non-crystallographically in grain G6. The non-crystallographic growth may be due to that secondary GB beneath the surface could alter the path of the crack on the surface \([143]\). In the present study, the decrease of the crack growth rate at a GB (\(\Delta(da/dN)\)) is defined to be the difference of the \(da/dN\) before and after passing the GB, which is also demonstrated in Figure 4.6 (b). The measured \(\Delta(da/dN)\) at different GBs will be correlation with the resistance at GB in the following sections.

4.3.3 Propagation plane of short fatigue crack

With the EBSD measurement of each grain that contained the crack, the slope angle of traces (relative to T direction) of low-index slip planes (\(\{100\}, \{110\}\) and \(\{111\}\)) on the sample surface could be calculated. Then these slopes were compared with that of the cracks. It was found that most of the cracks were almost parallel, with a deviation-angle less than \(2\text{–}4^\circ\), to the trace of one \(\{111\}\) plane on the surface, indicating that most crack planes were following one of \(\{111\}\) plane. This is consistent with that the crack planes always followed one of a \(\{111\}\) planes in planar slip type Al alloys, such as Al-Li alloy
[95], Al-Mg alloy [102] and Al-Cu alloy [174]. Sometimes, the slope-angle of the crack path happened to be close to those of more than one slip plane, making it less reliable to determine the crack plane by merely matching the traces on the sample surface plane. For instance, the Euler angle of grain G3 was measured to have $\varphi_1=203.97^\circ$, $\Phi=40.64^\circ$ and $\varphi_2=225.91^\circ$. The slope-angle of slip plane traces $\theta$ was calculated to have $\theta_{(111)} = 24.7^\circ$, $\theta_{(\bar{1}11)} = 89.8^\circ$, $\theta_{(1\bar{1}1)} = -40.1^\circ$ and $\theta_{(1\bar{1}\bar{1})} = 27.0^\circ$ (Figure 4.5 (c)), while $\theta$ of the crack was measured to be $\theta_{\text{crack}} = 26.3^\circ$ which was very close to those of plane (111) and (11$\bar{1}$). In such a situation, the crack plane trace on the cross-section plane (vertical to T direction) was revealed by FIB to verify on which slip plane the crack was exactly propagating. As demonstrated in Figure 4.5 (d) is the cross-section plane revealed by trenching along the dash line Figure 4.5 (c). Similar to calculating the slip plane trace on the sample surface, the angle ($\gamma$) between traces on the cross-section plane and L direction were calculated to have $\gamma_{(111)} = -5.9^\circ$, $\gamma_{(\bar{1}11)} = 89.6^\circ$, $\gamma_{(1\bar{1}1)} = 32.1^\circ$ and $\gamma_{(1\bar{1}\bar{1})} = -77.4^\circ$ (Figure 4.5 (d)). Since the angle $\gamma$ for the crack path on cross-section plane was measured to be $-4.8^\circ$, thus the crack plane in grain G3 can be determined to be parallel to slip plane (111). In the present work, the determination of crack plane was carried out by matching theoretical slip plane path with crack plane path on surface, and on cross-sectioned surface if needed.

4.3.4 Grain Structure

Since the grains are much longer in L and T directions than in S direction, thus the major fraction of the GB planes could be expected to be almost flat and vertical to S direction. As a fact, the GBs trace on cross-section plane (revealed by FIB) was verified to be vertical to sample surface. For example, it is evident in Figure 4.5 (d) that the GB2/3 is almost straight and vertical to S direction. As shown in Figure 4.5 (e) is another example (GB1/5) of the straight and vertical GBs. Therefore, the GBs were assumed to be vertical
to the surface and the GB tilting effect on α [143] does not need to be considered in this study.

### 4.3.5 Determination of α at GBs

The value of α at GBs was determined as follows. First, upon the initial crack path (path inside the notched grain) was determined, the theoretical value of possible α could be calculated by $\alpha = \arccos ([E] \times [N_1] \cdot [E] \times [N_2])$ [95], where [E], [N_1] and [N_2] are the unit vectors of the normal of the GB plane, crack plane in the notched grain and the favorite slip plane for crack growth in the neighboring grain [95, 143], respectively. Then the slip plane that the crack grew on in the neighboring grain could be predicted theoretically. Second, this theoretically predicted slip plane was compared with the experimentally observed crack plane to verify if the crack followed a minimum-α path after passing a GB. In this study, the crack indeed followed a minimum-α path within crystallographic growth region and α at each GB was determined.

### 4.4 Discussion

#### 4.4.1 Resistance R vs. α

The interaction of the crack growth with 14 GBs was captured successfully in this work, showing that the extent of the crack growth rate drops varied at different GBs. As plotted in Figure 4.7 (a), the Δ(da/dN) at each GB is correlated against the corresponding α, in which the Δ(da/dN) range from 0 to 1.4 nm/cycle while α range from 3.7° to 33.2°. It was found that the data points of Δ(da/dN) at GBs vs. α fell into a band enveloped by two straight dash lines. It is evident that the Δ(da/dN) increases with α linearly although the data points are somewhat scattering due to possible experimental error. When the α is very small, e.g. <5°, the Δ(da/dN) is relatively insignificant (<0.2 nm/cycle). At some GBs (e.g. the one with α=3.9°), the crack growth retardation was even too ignorable to be detected in the experiment (Δ(da/dN)=0). When α arises (e.g. >30°), the Δ(da/dN) increases considerably to 1~1.5 nm/cycle which is one order higher than that in low-α region. In such a high-α region, the cracks were usually held at the GBs for several
thousand cycles before entering the neighboring grains due to the significant resistance of GBs.

Traditionally, the resistance of GB was not taken into consideration in modeling crack growth behavior in classic fracture mechanics. The Paris law (Equation 4.1) or its derivatives contains only the driving force term $\Delta K$, but not resistance term $R$. Since the scale of a long crack is much larger than the microstructural barriers (such as GB and phase boundary), i.e. the cracked area covers numerous grains, thus the material is traditionally regarded as a homogenous continuous medium. Thereby, the influence of local microstructure on the crack growth can be ignored when compared with the crack growth driving force. Actually, it has been incorporated in power law coefficient, $C$, and exponent, $n$, as intrinsic materials properties. For a short crack, however, the fractured area usually covers only a limited number of grains and its growth driving force is relatively small. Thus the influence from the local microstructure played a significant role on crack propagation, i.e. the resistance of GB becomes considerable compared with the crack growth driving force. Such a resistance can obviously decrease the growth rate when a crack is interacting with a GB. Thereby, as reflected in a growth rate curve, the nadir of the growth rate at or shortly after passing a GB, $(da/dN)_{GB}$, can be expressed by Equation 4.2.

\[
\left(\frac{da}{dN}\right) = C \cdot \Delta K^m \tag{4.1}
\]

\[
(da/dN)_{GB} = \frac{da}{dN} - \Delta \left(\frac{da}{dN}\right) = C \cdot (\Delta K - R)^m \tag{4.2}
\]

Solving Equation 1 and 2 yields the resistance term $R$, which could be expressed by Equation 4.3.

\[
R = \Delta K - (\Delta K^m - \Delta \frac{da}{dN} / C)^{1/m} \tag{4.3}
\]

In Equation 4.1–4.3, $\Delta K$ is the crack growth driving force before it impinging the GB. It was estimated by $\Delta K = 2\Delta \sigma \sqrt{a/\pi}$ assuming the crack had a semi-circle shaped contour, in which $\Delta \sigma$ is applied far-field stress amplitude and $a$ is the crack half-length as
measured on the sample surface. In this study, the coefficient $C=1.89\times10^{-7}$ mm/cycle and exponent $m=2.73$ were obtained by fitting the Paris region of the long fatigue crack growth in Al-Cu alloy AA2024-T3 [175]. For each GB, the resistant term $R$ could be calculated according to Equation 3. As shown in Figure 4.7 (b), resistant $R$ is plotted against the corresponding $\alpha$ at the 14 GBs as measured in the present study. It was found that $R$ increased slowly when $\alpha$ was relatively small, then raised rapidly when $\alpha$ was within the middle range (12~22°) before saturated after 25°. This relation resembles the shape of a two-parameter Weibull type function as expressed by Equation 4.4, where $R_f$ defines the maximum resistance, i.e. the saturation resistance at high $\alpha$ region; $\alpha_0$ the scale parameter defining the location for the bulk of distribution; and $n$ the shape of the distribution. With the collected data, the distribution of $R$ vs. $\alpha$ could be fitted by Equation 4.5. Despite that the data points at high $\alpha$ region are somewhat scattering due maybe to experimental error, the trend of data match with fitted function well. It is noticed that the $R_f$ was fitted to be 0.9 MP√m, which is a relatively high compared with the driving force of microstructurally or mechanically short cracks. For high strength Al alloys with tensile yield strength of 270~380 MPa (e.g. for 2000, 6000 and 7000 series), the driving force for a crack reaching 500 µm long (conventional length of transition from short crack to long crack) can be estimated to be 4.3~6.1 MPa√m, assuming the crack has semi-circle shape and is loaded under maximum load of yield strength with stress ratio $R$=0.1. This implies that, even for a crack about to turn into a long one, the GB resistance could reach 15~20% of the nominal driving force. For a crack at very initial stage, like 100 µm long crack, this fraction can even reach to 32~46% of its driving force. Therefore, the resistance of GB played an important role in dominating the early stage of crack growth and is responsible for the scattering of growth rate of microstructurally short crack. This implies that the resistance of GB has to be taken into account in modeling the short fatigue crack growth, which is discussed in spate papers [106, 176].
\[ R(\alpha) = R_f \{1 - \exp[-(\alpha/\alpha_0)^n]\} \]  
(4.4)

\[ R(\alpha) = 0.9 \{1 - \exp[-(\alpha/20.1)^{4.2}]\} \]  
(4.5)

4.4.2 Microstructural Threshold

In some circumstance that the resistance at the GB is extremely high, the crack tip could be completely arrested by the GB. As shown in Figure 4.8(a) is another example of the growth behavior of another fatigue crack emanated from the notch, under the maximum stress of 346 MPa. The crack tip 1 and 2 were noticed at $5.7 \times 10^4$ cycles and $6 \times 10^4$ cycles, respectively. Crack tip 1 was determined to follow ($\bar{1}11$) plane in grain 1, while tip 2 followed (111) plane. Crack tip 2 passed GB1/3 at $6.3 \times 10^4$ cycles, followed by propagating subsequently through grain G3 into grain G4 and re-entering grain G3 finally.

On the other side, however, crack tip 1 impinged GB1/2 at $6.9 \times 10^4$ cycles and then became non-propagating afterwards. At the stage when the tip 1 reached the GB, the crack driving force was about 2.03 MP√m. The calculation showed that the minimum $\alpha$ at GB was very high ($\alpha=33.2^\circ$), which can render a GB-resistance of about 0.9 MP√m (according to Equation 5) being 44% of the driving force. Such a high resistance could undermine the driving force for crack growth, making significant crack growth retardation. As tip 2 grew, the resistance effect was expected to appear less significant because the driving force rose, so that the crack was supposed to extend into grain G2 after being significantly retarded for a certain number of cycles. In this particular case, however, the GB1/2 was found to debond finally (as revealed by SEM in Figure 4.8 (c)). This may be due to that the stress intensity at the vicinity of crack tip 1 became so large (i.e. 2.7 MP√m when the fatigue test was terminated at $8.1 \times 10^4$ cycles) that GB was torn apart. This could happen when the segregation of detrimental trace elements or S phase precipitation along GB resulted from imprecise heat treatment. Once the GB broke its integrity, the local region became non-continuous, so that the stress and strain could not
transfer into the neighboring grain and thus the propagation of the crack tip was ceased. The similar case of crack being arrested at the GB was also found in hot extruded AA8090 Al-Li alloys [87]. As reported, multiple parallel cracks were initiated preferably along the \{111\} plane in individual Goss-orientated grains. Most of these cracks could not propagate through the first GBs they encountered in the alloy, which indicated that the resistance of the GBs between the Goss grains and their neighboring grains to crack growth was sufficiently high to arrest these cracks at the GBs [143,167]. It can be inferred that the high $\alpha$ GB, especially when it is the 1st GB to the crack, has a critical effect to small cracks, because the growth driving force at this stage is relatively small so that the crack can be easily arrested completely. This mechanism may partially explain the microstructural threshold for short crack growth.

The relationship of GB-resistance vs. $\alpha$ provides a new understanding of the effect of microstructure on short fatigue crack growth. Although the parameters/coefficients in the as fitted relation are material-based, the trend of the relation should prevail in most slip planar materials. The relation of GB-resistance vs. $\alpha$ can be incorporated in the modified Paris law for the development of short crack growth model in 3-D [106]. Also, it can also be used for alloy design in terms of texture optimization because $\alpha$ is a function of texture, which is discussed in details in separate papers [176].

4.5 Conclusion

The interaction of short fatigue crack growth with GB was experimentally observed in an Al-Cu alloy. The growth behavior of a short fatigue crack was mainly determined by the twist component ($\alpha$) of crack plane deflection at a GB which rendered the resistance to crack growth. Such GB-resistance can render the growth rate drop when the crack is passing a GB. It was experimentally quantified that the GB-resistance to short fatigue crack growth increased with $\alpha$, following a Weibull type relation. This paper also
presented an approach to quantify the GB-resistance to short fatigue crack growth in planar slip materials.
Figure 4.1 Microstructure the Al-Cu alloy AA2024-T351 used in this study, showing pancake shaped grain structure.
Figure 4.2 Two examples of the micro-notches made with FIB.

Figure 4.3 Four-point bend specimen geometry and the loading states.
Figure 4.4 Crystal orientation of crack-initiation grains represented by (a) (100) pole figure and (b) ODF.
Figure 4.5 (a) Crack growth behavior of a short fatigue crack emanated from a pre-notch; (b) EBSD mapping presented in inverse pole figure mode with respect to L-direction; (c) SEM micrograph with GBs sketched out. As demonstrated on right are the traces of $\{111\}$ planes in grain G3 on sample surface; (d) cross-section revealed by FIB milling along the dash line in (c). As superimposed drawing shows the traces of $\{111\}$ planes in grain G3 on cross-section plane.
Figure 4.6 (a) Crack tip length vs. number of cycles; (b) growth rate vs. total crack length, which also shows the definition of $\Delta(da/dN)$ at GB2/3.
Figure 4.7 (a) $\Delta(da/dN)$ vs. $\alpha$ and (b) resistance of GB vs. $\alpha$ at 14 GBs.
Figure 4.8 (a) Crack growth behavior of a short fatigue crack emanated from a pre-notch; (b) EBSD mapping presented in inverse pole figure mode with respect to L-direction; (c) SEM micrograph showing the crack being arrested at the GB.
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Chapter 5 Modeling of Short Fatigue Crack Growth in 3-D in High-Strength Al Alloys

In the previous Chapters in this thesis, the behaviors of short fatigue crack growth through grain boundaries have been experimentally investigated. The results showed that: (i) GBs are the main barrier to the short crack growth; (ii) the twist angle (α) of crack plane deflection at the GB results in resistance to crack growth, thus controlling the crack path and influence crack growth rate; and (iii) GB-resistance increases with α, following a Weibull type function. All of these conclusions pave the way for developing a quantitative model to describe the short crack growth though grains in engineering alloys. In this chapter, a microstructurally-based numerical model was developed, in attempt to simulate the short crack growth through grains in 3-D.

5.1 Introduction

Grain boundaries are commonly considered to be one of the major barriers to short fatigue crack growth [62, 63, 65, 94] and account for the marked variation of the short fatigue crack growth rate measured in most engineering alloys [66-69]. Several analytical models have previously been developed in attempts to take into account the effects of local GBs/phase boundaries and crystallographic orientation on short fatigue crack growth behaviors. Hobson [163] accommodated the effect of GBs into two equations describing short crack growth via a statistical approach. However, his model only yields good agreement with experimental data within the first grain but fails beyond that [164]. Chan and Lankford [104] reconsidered the crack tip plastic strain range and modified the linear elastic fracture mechanics (LEFM) equation by introducing a crystallographic function $K(\phi)$ with respect to resolved shear stress in cracked grain and its neighboring grain in front of the crack tip. Their model cannot satisfactorily explain the marked scattering often observed in the growth rates of short cracks. For example, it predicts little or no deceleration in growth rate when a crack is propagating through the boundary between two
similarly orientated grains. Based on the constraint on the crack tip plastic zone size [63], Navarro and De los Rios [117, 118, 122] incorporated the Sachs factor averaged over the grains along the crack front into their 2-D dislocation model which took into account the effect of slip band blocking by a GB in simulating short crack growth. Although it can predict the crack growth retardation at grain boundaries, this model cannot distinguish the difference in resistance between different types of GBs. Moreover, it is unable to explain crack branching at GBs and crack deflection observed inside grains rather than at a GB where the resistance to crack growth is expected to be the largest. These 2-D models could hardly deal with the 3-D effects of microstructures on short crack growth behaviors. With the aid of electron back scatter diffraction (EBSD), Zhai et al [95, 105, 174] studied the effect of crystallographic geometry of the GBs that interacted with short fatigue cracks in Al-Li and Al-Cu alloys in 3-D. A 3-D crystallographic model was subsequently proposed that the twist and tilt components (rather than misorientation) of the crack deflection at a GB were the key parameters controlling the growth behaviors of short cracks. It has also been supported by experimental observations of crack growth behaviors in Ni-based alloys [107, 113] and Ti-Al alloys [177], etc. This model is successful in qualitatively interpreting the 3-D behaviors of crack growth, such as crack deflection, branching, retardation and arrest at GBs, crack deflection inside grains and rugged crack profile in Al-Li alloys [143]. The model reveals that the resistance of individual GBs to short crack growth can be different, hence has to be taken into account in simulation of short crack growth satisfactorily.

In this work, based on the discovery that the resistance of a GB to short crack growth can be quantified as a Weibull-type function of the twist component of crack deflection at the GB, the growth behaviors of a short crack could then be simulated by taking into accounts both the resistance and driving force at each GB along the crack front. The effect of each GB that interacted with the crack could be incorporated in quantification of the crack growth.
5.2 A 3-D Model for Short Fatigue Crack

5.2.1 Resistance of GBs due to Crack Plane Twist

As discussed earlier, among all the microstructural factors such as α, β and Schmidt factor, α is the most dominant one that control the short crack growth [95, 105]. The experiments in Chapter 4 shows that the resistance due to α, \( R_f(\alpha) \), is a Weibull-type function of α, as expressed by Equation 5.1.

\[
R(\alpha) = R_f \{1 - \exp[-(\alpha/\alpha_0)^n]\}
\]  

(5.1)

Where \( R_f \) is the resistance (with the same unit as stress intensity \( K \)) when \( \alpha \) is around the maximum possible value before another slip plane becomes available with a smaller twist angle. The possible maximum twist angle can be as large as up to 35.3° (i.e., half the angle between two \{111\} planes). \( \alpha_0 \) and \( n \) are scaling and shape factors, respectively. \( R_f, \alpha_0 \) and \( n \) are material-dependent parameters that can be determined experimentally for a specific alloy by fitting the experimental crack growth rate curves. The trend of \( R \) vs. \( \alpha \) is demonstrated in Figure 5.1.

The resistance of a GB could also be contributed by its neighboring GBs, as these GBs could interact with each other when a short crack propagates through these GBs simultaneously. So, the total resistance, \( R_{eff,i} \), at GB\(_i\) is the summation of the contributions from all its neighboring GBs, as shown by Equation 5.2.

\[
R_{eff,i} = \sum_j^M P_{ij} \cdot R_f(\alpha)
\]  

(5.2)

Where \( R_f(\alpha) \) represents the resistance merely from GB\(_j\) and is a function of \( \alpha \) at GB\(_j\) and \( P_{ij} \) is an interaction factor describing the percentage of the resistance at GB\(_j\) is contributed to the resistance at GB\(_i\). \( P_{ij} \) is a function of the geometry of the crack front and the distance between GB\(_i\) and GB\(_j\). \( M \) is the total number of GBs interacting with the crack. In this work, \( P_{ij} \) is assumed to be a simple Gaussian function, as schematically demonstrated in Figure 5.1(b).

\[
P_{ij} = a\exp(-(x_{ij} / D)^2)
\]  

(5.3)
Where \( x_{ij} \) is the distance between GB\(_i\) and GB\(_j\) on the crack front, \( D \) is the coefficient which adjusts the bell shape described by the function, and \( a \) is a constant. \( D \) determines the effective zone size and intensity of the resistance around GB\(_i\). The larger the \( D \) is, the larger the zone affected by GB\(_i\) is. Since the maximum value of \( P_{ij} \) is 1, \( a = 1 \). The assumption in Equation 5.2 is made, based on the fact that the crack front around a GB of high resistance is often dragged by the GB [174].

### 5.2.2 Driving Force for Crack Growth along the Crack Front

In this work, as an attempt to quantify the short crack growth behavior along the crack front, mode I loading is considered in calculating the driving force and resistance at each GB along the crack front. The torturous crack front due to crack plane deflection at GBs will be projected on the plane normal to load axis. The effective driving force for the crack growth at GB\(_i\) is given by

\[
\Delta K_{eff,i} = \bar{K} - R_{eff,i} \quad (5.4)
\]

Where \( \bar{K} \) is the crack growth driving force, expressed by Equation 5.5 [18, 20].

\[
\bar{K} = (K_{max} \Delta K^+)^{0.5} \quad (5.5)
\]

In Equation 5.5, \( K_{max} \) is the corresponding maximum value of the applied stress intensity factor, and \( \Delta K^+ \) is the positive part of the range of the applied stress intensity factor [20-23]. This correlates the R-ration effects for Al alloys. The applied stress intensity factor of the imaginary semi-circular crack whose radius \( (a_{max}, \text{Figure 5.2}) \), is defined by the maximum distance from center of the crack to the crack front, as calculated by

\[
\Delta K = 2\Delta\sigma\sqrt{a_{max}/\pi}. \quad (5.6)
\]

Therefore, the effective driving force at an arbitrary point along the crack front is given by

\[
\Delta K_{eff,i} = (K_{max} \Delta K^+)^{0.5} - \sum_j P_{ij} \cdot R_j(\alpha) \quad (5.6)
\]

When \( \Delta K_{eff,i} \leq 0 \), the crack is non-propagating at GB\(_i\), while it is propagating when \( \Delta K_{eff,i} > 0 \). The larger the term \( \sum_j P_{ij} \cdot R_j(\alpha) \) is, the smaller the effective driving force for crack growth at GB\(_i\).
5.2.3 Crack Front Growth in 3-D

In this work, a simple layered grain structure is used for simulating short crack growth in an alloy, like the case of some high strength Al-Cu and Al-Li alloys where grains have a disk-like shape. As shown in Figure 5.2(a), the grains have large dimensions in L (rolling) and T (transverse) directions but small in the S (short transverse) direction. Assuming the alloy in Figure 5.2(a) has a matrix which is a continuum homogeneous linear elastic solid which contains 5 GBs, and a crack propagates only along one slip plane in each grain. The shape of a surface crack is semi-circular or semi-elliptical in a continuum homogeneous isotropic linear elastic solid, since the applied driving force (i.e., the stress intensity factor $K$) is constant along the crack front, as shown by the dot-dash line in Figure 5.2(a). However, the shape of a real short fatigue crack (<0.5 mm) in an engineering alloy can be significantly irregular, as illustrated by the solid line in Figure 5.2(a), because the resistance varies markedly at different GBs along the crack front. At those GBs that have larger $\alpha$, for example, GB2 and GB4, the crack front falls behind the semi-circular or elliptical line, while the crack front around those GBs that have smaller $\alpha$, can move faster than that at the GBS with larger $\alpha$. The relationship among the nominal driving force, effective resistance and effective driving force at an arbitrary $i$ on the crack front along the crack front can be expressed by Equation 5.6 and schematically demonstrated in Figure 5.2(b).

To simulate the growth of the crack front, first, it is assumed that the size of the plastic zone at the crack tip is small, relative to the crack size in high strength Al alloys. This assumption is supported by the experimental observations that there are hardly any slip lines other than the one along the crack ahead of the crack tip. Figure 5.3(a), for example, shows the tip of a 110 µm long short fatigue crack occurred in an AA2524 Al-Cu alloy after four point bend fatigue at $8.74 \times 10^5$ cycles under constant maximum stress of 80% yield strength at $R=0.1$. There is no multiple slip taking place in the vicinity of the crack tip. EBSD measurement on the crack reveals almost no crystallographic misorientation around
the crack tip (Figure 5.3(b)). The misorientation and misorientation gradient along the dot line from point \( a \) to the crack tip reveal that there is an increase in misorientation from \( 1^\circ \) to \( 3.75^\circ \) in the position about \( 2 \mu m \) away from the crack tip (Figure 5.3(c)). Similarly, the misorientation gradient remains very low (much lower than \( 1^\circ \)), but only increases at \( 2 \mu m \) away from the rack tip (Figure 5.3(d)). This indicates that the plastic zone size in the vicinity of the crack tip is about \( 2 \mu m \) about the crack tip. Such a plastic zone size is very small, in comparison to the crack length, so the linear elastic fracture mechanics (LEFM) can be applied to quantification of the crack growth in the high strength Al alloy. In other words, the Paris law can be used to quantify the growth rate along the short crack front in the alloy.

Since the effective driving force at each point along the crack front can be characterized by Equation 5.6, the crack contour can be discretized by the small segments ended at each two adjacent points. Thus, the advance of crack front line can be equally represented by the progress of the segments, as demonstrated in Figure 5.4. \( S_1 \) (ending at \( P_1 \) and \( P_2 \)) and \( S_2 \) (ending at \( P_2 \) and \( P_3 \)), are two neighboring segments of crack front at the \( n^{th} \) cycle. Under the driving force \( \Delta K_{eff,P_1}, \Delta K_{eff,P_2} \) and \( \Delta K_{eff,P_3} \), \( P_1, P_2 \) and \( P_3 \) advance for \( \Delta a_1, \Delta a_2 \) and \( \Delta a_3 \) (Equation 5.7) in the next cycle to \( P_1', P_2' \) and \( P_3' \), respectively. The direction of \( \Delta a_i \) is normal to line \( P_{i-1}P_{i+1} \). Therefore, the new crack front line in at the \( n+1^{th} \) cycle will be represented by the points \( P_i' \) linked by segments \( S_i' \). At the convex parts of the crack front, a new segment at the \( n+1^{th} \) cycle will be longer than that at the \( n^{th} \) cycle. If its length exceeds the up-limit of mesh size, then a new point will be inserted in the segment to divide it into two segments to keep the fine mesh. This calling for further mesh is conducted if needed at each cycle to keep the same level of sensitivity of the crack front to the GB resistance.

\[
\Delta a_i = \int C(\Delta K_{eff,P_i})^m dN \quad (5.7)
\]
5.2.4 Framework of the Model

Since the resistance along the crack front is mainly controlled by the resistance of the GBs that interact with the crack front, the factors, such as grain and GB orientations, and grain size ahead of the crack front, would affect the 3-D crack path and growth rate, as illustrated in Figure 5.5. Once the orientations of the initial micro-crack plane and the neighboring grain of the crack are known, the possible $\alpha$ at the GB can be calculated. Subsequently, the crack path could then be predicted, according to the minimum $\alpha$ principle for short crack growth across the GB. Knowing the grain orientation and size, the nominal driving force, and effective resistance, the effective driving force at each point along the crack front can be computed. A modified Paris law, given in Equation 5.7, is employed to calculate the position of each point along the crack front at each loading cycle. Since the new crack front will change the value of the interaction factor $P_{ij}$ in Equation 5.3, $R_{eff,i}$ and $\Delta K_{eff}$ need to be recalculated for the next loading cycle. The computation continues until the crack becomes a long crack, namely, it covers a sufficiently large number of grains, so that the resistance at each GB can be regarded as a constant (i.e., the average value). Subsequently, quantification of further crack growth can be made using the classic Paris law but with a constant resistance term ($R$) in $\Delta K_{eff}$. In other words, $\Delta K_{eff} = K - R$, where $K$ is the applied nominal driving force. $R$ is alloy dependent and responsible for the higher resistance found in the alloys where fracture surface is torturous.

5.3 Simulation of Short Fatigue Crack Growth

5.3.1 Baseline Setup of Simulation

As an attempt to demonstrate how the resistance of GBs affect short crack growth in 3-D, an alloy with simple layered grains is used in this work. As shown in Figure 5.6(a), the planes of the main GBs (marked as dash lines in Figure 5.6(a)) in the alloy are parallel to the L-T plane and perpendicular to the free surface. As mentioned earlier in the paper, such
a grain structure resembles the grain structure typically found in some high strength Al alloys [16]. It is assumed that the initial crack is 6 µm long with a semi-circular shape centered in grain 1. The grain structure is symmetrical with respect to $x=0$ in order to save the computation time as the growth behaviors of both the crack tips are identical on the surface. The resistance assigned to the GBs in the alloy is increased gradually from the boundary between grains 1 and 2 (GB1/2) to GB4/5. The twist angles of 6°, 8°, 10°, and 13° are assigned to GBs 1/2, 2/3, 3/4 and 4/5, respectively, i.e., the resistance at these GBs is from 0.1 to 0.5 MPa\/m, respectively, labeled in Figure 5.6(a). With such a grain structure, the applied maximum cyclic stress of 150 MPa and stress ration $R=0$ are used in the model in order to simulate the growth of a propagating short crack in the alloy. In other words, the crack simulated could propagate through each of the GBs in the grain structure. In $\Delta a_i = \int C(\Delta K_{eff,Pi})^m dN$, the exponent $m = 2.73$ and $C=1.89\times10^{-10}$ m/cycle which is approximately 2 orders of magnitude larger than that for long cracks because short-fatigue cracks sometimes grow faster than the long cracks by 1 to 2 orders of magnitude [1]. The values of the parameters used in the simulation are listed in Table 5.1.

5.3.2 Results and Discussion

5.3.2.1 Crack Front Evolution in 3-D

Figure 5.6(a) shows the simulated growth of the crack front in 3-D for $9\times10^3$ cycles in a simplified digital grain structure using the model described above in this paper. The solid lines in Figure 5.6(a) represent the crack fronts at different numbers of cycles with an interval of 500 cycles, respectively. The final crack is 50 µm long on the surface and 43 µm in depth. The average growth rate of each crack tip is about 2.4 nm/cycle, which is reasonably consistent with the typical growth rate (0-8 nm/cycle) of a short fatigue crack measured in high strength Al alloys [17] AA8090 Al-Li alloy [143, 167]. It can be seen in Figure 5.6(a) that the crack front is evolved from the initial semi-circular shape to a bell shape with the bell axis being parallel to the GBs. This is understandable since a short crack normally grows faster in the direction parallel to the main GBs than in the direction
perpendicular to the GBs in such a grain structure. The crack front is dragged behind by those GBs that have relatively large resistance, such as GBs 4/5, 3/4 and 2/3, etc. The higher the $\alpha$ at a GB is, the farther the crack front near that GB lagged behind. It is evident in Figure 5.6(a) that each GB still has an effect on the crack growth after the crack propagates through the GB on the surface. However, such an effect is weakened with the increase in crack length, since the applied driving force increases with the crack growth and the GB resistance remains constant. As a result, the effective driving force is increased as the crack grows, leading to a steady increase in crack growth rate along the same GB below the surface. Take the GB2/3 as an example, the curvature of the crack front is initially outward due to higher resistance by the GB, but becomes inward around the GB as the crack grows deeper below the surface, indicating the reducing effect of the GB resistance. This effect could be responsible for the crack front being in a bell shape in such a grain structure.

The result shown in Figure 5.6(a) demonstrates that the crystallographic model for short crack growth is able to simulate crack growth in 3-D, unlike the previously developed models which are all 2-D and typically predict that the crack growth rate regains its original value immediately after the crack tip passes a GB on sample surface [117, 122]. In the model developed in this work, the growth of the crack tip is still affected by the GB that it just passes because first crack tip is still dragged by the same GB below the surface until the crack tip advances beyond the effective zone of the GB. For example at GB1/2, the crack profiles on the sample surface experience shorter spacing just after the crack tip passes the GB on the surface, indicating higher resistance from the GB under the surface. Subsequently, these profiles show increasingly larger spacing as crack tip grows further away from the GB. This effect will be discussed in more details in the next session.
5.3.2.2 Growth Rate Curve

The growth rate of each crack tip on the surface is plotted against $\Delta K$ in Figure 5.6(b). It is evident in Figure 5.6(b) that the growth rate shows a dip in the plot at each GB that the crack interacts with, and that it generally increases with crack length, though the resistance also increases at GBs in the sequence of interaction with the crack. However, the amount of the dip in the growth rate curve at a GB appears increase with the resistance of the GB. For example, at GB1/2 which has a resistance of 0.1 MPa√m, the growth rate dip is 6.0 nm/cycle, as compared to 118.6 nm/cycle at GB4/5 where the resistance is 0.5 MPa√m.

As discussed earlier in the chapter, the growth of the short crack front is affected by all the GBs that interact with the crack. The growth rate of the crack tip on the surface does not pick up its original speed immediately after passing a GB, since the GB still drag the crack beneath the surface. As a result, it gradually increases as the crack tip advances further away from the GB on the surface. This is because the resistance from the GB decreases with the distance from the GB. Such a 3-D effect of the GB explains why the experimentally measured growth rates of short cracks are so scattering. In measurements, it is difficult or even impossible to monitor the crack growth at each cycle. Instead, the growth rates are usually taken by measuring the growth length on the surface for a period of several thousand cycles. Therefore, details of the crack growth behaviors could be missed, leading to rather scattered growth rate data. With the model developed in this work, these growth behaviors can be investigated in details, especially around the GBs the crack propagates through, as shown in Figure 5.6(b).

To illustrate the effect of crack length on the growth rate of a short crack, the growth rate of the crack tip on the surface is quantified against the crack half-length in a grain structure consisting of layered grains of 10 µm thick, as shown in Figure 5.7. Each GB in the grain structure has a constant twist angle of 7.25°, which is equivalent to a resistance of 0.15 MPa√m. It can be seen in Figure 5.7 that the growth rate drops at each GB, but
the amount of the decrease in growth rate is progressively reduced at the GBs as the crack propagates. The variation of the growth rate can be enveloped by two asymptotes that approach to each other as crack size increases. The result shown in Figure 5.7 demonstrates that the resistance from each individual GB to crack growth becomes less significant as the crack grows longer. This is because GBs could interact with each other and the resistance from each individual GB to crack growth is contributed to by all the GBs along the crack front. When the crack becomes a long crack, more GBs interact with the crack front. The resistance from each GB approaches to an average value. As the crack grows longer under a constant cyclic stress amplitude, the driving force is increased since the crack length increases. As the average resistant from each GB is almost a constant, the relative influence of each GB on crack growth should be weakened, as compared with increasingly large nominal driving force, thereby the dips in the growth rate curve at GBs become relatively smaller as the crack becomes longer, as shown in Figure 5.7. This average resistance may be regarded as a materials property describing difficulty of long fatigue crack growth.

The result in Figure 5.7 is consistent with that predicted by Navarro’s 2-D model which takes an average value for the crystallographic effects of the grains covered the crack front on short crack growth on the surface [13,14]. However, Figure 5.7 is obtained using the 3-D model developed in this work, demonstrating that this 3-D model is able to simulate the growth behaviors of both short and long cracks.

5.4 Experimental Verification

5.4.1 Experiment

As an attempt to validate the proposed model, it was used to simulate the growth behavior of short fatigue cracks in the Al-Li alloy 8090 in Chapter 3. The details regarding material and experimental procedures were introduced in Chapter 3. This section, serving as an example, demonstrates the capability of the model in simulating the growth of the crack in
Figure 3.2. This crack was found on the sample surface at $7 \times 10^5$ cycles when it was about 30 $\mu$m long, and subsequently its growth was monitored by interrupting the fatigue test periodically until $9.15 \times 10^5$ cycles. Figure 3.2 shows its morphology before and after etching at $9.15 \times 10^5$ cycles. After the measurement of crack growth rate, the sample was etched with Keller’s etchant to reveal the grain structure. Also, the crystallographic orientation of each grain that interacted with the crack was determined using EBSD. More details regarding the crack growth vs. GBs has been discussed in Chapter 3.

In the simulation, the digital grain structure was constructed based on the experimentally observed. For simplicity, the digital grains were layered with major GBs bring perpendicular to S direction, because the grains in the alloy possessed pancake shape due to hot cross-rolling. The width of each grain was assigned to be the crack path length (projected to S direction) within each grain, i.e. distance (as projected to S direction) between two intersection points of GBs with the crack path. The crystallographic orientation of each grain that interacted with the crack was assigned with the experimentally measured value. A secondary GB parallel to surface, lying about 15 $\mu$m beneath grain 1 as shown in fractography Figure 3.3, was added in the digital microstructure. Since it is very difficult, even impossible, to precisely measure the lifetime at the crack initiation and initial size of the crack, a 10 $\mu$m long semi-circle micro-crack in the surface was assumed to be initiated in the center of grain 3 at $6.5 \times 10^5$ cycles. This assumption is within the average range of lifetime for crack initiator ($6 \times 10^5$-$10 \times 10^5$ cycles) in Al-Li alloys [166]. The parameters used in the simulation were obtained from either literatures or experiments, as listed in Table 5.2. The coefficients $C$ and $m$ were assigned to be $1.43 \times 10^{-10}$ m/cycle and 2.09, respectively, which are the averaged values obtained by fatigue experiments of the Al-Li alloy AA8090 [103, 178]. The twist angle and corresponding resistance at each GB were provided in Table 5.3 Since it was unable to measure the crystal orientation of grain 1’ which was underneath grain 1, $\alpha$ along GB1/1’ was estimated to be 10° for an approximate, based on that GB1/1’ had a significant resistance against crack tip growth
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on surface (Chapter 3). With such a grain structure, the same loading condition as those used in the fatigue test (applied maximum cyclic stress of 246 MPa and stress ration R=0.1) was used in the calculation.

5.4.2 Simulation Results and Discussion

5.4.2.1 Crack Front Evolution

Figure 5.9 shows the simulated evolution of the crack front progress in 3-D during fatigue, starting from the initial crack to $8.6 \times 10^5$ cycles in the reconstructed digital grain structure. The solid blue lines in the figure represent the crack fronts at different numbers of cycles. Because the crack growth rate at the beginning is very small, so the interval of crack front contours is selected to be 5000 cycles before crack tip 2 reaches GB7/8, to avoid the over-dense plotting in the graph. After tip 2 passing GB7/8, the interval is set to be 1000 cycles in order to show the details of the crack front advancement. The final crack is 117.4 µm long along S direction on the surface and 93.8 µm deep along T direction. This is understandable since a short crack normally grows faster in the direction parallel to the main GBs than in the direction perpendicular to the GBs in such a grain structure. It can be seen in Figure 5.9 that the crack front, starting from the initial semi-circular shape, is evolved asymmetrically to an irregular shape, with crack tip 2 being much longer (~82.1 µm) than tip 1 (~35.3 µm), which is consistent with experimental observation on sample surface. As shown by crack profiles, the local crack front is dragged behind by those GBs that have relatively large resistance, such as GBs 1/2, 1/1’, 13/15, 11/13 and 8/10. The higher the α at a GB, the farther the crack front near that GB lagged behind, leaving denser crack contour lines. Seeing from the density of the contour lines, it shows two major retardations on crack tip 1 at GB2/1 and GB1/1’, and one major retardation on tip 2 at GB13/15, which is mainly responsible the asymmetric shape of the final crack contour and will be discussed later. Unlike the previously developed models which are all 2-D and typically predict that the crack growth rate
regains its original value immediately after the crack tip passes a GB on sample surface [117, 122]. In this simulation, the growth of the crack tip is still affected by the GB that it just passes because surface crack tip is still dragged by the same GB below the surface until the crack tip advances beyond the effective zone of the GB. For example, each time when the crack tip on the surface passes a high-resistance GB, the crack contour line still keep narrowly spaced until these profiles subsequently show increasingly larger spacing as crack tip grows further away from the GB. Such an effect is weakened with the increase in crack length, since the applied driving force increases with the crack growth and the GB resistance remains constant. As a result, the effective driving force is increased as the crack grows, leading to a steady increase in crack growth rate along the same GB below the surface.

5.4.2.2 Crack Growth Rate Curve

In order to compare the simulated crack growth rate with the experiment observation, the crack growth rate curve was extracted from the simulation results and plotted. For example, as shown in Figure 5.9, the growth rate of crack tip 2 is plotted against nominal driving force, $\Delta K$. It is evident in the figure that the crack growth rate generally increases with increment in crack length and scattering as crack grows. The growth rate curve shows dips at high-resistance GBs, such as GB8/10 and GB13/15. The amount of the dip in the growth rate curve at these GBs appears to be increased with a rise in the resistance of the GB. For example, at GB 8/10, which has a resistance of 0.37 MPa√m, the growth rate dip is 0.34 nm/cycle, compared with 3.38 nm/cycle at GB11/13 where the resistance is 1.49 MPa√m. As discussed previously, the growth rate of the crack tip on the surface does not pick up its original speed immediately after passing a GB, because the GB still drags the crack beneath the surface. As a result, it increases gradually as the crack tip advances further away from the GB on the surface. At those GBs that have low resistance, such as GB7/8 and GB 10/11 whose resistance values are so low that can be ignored
(resistance≈0), the crack growth rate does not show any decrease. It is noteworthy that the growth rate curve drops at $\Delta K \approx 1.79$ MPa√m although it is not obviously associated with any GB passed by crack tip 2. However, if tracing the crack profile to crack tip 1, it can be found that tip 1 is just beginning to interact with two high-resistance GBs simultaneously (GB1/2 and GB1/1’, i.e. the GB triple junction of grain 2, 1 and 1’). As discussed previously, the growth of the short crack front is affected by all the GBs that interact with the crack, i.e. the total resistance at GB, $R_{eff,i}$, is contributed by all GBs interacting with the crack front contributed the resistance. The total resistance of these two GBs is 2.44 MPa√m, which not only dramatically slows down tip 1 but also projects 0.42 MPa√m over to tip 2, causing a dip (0.32 nm/cycle) in growth rate of tip 2. Since the majority of the crack front (tip 2 and the crack front deep beneath the surface) keeps advancing, so the effective driving force continues to rise, resulting in the tip 2 speeds up gradually. When the most part along the crack front propagates away from the effective zone dominated by the GB triple junction, the increment in the effective driving force enables tip1 to regain its original growth rate, which led to the acceleration along the whole crack front. Such acceleration continues until crack tip 2 impinges GB11/13 whose resistance equals to 0.23 MPa√m. Although the crack growth rate dip by GB11/13 (theoretically only 0.15 nm/cycle) is not apparent in the plot, due to the growth rate dip being too small to show clearly on the plot, it is still explicit that the slop of grow rate after GB11/13 is decreased significantly, which means that the GB still drags the growth of crack tip 2 on sample surface.

As shown in Figure 5.10, the experimentally measured and simulated crack growth rates of tip 2 are plotted against the number of loading cycles, respectively, with arrows indicating the location of GBs that were passed by tip 2. The simulated result has a good agreement with the experimental one in terms of the location of major peaks and valleys along the growth rate curve, although the scale and exact shape of the curves do not match those in the measured curve perfectly. The consistency of simulation and
experiment suggests that this microstructurally-based model is of capability in quantifying the growth behavior of the short fatigue crack in high strength Al alloys.

5.5 Conclusions

- A three dimensional microstructurally-based quantitative model was developed to simulate/predict the behavior of short fatigue propagation through GBs, based on the discovery that the resistance of a GB against the short fatigue crack growth increases with the twist angle of the crack plane deflection at the GB, following a two-parameter Weibull function.
- The total resistance at each GB along the crack front can subsequently be known, which allows calculation of the effective driving force at the GB.
- The growth of the entire crack front can be simulated beneath the free surface using a modified Paris Law.
- The model is able to demonstrate short crack growth behaviors commonly observed in alloys, such as crack retardation at GBs, and scattered growth rates, etc. The higher the resistance at a GB, the more significant the crack is retarded at the GB. The model also demonstrates that the relative effect of GBs on crack growth is reduced as the crack becomes a long crack.
- The model was used to simulate the growth behavior of a real short fatigue crack monitored in the fatigue test of a high strength Al alloy. The simulation results showed good agreements with the experimental observations, validating the capability of the model in quantifying short fatigue crack growth in planar slip alloys.
Figure 5.1 Schematic plot of (a) GB-resistance as a Weibull type function of $\alpha$, (b) interaction factor $P_{ij}$ as a Gaussian type function of distance.

Figure 5.2 Schematic diagram demonstrating the relationship among nominal driving force $\Delta K$, effective resistance $R_{eff,i}$ and effective driving force $\Delta K_{eff,i}$, respectively (a) the crack front projected on the plane normal to the load axis in an alloy with a layered grain structure, and (b) plot $\Delta K_{eff,i}$ along the crack front.
Figure 5.3 (a) one tip of a 110μm long crack in Al-Cu alloy AA2524 after 8.74×10^5 cycles, showing no multi slip around the crack tip, (b) EBSD measurement (shown in inverse pole figure mode) over the area shown in (a), (c) and (d) the misorientation gradient and misorientation from point A to point B in (b), respectively, indicating very small possible plastic zone at the tip.
Figure 5.4 Schematic drawing the discretization of a small part of crack front and its growth in a loading cycle.

\[ \Delta a_i = C (\Delta K_{eff,i})^m \]
Figure 5.5 Flow chart of the procedure for calculation of short crack growth in 3-D.

\[
\Delta K_{\text{eff},i} = \Delta K - R_{\text{eff},i}
\]
Figure 5.6 Simulation of short crack growth in a digital grain structure (a) growth of the crack front with cyclic number; (b) growth rate variation of either of crack tips (crack is symmetric with respect to $x=0$).
Figure 5.7 Demonstration of the effect of GB resistance as crack grows. Data of \( \frac{da}{dN} \) is from either of crack tips (crack is symmetric with respect to \( x=0 \)).

Figure 5.8 Simulated evolution of crack front progress during fatigue.
Figure 5.9 Crack growth rate curve of crack tip 2
Figure 5.10 Experimentally measured growth rate curve of crack tip 2 vs. the simulated results.
Table 5.1 Parameters used in baseline simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_f$</td>
<td>1 (MPa√m)</td>
<td>$D$</td>
<td>25 (µm)</td>
</tr>
<tr>
<td>$n$</td>
<td>2.5</td>
<td>$C$</td>
<td>$1.89 \times 10^{-8}$ (m/cycle)</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>15 (˚)</td>
<td>$m$</td>
<td>2.73</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>150 MPa</td>
<td>$R$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2 Parameters used in simulation of Short Crack in Al-Li alloy 8090

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_f$</td>
<td>1.5 (MPa√m)</td>
<td>$D$</td>
<td>65 (µm)</td>
</tr>
<tr>
<td>$n$</td>
<td>3.5</td>
<td>$C$</td>
<td>$1.43 \times 10^{-10}$ (m/cycle)</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>10 (˚)</td>
<td>$m$</td>
<td>2.08</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>246 MPa</td>
<td>$R$</td>
<td>0.1</td>
</tr>
<tr>
<td>GB</td>
<td>$\alpha$ (°)</td>
<td>$R$ (MPa$\sqrt{m}$)</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td></td>
</tr>
<tr>
<td>GB1/1'</td>
<td>10</td>
<td>0.948</td>
<td></td>
</tr>
<tr>
<td>GB1/2</td>
<td>14.6</td>
<td>1.489</td>
<td></td>
</tr>
<tr>
<td>GB2/3</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GB3/5</td>
<td>2.5</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>GB5/6</td>
<td>2</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>GB6/7</td>
<td>2</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>GB7/8</td>
<td>1.7</td>
<td>~0.001</td>
<td></td>
</tr>
<tr>
<td>GB 8/10</td>
<td>7.4</td>
<td>0.369</td>
<td></td>
</tr>
<tr>
<td>GB10/11</td>
<td>0.7</td>
<td>~0</td>
<td></td>
</tr>
<tr>
<td>GB11/13</td>
<td>6.5</td>
<td>0.227</td>
<td></td>
</tr>
<tr>
<td>GB13/15</td>
<td>16.2</td>
<td>1.500</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 6 Application of Short Crack Growth Model on Statistical Prediction of Short Crack Growth in Engineering Alloys and Texture Optimization in Alloy Design

In previous chapters, a microstructure-based model was proposed to quantitatively describe the behavior of short fatigue crack growth through GBs; and was validated with the experimental results. In this chapter, the model was used to statistically predict the crack growth in engineering alloys with different textures, showing its potential applications in life assessment and design of engineering alloys. It was demonstrated that the model could identify the optimum texture combination which provided the highest resistance against the short fatigue crack growth, showing its potential value in engineering alloy design in terms of texture optimization and grain boundary engineering.

6.1 Introduction

In short crack growth regime, fatigue cracks tend to follow particular crystallographic planes within individual grains, especially in planar slip alloys which either have high stacking fault energy or are precipitation hardened. These fatigue cracks are usually deflected at GBs, and such crack plane deflection results in higher resistance against the crack propagation across the GBs. In the past few decades, many experiments and modeling work have been carried out in attempts to quantitatively describe the short fatigue crack growth through grains. One of the representative numerical models was Navarro and de los Rios’ (NR) dislocation blocking model which was based on BSC theory [117,118,121,122]. This model was later modified by Wilkinson, and used to study the effect of macro-texture on short fatigue crack growth in extruded Al-Li alloy [123]. However, the NR models are 2-D in nature. They yield a increase in growth rate immediately after the crack tip passes a GB, which contradicts to the experimental observations that crack growth may not necessarily accelerate after the crack passes a GB. As a derivative of BSC-based model, a model based on dislocation piling-up, dealing
with the discrete nature of the short crack growth, was proposed by Bjerken [179-182]. However, this model fails to take into account the local texture effect on crack path deflection. Finite element methods, especially crystal plasticity based approach, were also utilized to quantify the plastic strain in front of crack tip and crack advancement [125-128], but they are limited by the computation capability of computers. They are, therefore, unsuitable, even impractical, for statistically studying short fatigue crack growth behaviors. Based on the discovery that twist component of crack plane deflection at GBs is the key factor controlling crack path and resistance against crack growth [95, 101,174], a 3-D microstructure-based quantitative model was developed to describe the behavior of short fatigue crack growth through GBs [106,143]. Previous chapters have discussed the details of the model and its validation. This model takes into account the GB resistance, which is mainly caused by α at a GB, in simulation of short crack growth. Because α is controlled by the texture in an alloy, the model can be used to study the effects of texture on the short crack growth. In other words, it can be used to evaluate the texture that could optimize the fatigue properties of an alloy. In this chapter, the model was employed to statistically predict lives of short fatigue crack growth in engineering alloys that have different textures, to demonstrate the potential values of this model in design of engineering alloys for optimum resistance against fatigue damage.

6.2 Simulation
An idealized alloy with a grain structure consisted of pancake-shaped (i.e., layered) grains, which were all 25-μm thick, was first constructed digitally in this work. The grains were assigned to such orientations that form six different texture combinations of five typical texture orientations, such as cube, Goss, brass, S, copper textures and R-cube, as listed in Table 6.1. The first texture combination was similar as a random texture, serving as a baseline situation. The other five mainly consisted of six texture orientations commonly occurring in Al alloys, such as cube, Goss, brass, S, copper textures and R-cube, but with different volume fractions. The crystal orientation of each grain (except
the one for crack-initiation) is randomly selected within $10^\circ$ deviation around the six ideal orientations in Euler space under the constraint that the volume fractions of texture components were statistically consistent with those five chosen texture combinations as listed in Table 6.1. The crystal orientations of grains were assigned symmetrically with respect to the center of the grain structure. The combinations 2-6 were selected in an attempt to represent from a deformation-type texture to an annealing-type texture, allowing evaluation the effect of each texture component on the resistance to short crack growth in the alloy.

A semi-penny shaped micro-crack of 8 µm in radius is assumed to be initiated in the grain centered in the grain structure. It is normal to the L/loading axis on the free surface. Such a micro-crack is often observed to be initiated from a coarse particle in Al-Cu and Al-Zn alloys [142,174], or on the {001} plane that is perpendicular to the L axis in a cube or Goss oriented grain in an Al-Li alloy [87,183]. The crack path is then determined by the minimum $\alpha$ criterion, i.e., the twist angle, $\alpha$, is the minimum one at each GB. The cyclic loading condition and parameters are same as those in Table 5.1 in Chapter 5. For each texture combination, the orientation assignment as mentioned above is conducted 100 times, and the crack growth for each assignment is subsequently calculated until the crack is 500 µm long. In each orientation assignment, the location of the crack initiation remains unchanged.

### 6.3 Results and Discussion

#### 6.3.1 Short Fatigue Crack Growth

Figure 6.2 shows the simulated results about crack lengths against number of loading cycles in the 6 texture combinations, respectively. In the plot for each texture combination, the black line represents the crack length on sample surface, averaged over 1000 times of simulation of crack growth, and the two blue dash lines are the corresponding standard deviation. These results illustrate that the texture has a profound
influence on the resistance to short fatigue crack growth in polycrystalline alloys. Among the six texture combinations, the combination 1 has a medium lifetime for the crack to reach 500 µm long; whereas the lifetime increases with increase in volume fraction of recrystallization type texture components (cube and R-cube) in the alloy. Two extreme examples are the growth of cracks in combinations 2 and 6 which are typical rolling-type and recrystallization-type textures respectively. On average, when the crack in combination 2 (completely consisting of deformation type texture components) reaches 500 µm long, the crack in combination 6 (almost fully consisting of recrystallized grains) is only about 250 µm long. Combination 2 shows the shortest lifetime (3.9×10^4 cycles) among all the 6 combinations, whereas combination 6 provides the longest lifetime (4.8×10^4 cycles). It is noteworthy to mention that the lifetime has a relatively wide deviation in each texture combination. The lifetime variations reach as high as 18%–30% of the average total life. This means that, even for the same alloy, the short fatigue crack life can be still significantly scattering. Also, the level of such deviation varies with texture combinations, suggesting that the life distribution for the crack to reach 500 µm is influenced by the texture as well. These topics will be discussed in details in the following section.

### 6.3.2 Life Distribution of Short Fatigue Cracks

Life distribution of short fatigue cracks, represented by the number of loading cycles for crack to reach 500 µm, is plotted in Figure 6.3. It is evident that the life distribution varies with the texture combination, namely, texture has a marked effect on short fatigue crack growth behaviors. In addition, the life to reach 500 µm exhibits a characteristic bimodal distribution, namely, one peak appearing around 3.65×10^4 cycles (referred as the left peak in this thesis) and the other around 5.2×10^4 cycles (referred as the right peak in this thesis) in the life distribution plots of all the texture combinations, with combination 2 showing only the left peak (Figure 6.3). As shown in Figure 6.3, texture combination 6,
which contains the highest fraction of recrystallization texture, shows a ~12% probability of a short crack life within 3.5×10^4~3.75×10^4 cycles and 75% probability in the range of 5.0×10^4~5.8×10^4 cycles. With decrease in recrystallization type texture and increase in deformation type (from combination 6 to 1) in the alloy, the right peak is lowered and the left peak is enhanced gradually. In combination 3, the right peak almost disappears, whereas the short crack life exhibits a cut-off point at 5×10^4 cycles. Combination 1, due to its random texture, shows a typical bimodal distribution of short crack life.

6.3.3 Statistics of GB Resistance

The bimodal life distribution of short fatigue cracks indicates that, even if the samples are from the same batch of an alloy product and under the same loading condition, a short crack growth could likely to have one of the two characteristic lives, equivalent to the left and right peaks, as mentioned above. In order to understand why the bimodal distribution was formed, the growth behaviors of the cracks associated with the two characteristic peaks in texture combination 1 were statistically investigated. Since the GB-resistance is the main obstacle against the short crack growth, the GB-resistance along the path of those cracks associated with the two peaks is expected to account for the occurrence of the bimodal distribution of the short-fatigue life. In the analysis, the crystal orientations of the grains interacted with those cracks that have lives either <3.8×10^4 cycles (i.e., at the short life end) or >5.2×10^4 cycles (i.e., at the long life end) were statistically analyzed. With regard to each of the two peaks, the average α at each GB that the crack propagates through, together with the corresponding standard deviation, was analyzed, as listed in Table 6.2 and also plotted in Figure 6.4. It can be seen that there is a marked difference in α at the first GB between the short and long life cracks. α at the first GB is on average 5.8° for the short life and 34.6° for the longer life. At the 2^{nd} to the 10^{th} GBs, the average values of α are very close to each other, ranging from 11.5° to 18.8°, irrelevant to which peak the crack is associated with. As experimentally observed and discussed earlier in
Chapter 4, the first few GBs, especially the very first GB, is critical for short fatigue crack growth, because the driving force of the crack at this early stage is very small thus the GB-resistance dominates the growth behaviors of the short crack.

The resistance from the 1st GB can significantly retard the crack growth and prolong the total short crack life. To demonstrate this effect, the evolution of the crack fronts associated with the short and long lives were simulated, respectively. In the simulation, α angles at GBs were assigned to be the average α as listed in Table 6.2 for short and long life cases, respectively, with the other parameters been kept the same as those used in simulating crack. Figure 6.5 shows the crack front evolutions simulated with regard to short and long lives respectively, in which the interval between two neighboring lines is 1000 cycles. The crack with a longer life (Figure 6.5(a)) spent a longer time at the first GB, as the density of crack front lines inside the 1st pair of GBs, in contrast to that in the case of short life (Figure 6.5(b)). The crack with a longer life spends much more time (~2×10^4 loading cycles) at the very first GB where α is large, 34.6° on average, than that with a shorter life. Moreover, the final profile of the longer life crack is shallower (with maximum depth of ~170 µm) and more flat-shaped than that of the shorter life (with maximum depth of ~199 µm). This is because that the resistance of the 1st GBs in grain structure R is very large, so that they pull the crack front back during the crack propagation. The resistance of the 2nd pair of GBs in grain structure L is slightly larger than that in grain structure R, causing relatively narrowly spaced crack profile at the GBs in grain structure L. However, the crack does not spend too much longer time at these GBs, because the difference in GB-resistance is not substantial. After passing the first two pairs of GBs, the GB-resistance in two grain structures are similar, thus the spacing of crack profiles in two grain structure become at the same magnitude, i.e. the lives (loading cycles) spent on crack growth after the 2nd pair of GBs until the crack being 500 µm long are similar in two grain structure. In summary, the crack retardation by the 1st pair of GBs significantly prolongs the short crack life. The formation of the bimodal life
distribution is probably account for by that a large portion of cracks encounter the high-resistance GBs at the very beginning of the growth, while many others grow through a path with relatively low-resistance at the beginning.

In order to understand why average crack lives vary among six texture combinations, the \( \alpha \) of the first three pairs of GBs were statistically analyzed. As plotted in Figure 6.6 is the average \( \alpha \) at the first three GBs vs. texture combination. The \( \alpha \) of the 1\(^{st}\) GB increases with the fraction of recrystallization type texture, although the \( \alpha \) of the 2\(^{nd}\) and 3\(^{rd}\) GBs rise with recrystallization type texture and peak when it reaches 40\%, followed by a decrease afterwards. The trend of \( \alpha \) at the first GB though the six combinations is consistent with the short fatigue crack life, suggesting the significant effect of the first GB on the short fatigue crack life.

The results above demonstrate that the texture significantly influence the short fatigue crack growth in engineering alloys. The higher the fraction of recrystallization type texture in the alloy, the more probably the short crack will be severely retarded at the very beginning of the growth, leading to a prolonged fatigue life. The proposed model is capable not only able to predict the average life for short fatigue crack growth, but also estimate the boundaries of the fatigue life variation, which is of potential merit in engineering design. The results also suggest that a moderate high fraction of recrystallized grains in an alloy is beneficial to reduce the short fatigue crack growth rate, thus improve the fatigue limit of the alloy. This shows that the model can also identify the texture combinations that maximize the resistance to short fatigue crack growth in an engineering alloy. With the optimized texture combination as obtained from the simulation, the grain boundaries engineering [184,185] could be implemented through thermomechanical processing of an engineering alloy, to achieve the desired textures for the maximum resistance against fatigue damage.

These results demonstrate that the 3-D model developed in this work is able to predict the life of short fatigue crack growth from an initial size to a size that is equivalent to a long
crack in different textures in planar slip alloys. Meanwhile, the model can also be used for texture design by identifying the combination of textures that optimizes the resistance to short fatigue crack growth in an alloy. However, other factors, such as size and geometry of grains, grain size-grain orientation correlation, tilt angle and Schmidt factor, effect of texture on crack initiation and monotonic tensile properties, may need to be incorporated into the model, in addition to the twist angle. This will allow the study of the growth behaviors of a specific short fatigue crack in more complicated grain structure, statistical prediction of the average lifetime in engineering alloys, and alloy design in terms of optimization of grain size and geometry, and texture in the alloys. Also the values of the coefficients in the model need to be refined with experimental measurements which would be the future work for this technique.

6.4 Conclusion
The 3-D microstructurally based quantitative model was used to simulate the short fatigue crack growth in engineering alloys with different textures. The results showed that the alloy consisting of more recrystallized grains has more resistance against the short fatigue crack growth. This is because that in such a grain structure, the crack is more probable to encounter a high-resistance GB at the very beginning of the crack growth, which prolong the lifetime for the short fatigue crack growth. The model shows potential application in short fatigue crack life prediction and engineering alloy design by identifying the optimum texture and grain structure that possess the maximum resistance to crack growth.
Table 6.1 Volume fraction of texture components

<table>
<thead>
<tr>
<th>TC</th>
<th>Cube</th>
<th>Goss</th>
<th>Brass</th>
<th>S</th>
<th>Copper</th>
<th>R-cube</th>
<th>Random</th>
<th>Representing for</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100%</td>
<td>random orientation</td>
</tr>
<tr>
<td>2</td>
<td>--</td>
<td>45%</td>
<td>45%</td>
<td>5%</td>
<td>5%</td>
<td>--</td>
<td>--</td>
<td>α- fiber</td>
</tr>
<tr>
<td>3</td>
<td>10%</td>
<td>10%</td>
<td>30%</td>
<td>25%</td>
<td>25%</td>
<td>--</td>
<td>--</td>
<td>β-fiber + weak recrystallization</td>
</tr>
<tr>
<td>4</td>
<td>30%</td>
<td>10%</td>
<td>30%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>--</td>
<td>β-fiber + recrystallization</td>
</tr>
<tr>
<td>5</td>
<td>40%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>20%</td>
<td>--</td>
<td>weak β-fiber + recrystallization</td>
</tr>
<tr>
<td>6</td>
<td>50%</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td>30%</td>
<td>--</td>
<td>recrystallization</td>
</tr>
</tbody>
</table>

- TC represents Texture Combination.

Table 6.2 Average α and standard deviation at GBs

<table>
<thead>
<tr>
<th>GB</th>
<th>Short life crack</th>
<th>Long life crack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average α (°)</td>
<td>STDV</td>
</tr>
<tr>
<td>1</td>
<td>5.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2</td>
<td>16.0</td>
<td>10.6</td>
</tr>
<tr>
<td>3</td>
<td>15.8</td>
<td>11.5</td>
</tr>
<tr>
<td>4</td>
<td>16.2</td>
<td>10.7</td>
</tr>
<tr>
<td>5</td>
<td>11.6</td>
<td>10.5</td>
</tr>
<tr>
<td>6</td>
<td>16.1</td>
<td>11.0</td>
</tr>
<tr>
<td>7</td>
<td>13.1</td>
<td>10.3</td>
</tr>
<tr>
<td>8</td>
<td>13.9</td>
<td>11.0</td>
</tr>
<tr>
<td>9</td>
<td>13.2</td>
<td>10.3</td>
</tr>
<tr>
<td>10</td>
<td>11.2</td>
<td>8.4</td>
</tr>
</tbody>
</table>
Figure 6.1 Sketch of grain structure used in the simulation.
Figure 6.2 Simulated surface crack half-length vs. number of cycles for six texture combinations.
Figure 6.3 Life distribution of short crack propagation in six texture combinations.
Figure 6.4 Statistics of $\alpha$ at each GB in texture combination 1.

Figure 6.5 Crack front evolution associated with (a) long life and (b) short life.
Figure 6.6 Statistics of $\alpha$ at first three pairs of GBs in six texture combinations.
A part of the ultimate goal of this research work was to develop a microstructure-based quantitative model for more reliable life prediction of engineering alloys. It is expected to cover the crack initiation regime and short fatigue crack regime. The latter has been experimentally investigated and numerically modeled in previous chapters. The present chapter initializes a preliminary study on fatigue crack initiation behavior at constituent particles in high strength Al alloys, from a 3-D perspective with the aid of dedicated FIB and EBSD techniques. The newly discovered 3-D mechanism of the fatigue crack initiation may provide a clearer understanding for improving existing models of fatigue crack initiation.

7.1 Introduction

Al-Cu alloys, due to their high specific strength, are widely used for load frame applications in aerospace industry [186]. In these applications, accurate life prediction of the Al-Cu alloy components becomes critical for both the safety and weight savings of aircrafts. Since the early stage of fatigue damage (including crack initiation and growth of short fatigue crack) takes 50~90% of the total fatigue life [1, 125], the behaviors of crack initiation and early growth need to be thoroughly and quantitatively understood in these alloys. In Al alloys, such as 2000 and 7000 series, the fatigue cracks are often initiated at Fe-containing constituent particles (β-phase, Al₇Cu₂Fe). Due to the brittleness of these particles, some of them could be fractured under cyclic loading, leading to initiation of micro-cracks which may subsequently turn into long cracks. The behavior of fatigue crack initiation at the β-phase particles has been studied for decades. Most of these studies, however, mainly focused on the effects of particle size, aspect ratio and density as measured on the sample surface on the crack initiation behaviors [73, 74, 129, 187, 188]. Little work has been done on the effects of 3-D geometry of the particles and
micro-texture on crack initiation in high strength Al alloys. It was traditionally believed that coarse particles are prone to initiate critical cracks because they could generate higher strain/stress concentration under loading [129]. With the aid of EBSD, the effects of the crystal orientation of the particle’s parent grain have recently been studied on fracture of the particles and subsequently on crack propagation from these fractured particles into the matrix using a finite element method in Al alloys AA7075-T651 [73, 74]. The recent establishment of the focus ion beam (FIB) technique makes it possible to reveal 3-D geometry of a particle of interest in alloys. With FIB, Weiland et al. [78] made an attempt to study how the crack initiation was influenced by the synergies of particle size, 3-D geometry and availability of slip system in the matrix adjacent to the particle. However, no concrete understanding was obtained in this work, due to the lack of systematical experiments and analysis in depth so far. In the present work, fatigue crack initiation and early growth at constituent particles were studied in an Al alloy AA2024-T3 using FIB and EBSD. It was revealed that the 3-D geometry of the particles and local texture were the key factors controlling fatigue crack initiation and early growth from these particles.

7.2 Experiments
The Al-Cu alloy AA2024-T351 used in this work was in the form of sheet, 7 mm thick. The chemical composition of the alloy is shown in Table 1.1. The average grain size was about $361 \times 97 \times 37 \, \mu \text{m}^3$. Samples (36x10x4.6 mm$^3$) for four point bend fatigue were cut with the plane under the tension loading being parallel to the L-T plane (L-the rolling direction and T-the transverse direction) and the loading axis being along the rolling direction. The sample surface under the maximum tensile stress in four-point bend was ground and mechanically polished before the fatigue tests which were conducted using a self-aligning four-point bend rig [145] under a constant maximum stress (342 MPa), equivalent to 90% the yield stress (380 MPa), at frequency of 20 Hz, stress ratio R=0.1 and room temperature in air. The fatigue strength of the alloy in the L direction was
between 266~285 MPa. After a sample failed, namely, the maximum sample deflection exceeded a critical value, the cracks initiated at particles on the surface were studied with an optical microscope and SEM. The length (dimension in L direction), width (dimension in T direction) and area of the cracked particles were also measured. The crystal orientations of the corresponding parent grains of 41 cracked particles were measured with an Oxford Instrument EBSD system. Subsequently, 20 of these particles were serial cross-sectioned in a dual beam SEM/FIB system, FEI Quanta 200 3D, to reveal the 3D geometry of the particles underneath the sample surface. The thickness of these particles, referred to as the distance between the sample surface and the deepest point along the particle contour beneath the surface, and their surface area were measured.

7.3 Results and Discussion

Multiple crack initiation was observed in each of the fatigued samples. As shown in Figure 7.1 (a-c), three types of fatigue cracks initiated at the β-phase particles were found in this alloy. Type-I cracks were those which could never extend into the matrix (Figure 7.1(a)). These cracks might be formed either during fatigue test or hot rolling. Type-II cracks were those that could just propagate into the matrix before fully arrested (Figure 7.1(b)). Type-III cracks could successfully grow into the matrix and became long cracks (Figure 7.1(c)). Only the particles which were associated with these type-III cracks could be detrimental to the material integrity. As shown in Figure 7.2(a), the surface areas of the particles initiating type-I, II and III cracks ranged from 40~382 µm², 61~202 µm² and 10~340 µm², respectively, indicating that there was no statistical correlation between particle area and crack initiation in this alloy. The critical cracks were not necessarily initiated from the large particles on the surface, and they could also be nucleated from those particles with smaller surface areas. This does not support the earlier studies [129, 188] which reported that only large Fe-containing constituent particles (as measured on the sample surface) could contribute to the nucleation of critical fatigue cracks in Al-Cu
alloys. There must be other factors that controlled fatigue crack initiation and early growth from particles on the surface in high strength Al alloys.

Recently, the stresses inside particles have been analyzed as a function of particle aspect ratio using FEA simulation [73, 74], indicating that higher internal stress can be generated inside the particles with a larger aspect ratio (length/thickness ratio, L/S) under cyclic loading. In other words, these particles are prone to fracture. However, as plotted in Figure 7.2(b), the type-III particles did not appear to possess larger aspect ratios, unlike those type-I particles which mostly had relatively larger aspect ratios (Figure 7.2(b)). This might mean that the particles with a large aspect ratio could hardly result in long cracks, though they were prone to fracture, and that the 3-D geometry of particles needs to be considered in order to understand the crack initiation and early growth behaviors at particles.

About 6-7 particles from each type were cross-sectioned using FIB in this work. Figs. 1(d-f) show the cross-sections of the typical type-I, -II and –III particles, respectively. The measured thickness of all these particles using the FIB technique were also plotted against the surface area and aspect ratio of the particles in Figure 7.2(a) and (b), respectively. It was found that the type-I particles studied were usually thin in the S direction, less than 3 µm thick, while the type-III particles were thicker, usually greater than 5 µm. The type-II particles were in the range of 3~5 µm in thickness. As shown in Figure 7.2(a), although the area of all cracked particles studied varied from 10 µm² to 382 µm², they could generally be grouped into three types in thickness, i.e., type-I: 0~3 µm, type-II: 3~5 µm and type-III: >5 µm, respectively. Similarly, the plot of aspect ratio vs. particle thickness in Figure 7.2(b) also revealed the same three groups of particles with only one exception of a type-I particle which fell into the 3-5 µm thick category instead of 0~3 µm one. These results implied that the particle thickness was an important factor controlling fatigue crack initiation and early growth at particles. Only the fractured
thicker particles could become detrimental to the fatigue properties of the alloy, since they were more likely to result in long cracks.

This might be understood by considering the driving force for crack growth from the fractured particles. The driving force increases with the crack size, i.e. the size of the fractured area in the particle. Due to the brittleness of the β-phase particles, the initial micro-crack from such a particle should just be in the shape of the cross-section of the particle, i.e., it is vertical to the load direction and through the whole cross section of the particle in the first few cycles [74]. The driving force for the micro-crack growth should be related to the thickness of the particle, rather than its surface length, just similar as the case of a through-notch where the stress intensity factor, \( K \), is associated with the notch depth (i.e., particle thickness). Therefore, the driving force, \( \Delta K \), of the micro-crack inside the particle could be estimated using the equation (Equation 7.1) for quantifying the driving force for a semi-circular surface crack in an infinite matrix [189],

\[
\Delta K = \frac{2\Delta \sigma}{\pi} \sqrt{\pi a} \left(1.211 - 0.186 \sqrt{\sin \theta}\right)
\]

where \( a \) is the particle thickness; \( \Delta \sigma \) the far-field applied stress amplitude, and \( \theta \) the angle between the sample surface and the radius from the crack center to an arbitrary point along the crack front (in this work, \( \theta \) was assigned to 90° to calculate \( \Delta K \) at the bottom of the crack). \( \Delta K \) of all the particles studied in this work was then calculated, and the average value for type-I was 0.30 MPa√m (standard deviation (stdv) =0.09 MPa√m), type-II 0.42 MPa√m (stdv=0.04 MPa√m) and type-III 0.58 MPa√m (stdv=0.12 MPa√m). Indeed, the driving force for the type-III cracks was twice that for the type-I cracks. This could explain why the fractured type-III particles were more likely to be developed into long cracks, because of the higher driving forces for the micro-cracks in the particles.
Combined with FIB, EBSD was also used to analyze the 3-D geometry of micro-crack deflection across the particle/matrix interface, in order to understand the reason why most of the cracks initiated at type-I and II particles were fully arrested either at the particle/matrix interface or soon after the crack propagated into the matrix in this alloy. Figure 7.3 is an example of a particle associated with a mixed type I and II crack in a single grain. The micro-crack tip 1 (on side A) propagated into matrix for only about 5 µm and became non-propagating; whereas the tip 2 (on side B) was arrested at the particle/matrix interface. The crystal orientation of the parent grain of the particle in Figure 7.3(a) was measured with EBSD (Figure 7.3 (c)) to have Euler angles of $\varphi_1=168.15^\circ$, $\Phi=44.84^\circ$ and $\varphi_2=2.28^\circ$. The trace of the crack plane of tip 1 matched that of slip plane $\langle 111 \rangle$ on the surface in the grain. From the cross-section of the particle by FIB (Figure 7.3 (d), the side face of the particle on side B was revealed to be straight and tilted by about $-60^\circ$. On side A, the side face was almost vertical to the sample surface (Figure 7.3(d)). Assuming that the micro-crack was perpendicular to the load axis (i.e., L direction) inside the particle, and that the crack deflection at the particle/matrix interface followed the minimum twist criterion which requires the crack to follow the slip plane that forms the minimum twist angle with the crack plane across a grain boundary or particle/matrix interface [95], the twist angle, $\alpha$, of the two crack planes across the grain boundary presents a major resistance to crack growth across the boundary [95, 106, 143]. The larger the twist, the higher the resistance will be to crack growth across the boundary. $\alpha$ on the both sides of the particle in Figure 7.3(a) was then calculated by $\alpha=\arccos([E] \times [N_1] \cdot [E] \times [N_2])$ [95], where $[E]$, $[N_1]$ and $[N_2]$ are the unit vectors of the normals of the particle/matrix interface plane, crack plane in the particle and the favorite slip plane for crack growth in the matrix [95, 143].

The effect of interface tilting on $\alpha$ was also quantified, as shown in Figure 7.3(e)). It can be seen in Figure 7.3(e) that all the slip planes present large twist angles $\alpha$.
\[ \alpha_{(111)} = 41.8^\circ, \alpha_{(1\overline{1}1)} = 26.4^\circ, \alpha_{(1\overline{1}1)} = 62.2^\circ \text{ and } \alpha_{(111)} = 40.4^\circ \]

When the interface is tilted by \(-60^\circ\), like the case on side B of the particle in Figure 7.3(d). When the interface is vertical to the sample surface, i.e., its tile \(=0^\circ\), just as side A of the particle, slip plane \((1\overline{1}1)\) and \((1\overline{1}1)\) offer very small twist angles \((\alpha_{(1\overline{1}1)} = 2.5^\circ, \alpha_{(1\overline{1}1)} = 1.1^\circ)\) while \((111)\) and \((\overline{1}11)\) provide large twist angles \((\alpha_{(111)} = 56.7^\circ, \alpha_{(\overline{1}11)} = 53.6^\circ)\). As suggested in the previous work [106, 143] that the resistance to crack growth is a Weibull function of \(\alpha\), large \(\alpha\) results in high resistance to crack growth across the particle/matrix interface. As a result, the arrest of the micro-crack at the particle/matrix interface on side B of the particle in Figure 7.3(d) could well be attributed to the large twist angles associated with all the slip planes, because the resistance due to the large twist might well exceed the driving force for crack growth across the interface. In the case of side A of the particle, since slip plane crack could propagate onto either plane \((1\overline{1}1)\) or \((1\overline{1}1)\) in the matrix, as they both could offer very small twist, i.e., low resistance, for crack growth at the interface. Since the Schmidt factor of plane \((1\overline{1}1)\) \((m=0.455)\) was slightly higher than that of \((1\overline{1}1)\) \((m=0.442)\), the crack actually propagated onto \((1\overline{1}1)\) in the matrix on side A, as revealed by matching the crack line to the trace of plane \((1\overline{1}1)\) on the sample surface. Therefore, the crack was able to propagate into the matrix on side A, because of the low resistance from slip plane \((1\overline{1}1)\). As the crack grew further down on side A, it encountered the bottom side of the particle. Since the bottom interface plane was either tilted in the range between \(-45^\circ\) and \(-60^\circ\), or between \(30^\circ\) and \(45^\circ\), the crack front had to be twisted by an angle between \(26^\circ\) and \(36^\circ\), in order to pass the interface at the bottom. This could present a high enough resistance to arrest the crack on side A, as shown in Figure 7.3(b). In other words, the crack became non-propagating on side A, due to the driving force being smaller than the resistance at the bottom interface of the particle. This crystallographic model for short fatigue crack growth, supported also by the
work from other researchers [107, 112], has recently been used to explain crack retardation at grain boundaries [106, 143]. More quantitative results about the behaviors of micro-crack growth across the particle/matrix interface in this alloy will be discussed in more details in a separate paper.

7.4 Summary

With the aid of EBSD and FIB, the thickness of the fractured Fe-containing particle was found to be a dominant factor, rather than particle area and aspect ratio measured on sample surface, that controlled the growth behaviors of the micro-crack initiated from the particle in Al-Cu alloys. The resistance due to crack plane twist at the particle/matrix interface, which was influenced by crystal orientation of parent grain and particle 3-D geometry, could significantly retard and even arrest crack growth at the interface.
Figure 7.1 Fatigue cracks initiated from particles: (a) a type-I crack, (b) a type-II crack, (c) a type-III crack. (d-f) cross-sections of the particles in (a), (b) and (c), respectively.
Figure 7.2 (a) The area of the fractured particles as measured on the surface and (b) the aspect ratios (L/S) of the particles are plotted against particle thickness.
Figure 7.3 A mixed type (types-I and II) crack initiated from a particle was imaged in a dual beam SEM/FIB using (a) SEM mode and (b) ion beam imaging mode in which the short crack is more evident in the matrix. (c) Inverse pole figure with respect to the rolling plane normal; (d) cross-section of the particle by FIB; and (e) calculated twist angles for \{111\} planes as a function of the tilt of particle/matrix interface.
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Chapter 8 Conclusions

8.1 Concluding remarks

The early stage of fatigue damage in precipitation hardened high strength Aluminum alloys, such as Al-Li alloy AA8090 and Al-Cu alloy AA2024, were studied in the present research work. It was mainly focused on the effects of microstructure and texture on short fatigue crack initiation and growth, since these effects are far from being well and quantitatively understood, but significant in both application and design of these materials. The crack growth deflection at GBs, the effect of GB titling on crack plane twist, and the resistance of GB against short crack growth were experimentally quantified, followed by the development of a microstructurally-based 3-D model in an attempt to predict and simulate the short crack growth through grains in planar slip engineering alloys. The simulation results about the crack growth rate on surface yielded a good agreement with the experimentally measured ones, validating the capability of the model. The model also showed potential applications in prediction of the crack length vs. loading cycles in textured alloys and alloy design. The behaviors of extension of micro-cracks from constituent particles into the surrounding matrix were also experimentally investigated with a 3-D perspective, offering a new understanding of the mechanism for crack initiation in high strength Al alloys. The main conclusions about the present research work are drawn as follows:

1. The fatigue cracks in an AA8090 alloy were initiated along (001) planes being closely vertical to the loading axis. The short cracks propagated crystallographically along a slip plane within each grain and deflected at the GBs that the cracks interacted with (i.e., the crack plane being twisted and tilted at each GB). This further confirmed Zhai’s criterion that a short fatigue crack propagated onto the slip plane that had the minimum twist at the GB, since the crack plane twist presented a resistance (GB-resistance) against the short crack growth, retarding crack growth at GBs. The GB-resistance was qualitatively found to increase with $\alpha$ in the fatigue experiments of AA8090 alloy.
2. The grain geometry, i.e. tilting of GBs, showed a strong influence on the value of \( \alpha \) at a GB and thus GB-resistance, because it affected \( \alpha \) at the GB, in addition to the orientations of the two adjacent grains.

3. As the crack grew deeper, the effect of GB 3-D effect started to take place when the crack front encountered the secondary GBs being buried shallowly beneath the sample surface, which could effectively alter the crack path on the sample surface. The crack growth in the 8090 alloy obeyed the minimum-\( \alpha \) criterion until about 20 grains long, beyond which the GB 3-D effect played more part in influencing the crack growth path.

4. The map of the minimum \( \alpha \) for a vertical micro-crack to cross the first GB was calculated as a function of the orientation of the neighboring grain, to evaluate qualitatively the resistance to crack growth into the neighboring grain. It was found that Brass, S, Copper and Goss textures provided low resistance, while cube and R-cube textures showed high resistance to the crack growth. Such an \( \alpha \)-map is of value for alloy design against fatigue damage by optimizing texture components in the alloys.

5. In the alloy AA2024-T351, the cracks were initiated from the artificially made micro-notches in the selected grains. The cracks were initiated only at notches in the “soft” orientated grains which had relatively high Schmid factors.

6. Retardation of short crack growth varied at different GBs due to the variation in resistance at the GBs.

7. An experimental method was developed to quantify the GB-resistance, by which the GB-resistance was found to increase with \( \alpha \), following a two-parameter Weibull function. By the method proposed in this study, the GB-resistance vs. \( \alpha \) was experimentally quantified for the first time.

8. Based the established relation of GB-resistance with \( \alpha \), a 3-D model incorporating GB-resistance and effective driving force along the crack front in 3-D was
developed and a Matlab code was subsequently built to quantify the fatigue crack front evolution and crack tip growth in engineering alloys. The model demonstrated its capabilities in predicting the evolution of irregular crack front and the scattering crack growth rate, and was validated by the good agreement between the so-simulated and experimental results about the crack growth rate on surface in an AA8090 Al-Li alloy.

9. The model was used to statistically predict the short crack growth in Al alloys with different textures. The prediction results showed that, for the typical cracks initiated vertical to loading axis as in most high strength Al alloys, the grain structures with more volume fraction of recrystallization type textures had higher resistance against the short crack growth than the ones with more deformation type textures. The model showed the potential for practical use in more reliable life prediction and alloy design in terms of texture optimization.

10. As part of fatigue crack initiation, the extension of micro-cracks in Fe-containing particles into the surrounding matrix was preliminarily investigated in 3-D. The thickness of particle was found to be a dominant factor that controlled the growth behaviors of the micro-crack initiated from the particles in Al-Cu alloys, rather than the particle cross-section area and aspect ratio measured on sample surface, as conventionally believed. The resistance due to crack plane twist at the particle/matrix interface, which was influenced by crystal orientation of parent grain and particle 3-D geometry, could significantly retard and even arrest crack growth at the interface.

8.2 Suggestions for Future Work

With the recent development of characterization and modeling techniques, the early stage of fatigue crack growth has recently drawn increasing interests from materials scientist and engineers globally. Although highly intensive research has been performed, it is still a great challenge to fully and quantitatively understand the physical mechanisms for the
early stage fatigue behaviors, in order to perform reliable life prediction and development of new generation engineering alloys. Further research work still needs to be done to further reveal quantitative relationships between microstructure and fatigue damage, develop microstructure-based models and apply the models in life assessment and guidance for alloy development.

In particular, it would be desirable to (1) future verify the proposed method of GB-resistance quantification in other planar slip materials, (2) extend the method to determine GB resistance in non-planar slip materials, with necessary modifications on crack propagation mechanism and modeling, (3) further improve the 3-D short crack growth as proposed in the present work, for example, by incorporating it with commercial crystal plasticity FEM software, (4) further expand the model to fulfill a full-scale life prediction, by covering statistical prediction of micro-crack incubation rate at constituent particles in texture grain structure, probability of micro-crack extension into matrix, short crack growth in grains structure with different grain geometry and orientation, and transition to long fatigue crack region.
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