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Chapter 1  Introduction

Perturbation theory for a mathematical problem is the study of the effect small disturbances in the data have on the solution to the problem. The importance of perturbation theory is two-fold; perturbation theory allows us to investigate computational errors and approximate solutions to complicated systems as well as to study the stability of the solution.

Computations produced by numerical algorithms are plagued by two sources of error. One source of error is the data imputed into the algorithm. This error can be caused by prior calculations or from measurement errors. The second source of error is roundoff errors made within the algorithm itself. The standard method for analyzing roundoff errors is to use backward error analysis. In backward error analysis, we show that the computed solution produced by an algorithm is the exact solution to the problem with slightly perturbed inputs. In order to estimate the solution error, we must study how the solution of a problem is changed if we slightly alter, or perturb, the input data.

This thesis studies perturbation theory for linear algebra problems. The classical perturbation theory is extensively studied and surveyed in [41]. Consider the matrix eigenvalue problem, for example. Let $A$ be a diagonalizable matrix and suppose $\tilde{A} = A + E$ is a perturbation of $A$. The classical perturbation result bounds the distance between an eigenvalue $\tilde{\lambda}$ of $\tilde{A}$ and the closest eigenvalue $\lambda$ of $A$ as a multiple of the absolute perturbation $E$. That is,

$$|\tilde{\lambda} - \lambda| \leq \kappa(X)\|E\|_2$$  \hspace{1cm} (1.1)

where $A = X\Lambda X^{-1}$ with $\Lambda$ a diagonal matrix and $\kappa(X) = \|X\|_2\|X^{-1}\|_2$. We denote by $\|X\|_2$ the spectral norm of $X$, which is the largest singular value of $X$. 
The bound in (1.1) indicates absolute error but usually it is the relative error that is of interest. From (1.1), we have

\[
\frac{\bar{\lambda} - \lambda}{|\lambda|} \leq \kappa(X) \frac{\|E\|_2}{|\lambda|} = \kappa(X) \frac{\|A\|_2}{|\lambda|} \frac{\|E\|_2}{\|A\|_2}
\]

(1.2)

The relative perturbation bound 1.2 that follows from (1.1) depends on the eigenvalue itself. This means that each eigenvalue has a different relative bound and those bounds for eigenvalues larger in magnitude are smaller than those that are smaller in magnitude. In the following example, we illustrate that this bound is as sharp as possible.

**Example 1.1.** Let

\[
A = \begin{pmatrix}
\lambda_1 \\
\vdots \\
\lambda_n
\end{pmatrix}
\]

and consider the perturbed matrix

\[
A + E = \begin{pmatrix}
\lambda_1 + \epsilon \\
\vdots \\
\lambda_n + \epsilon
\end{pmatrix}
\]

where \(\epsilon > 0\) is a small perturbation. The absolute perturbation bound (1.1) gives that error in an eigenvalue \(\tilde{\lambda}\) of \(A + E\) is bounded by

\[
\min_i |\lambda_i - \tilde{\lambda}| \leq \|E\|_2 = \epsilon.
\]

Suppose \(\bar{\lambda}\) is close to \(\lambda_{\text{min}}\), the eigenvalue of \(A\) of smallest magnitude. Then the relative error bound is

\[
\frac{|\bar{\lambda} - \lambda_{\text{min}}|}{|\lambda_{\text{min}}|} \leq \frac{\epsilon}{|\lambda_{\text{min}}|}.
\]

By definition of \(A + E\), the relative error is \(\epsilon/|\lambda_{\text{min}}|\) and thus the bound presented in (1.2) is sharp.
In general, the bound (1.2) reflects the actual perturbation. However, in some cases, the eigenvalues are observed to exhibit much more relative accuracy than the classical theory would indicate. This becomes an issue when small eigenvalues are of interest because these error bounds indicate little relative accuracy. Consider the following example from [26].

**Example 1.2.** Consider storing the matrix

\[
A = \begin{pmatrix}
\lambda_1 \\
\vdots \\
\lambda_n
\end{pmatrix}
\]

in floating point arithmetic. This produces the perturbed matrix

\[
A + E = \begin{pmatrix}
\lambda_1(1 + \epsilon_1) \\
\vdots \\
\lambda_n(1 + \epsilon_n)
\end{pmatrix}
\]

where \(|\epsilon_i| \leq \epsilon\) and \(\epsilon > 0\) reflects the machine accuracy. According to the absolute perturbation bound (1.1), the error in an eigenvalue \(\tilde{\lambda}\) of \(A + E\) is bounded by

\[
\min_i |\lambda_i - \tilde{\lambda}| \leq \|E\|_2 = \max_k |\lambda_k\epsilon_k| \leq \epsilon \max_k |\lambda_k|.
\]

For large eigenvalues, this bound is realistic. If \(\tilde{\lambda}\) is near the eigenvalue of largest magnitude of \(A\), \(\lambda_{\text{max}}\), then the relative error is

\[
\frac{|\lambda_{\text{max}} - \tilde{\lambda}|}{|\lambda_{\text{max}}|} \leq \epsilon.
\]

However, if \(\tilde{\lambda}\) is near the eigenvalue of smallest magnitude, \(\lambda_{\text{min}}\), then the relative error is

\[
\frac{|\lambda_{\text{min}} - \tilde{\lambda}|}{|\lambda_{\text{min}}|} \leq \epsilon \frac{|\lambda_{\text{max}}|}{|\lambda_{\text{min}}|}.
\]

When the eigenvalues vary greatly in magnitude, this bound is much larger than \(\epsilon\). By the definition of \(A + E\), the relative errors of all eigenvalues do not exceed \(\epsilon\) and thus this bound is not tight.
One way to derive sharp relative perturbation bounds is to express the perturbation multiplicatively. That is, instead of representing the perturbation in $A$ as $A + E$, we represent it as $D_1 A D_2$ where $D_1$ and $D_2$ are nonsingular matrices close to the identity matrix. The following is one such result.

**Theorem 1.3 ([26]).** Let $A$ be a diagonalizable matrix with eigenvalues $\{\lambda_i\}_{i=1}^n$ and let $\tilde{A} = D_1 A D_2$ where $D_1$ and $D_2$ are nonsingular. Let $\tilde{\lambda}$ be an eigenvalue of $\tilde{A}$, then

$$\min_i |\lambda_i - \tilde{\lambda}| \leq |\tilde{\lambda}|\kappa(X)\|I - D_1^{-1}D_2^{-1}\|_2$$

In this theorem, by interpreting the perturbation as a multiplicative one, we can exploit certain matrix structures and perturbation structures to provide perturbation bounds for eigenvalues, even the smallest, with high relative accuracy. This is known as multiplicative perturbation theory, which has been extensively studied in [5, 10, 11, 12, 17, 18, 19, 29]. See [26] for an overview.

Although multiplicative perturbation theory provides nice relative perturbation bounds, a practical perturbation problem is generally concerned with an additive perturbation. On the other hand, if a matrix has certain structure, then one may express an additive perturbation as a multiplicative perturbation so as to derive relative perturbation bounds. One example where additive perturbations can easily be represented as multiplicative perturbations is the following.

**Example 1.4.** Consider the symmetric tridiagonal matrix

\[
A = \begin{pmatrix}
0 & \alpha_1 \\
\alpha_1 & 0 & \alpha_2 \\
& \alpha_2 & 0 & \alpha_3 \\
&& \alpha_3 & 0 & \alpha_4 \\
&&& \alpha_4 & 0 & \alpha_5 \\
&&&& \alpha_5 & 0
\end{pmatrix}
\]
and the component-wise relative perturbation

\[
\tilde{A} = \begin{pmatrix}
0 & \tilde{\alpha}_1 \\
\tilde{\alpha}_1 & 0 & \tilde{\alpha}_2 \\
\tilde{\alpha}_2 & 0 & \tilde{\alpha}_3 \\
\tilde{\alpha}_3 & 0 & \tilde{\alpha}_4 \\
\tilde{\alpha}_4 & 0 & \tilde{\alpha}_5 \\
\tilde{\alpha}_5 & 0 & 0
\end{pmatrix}
\]

where \(\tilde{\alpha}_i = \alpha_i + e_i\), and \(|e_i/\alpha_i| = |e_i| \leq \epsilon\). That is, \(\tilde{\alpha}_i = \alpha_i(1 + \epsilon_i)\). Let \(\beta_i = 1 + \epsilon_i\).

Then, the perturbed matrix \(\tilde{A}\) can be represented as a multiplicative perturbation \(\tilde{A} = DAD\), where

\[
D = \begin{pmatrix}
\beta_1 & & & \\
& 1 & & \\
& & \beta_2 & \\
& & & \beta_3
\end{pmatrix}
\]

Using the multiplicative relative perturbation in Theorem 1.3 we obtain

\[
\min \frac{|\lambda_i - \tilde{\lambda}|}{|\lambda|} \leq 1 - \left(\frac{1 - \epsilon}{1 + \epsilon}\right)^4 = 8\epsilon + O(\epsilon^2).
\]

On the other hand, if treating \(\tilde{A}\) as an additive perturbation, we have

\[
\min \frac{|\lambda_i - \tilde{\lambda}|}{|\lambda_i|} \leq \frac{2\epsilon}{|\lambda_i|}.
\]

Perturbations that can be easily written multiplicatively do not commonly arise in practice. In general, we are interested in additive perturbations. Thus, it is important to study perturbation theory in terms of the perturbed elements by exploiting specific structures.

In this thesis, we will consider an important class of matrices, i.e. diagonally dominant matrices, for which strong relative perturbation bounds can be derived.
A matrix is called (row) diagonally dominant if for each row, the diagonal entry is larger than the sum of the absolute value of the off-diagonal entries. Diagonally dominant matrices arise in many applications and have been extensively studied, see [2, 1, 3, 13, 14, 15, 40, 43, 44]. For instance, they appear frequently in numerical solutions for both ordinary and partial differential equations. Diagonally dominant matrices exhibit very nice theoretical properties, as explained in [24, 25]. They are a class of matrices for which iterative solution methods can be successfully applied.

The structure of diagonally dominant matrices has been exploited to provide strong relative perturbation bounds. In [44], a perturbation bound is presented for the eigenvalues of a symmetric positive semi-definite diagonally dominant matrix that improves upon previous research in that the bound is independent of any condition number. In [43], an algorithm is presented for computing the singular values of diagonally dominant matrices with relative errors on the order of machine precision. For symmetric positive semi-definite diagonally dominant matrices, i.e. diagonally dominant matrices with positive diagonal entries, this algorithm also computes the eigenvalues to the order of machine precision. In [13], a structured perturbation theory for the LDU factorization of diagonally dominant matrices is presented. \(A = LDU\) is an LDU factorization if \(L\) is a unit lower triangular matrix, \(D\) is a diagonal matrix, and \(U\) is a unit upper triangular matrix. The relative errors for the diagonal matrix \(D\) are bounded componentwise and the relative errors for the factors \(L\) and \(U\) are norm-wise. In [16], sharp relative perturbation bounds for solutions to linear systems are derived using a structured perturbation in a rank revealing factorization such as the LDU factorization.

In this work we systematically derive relative perturbation bounds for a variety of linear algebra problems for diagonally dominant matrices. We first generalize the perturbation bounds presented by Dopico and Koev [13] for the LDU factorization of diagonally dominant matrices. The bounds presented in [13] require complete di-
agonal pivoting which does not ensure a well-conditioned factor $L$. We prove that by using the so called column diagonal dominance pivoting, we can produce relative perturbation bounds for the LDU factorization that ensures $L$ is column diagonally dominant and hence well-conditioned. Specifically, for a row diagonally dominant matrix $A$ that is not entirely zero, there is at least one $k$ such that $a_{kk} \neq 0$ and column $k$ is column diagonally dominant. The column diagonal dominance pivoting strategy is to permute row 1 with row $k$ and column 1 with column $k$, after which the first column of the matrix is diagonally dominant. If there are many columns that are column diagonally dominant, we choose the one with maximal $a_{kk}$. Applying Gaussian elimination, the first column of $L$ that is produced is column diagonally dominant. Repeating this strategy, at the end of Gaussian elimination we obtain a row diagonally dominant $U$ as usual, but now $L$ is column diagonally dominant. Using [39], we have that the condition numbers of $L$ and $U$ are bounded as $\kappa_\infty(L) \leq n^2$ and $\kappa_\infty(U) \leq 2n$. Having a well-conditioned $L$ is critical in many applications of the LDU factorization. We then, for diagonally dominant matrices, obtain relative perturbation bounds for several other linear algebra problems including inverses, solutions to linear systems, eigenvalues, and singular values. These new results are being prepared for publication [7, 8].

This thesis is organized as follows: In Chapter 2, we focus on the LDU factorization. We discuss the classical results in literature and present the current relative perturbation results of Dopico and Koev [13]. We then present the main result of this thesis that provides a stronger form of the LDU perturbation bounds from [13]. The proof of the new bound involves some significantly new techniques. In Chapter 3 we discuss perturbation theory for the matrix inverse and solution to linear systems. After presenting the classical results, we present relative perturbation results for diagonally dominant matrices. The symmetric eigenvalue problem is the focus of Chapter 4. We present classical additive and relative perturbation bounds for sym-
metric matrices, see [26]. We also include in this chapter results for the singular value problem. In Chapter 5, we consider the nonsymmetric eigenvalue problem.

1.1 Preliminaries and Notation

Rank-revealing decompositions have been a key component to finding high accuracy singular value decompositions (SVDs). In [10], Demmel et al. produce an algorithm to compute high accuracy SVDs by first computing any rank revealing decomposition, i.e. \( A = XDY^T \), then the SVD of \( XDY^T \) is computed using an algorithm of Jacobi type. In general, we say a decomposition \( A = XDY^T \) is a rank revealing decomposition if \( X \) and \( Y \) are well conditioned and \( D \) is diagonal and nonsingular. The criteria “well conditioned” is dependent on the problem at hand and the desired error tolerance. The SVD itself and the decomposition that results from Gaussian Elimination with complete pivoting are examples of rank-revealing decompositions.

Let \( A = XDY^T \) and \( \tilde{A} = \tilde{X}\tilde{D}\tilde{Y}^T \) with \( D = \text{diag}(d_i) \) and \( \tilde{D} = \text{diag}(\tilde{d}_i) \). In [10], it is shown that if \( \tilde{A} \) is a perturbation of \( A \) satisfying

\[
|\tilde{d}_i - d_i| \leq \epsilon |d_i|
\]

\[
\|\tilde{X} - X\|_2 \leq \epsilon \|X\|_2, \quad \|\tilde{Y} - Y\|_2 \leq \epsilon \|Y\|_2
\]

where \( 0 \leq \epsilon < 1 \), then, the singular values of \( A \) and \( \tilde{A} \) satisfy

\[
\frac{|\tilde{\sigma}_i - \sigma_i|}{\sigma_i} \leq 2\eta + \eta^2
\]

where \( \eta = \epsilon(2+\epsilon) \max\{\kappa(X),\kappa(Y)\} \), with \( \kappa(Z) = \|Z\|_2\|Z^{-1}\|_2 \) the condition number of \( Z \) defined in terms of the Moore-Penrose pseudoinverse.

Note that the error in the singular values is dependent on the condition number of the factors \( X \) and \( Y \), which are assumed to be well-conditioned, and not the condition number of the matrix \( A \), which could be large. Rank revealing decompositions are also utilized in [14] and [15] to bound perturbation errors in eigenvalues of symmetric
matrices with high relative accuracy. In [16], accurate rank revealing decompositions are used to compute accurate solutions to structured linear systems.

Recent research has focused on special matrices for which eigenvalues and singular values can be computed with high relative accuracy. Among these matrices are diagonally dominant matrices, which we discuss now.

**Definition 1.5.** A matrix \( A = [a_{ij}] \) is said to be (row) diagonally dominant if \( |a_{ii}| \geq \sum_{j \neq i} |a_{ij}| \) for all \( i \) and is said to be column diagonally dominant if \( |a_{ii}| \geq \sum_{j \neq i} |a_{ji}| \) for all \( i \).

An idea that has played a key role in computing eigenvalues of diagonally dominant matrices is to reparameterize the matrix in terms of its diagonally dominant parts and off diagonal entries. This reparameterization is introduced in [2, 43] and stated below.

**Definition 1.6.** Given an \( n \times n \) matrix \( M = [m_{ij}] \) and an \( n \)-vector \( v = [v_i] \), we use \( D(M, v) \) to denote the matrix \( A = [a_{ij}] \) whose off-diagonal entries are the same as \( M \) and whose \( i \)th diagonal entry is \( a_{ii} = v_i + \sum_{j \neq i} |m_{ij}| \). Namely, we write

\[
A = D(M, v)
\]

and call it the representation of \( A \) by diagonally dominant parts \( v \) if

\[
a_{ij} = m_{ij} \text{ for } i \neq j; \text{ and } a_{ii} = v_i + \sum_{j \neq i} |m_{ij}|
\]

Given a matrix \( A = [a_{ij}] \), we denote by \( A_D \) the matrix whose off-diagonal entries are the same as \( A \) and whose diagonal entries are zero. Then, letting \( v_i = a_{ii} - \sum_{j \neq i} |a_{ij}| \) and \( v = (v_1, v_2, \ldots, v_n)^T \), we have

\[
A = D(A_D, v)
\]
as the representation of \( A \) by diagonally dominant parts.
Theorem 1.7 ([13]). If \( A \in \mathbb{R}^{n \times n} \) is diagonally dominant, then

1. Every principal submatrix of \( A \) is diagonally dominant;

2. \( PAP^T \) is diagonally dominant for every permutation matrix \( P \in \mathbb{R}^{n \times n}; \)

3. If \( a_{11} \neq 0 \) then the Schur complement of \( a_{11} \) in \( A \) is diagonally dominant;

4. If \( \det A \neq 0 \) then \( \det A \) has the same sign as the product \( a_{11}a_{22} \cdots a_{nn}; \) and

5. \( |\det A(i', j')| \geq |\det A(i', j')|, \) for all \( i = 1, \ldots, n \) and for all \( j \neq i \) where \( A(i', j') \) denotes the submatrix of \( A \) formed by deleting row \( i \) and column \( j \) of \( A \).

Diagonally dominant matrices have several nice properties that can be utilized, see [13, Theorem 1]. For instance, strictly diagonally dominant matrices (that is, diagonally dominant matrices as defined in Definition 1.5 with strict inequalities) are nonsingular and Gaussian elimination can be performed without interchanging rows. This implies that a strictly diagonally dominant matrix \( A \) has an \( LDU \) factorization. That is, that we can write \( A \) as \( A = LDU \) where \( L \), \( D \), and \( U \) are a lower triangular matrix, diagonal matrix, and upper triangular matrix, respectively.

Notation: In this thesis we consider only real matrices and we denote by \( \mathbb{R}^{m \times n} \) the set of \( m \times n \) real matrices. The entries of matrix \( A \) are \( a_{ij} \). We use MATLAB notation for submatrices. We use \( i : j \) to denote the index subset from \( i \) to \( j \). That is, \( A(i : j, k : l) \) denotes the submatrix of \( A \) formed by rows \( i \) through \( j \) and columns \( k \) through \( l \). We use \( A(i', j') \) to denote the submatrix of \( A \) formed by deleting row \( i \) and column \( j \) from \( A \). Let \( \alpha = [i_1, i_2, \ldots, i_q] \) where \( 1 \leq i_1 < i_2 < \cdots < i_q \leq n \). Then \( A(\alpha, \alpha) \) denotes the submatrix of \( A \) that consists of rows \( i_1, i_2, \ldots, i_q \) and columns \( i_1, i_2, \ldots, i_q \). We denote by \( \| \cdot \| \) a general matrix operator norm. We will use five special matrix norms: the max norm \( \|A\|_{\text{max}} = \max_{ij} |a_{ij}| \), the maximum absolute column sum \( \|A\|_1 = \max_j \sum_i |a_{ij}| \), the maximum absolute row sum \( \|A\|_\infty = \max_i \sum_j |a_{ij}| \), the spectral norm \( \|A\|_2 \), which is the largest singular value of \( A \), and the Frobenius
norm $\|A\|_F = (\sum_{i,j} |a_{ij}|^2)^{1/2}$. The transpose of $A$ is denoted by $A^T$. We denote by $A^*$ the conjugate transpose of $A$. The sign of $x \in \mathbb{R}$ is $\text{sign}(x)$, where $\text{sign}(0)$ is defined to be $1$. 
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Chapter 2  LDU factorizations

In this chapter we focus on one of the most important matrix factorizations in numerical analysis. The \( LU \) factorizations decomposes a matrix into the product of a unit lower triangular matrix \( L \) and an upper triangular matrix \( U \). The \( LU \) factorization is primarily used to solve systems of linear equations, inverting a matrix, and computing the determinant.

In regards to solving systems of linear systems, the focus is usually on backward error analysis. Consider computing the LU factorization of \( A \) without pivoting. The computed factors \( \tilde{L} \) and \( \tilde{U} \) are the exact \( L \) and \( U \) factors of some matrix \( A + E \). Backward error analysis provides a bound for the perturbation \( E \).

**Theorem 2.1** ([9]). Let \( A \) be a matrix and suppose \( \tilde{L} \) and \( \tilde{U} \) are the computed factors in the \( LU \) decomposition. Then, \( \tilde{L}\tilde{U} = A + E \) with

\[
|E| \leq (n\epsilon + \mathcal{O}(\epsilon^2))|\tilde{L}||\tilde{U}|
\]

where \( \epsilon > 0 \) is machine precision.

The \( LU \) factorization is used to solve the linear system \( Ax = b \), or rather \( LUx = b \), by first solving \( Ly = b \) for \( y \) and then \( Ux = y \) for \( x \). Each of these can be easily solved by substitution. From Theorem 2.1 we obtain the following result for the backward error analysis on the solution to \( Ax = b \).

**Corollary 2.2** ([9]). Let \( \tilde{x} \) be the computed solution of \( Ax = b \) by using the computed factors \( \tilde{L} \) and \( \tilde{U} \). Then, \( \tilde{x} \) is the exact solution to \((A + E)\tilde{x} = b\) with

\[
\|E\|_\infty \leq 3g_{pp}n^3\epsilon\|A\|_\infty
\]

where \( g_{pp} = \frac{\|\tilde{U}\|_{\max}}{\|A\|_{\max}} \).
From backward error analysis, we can derive forward error bounds using perturbation analysis. For example, to derive forward error bounds for the $LU$ factorization, we develop a perturbation theory for the $L$ and $U$ factors of a perturbed matrix $A$. Barrlund [4] presented a normwise bound and Sun [21] presented a componentwise bound for the factors of the $LU$ decomposition of a general matrix. Dopico and Bueno [6] improve these results for the special case of tridiagonal matrices without pivoting. In Section 2.1, we will examine the strong relative perturbation bounds of Dopico and Koev [13] for the $LDU$ factorization of diagonally dominant matrices with nonnegative diagonals under a structured perturbation. We will improve upon these results by generalizing the structured perturbation in Section 2.2.

**Definition 2.3.** A matrix $A \in \mathbb{R}^{n \times n}$ with rank $r$ is said to have $LDU$ factorization if there exists a unit lower triangular matrix $L_{11} \in \mathbb{R}^{r \times r}$, a unit upper triangular matrix $U_{11} \in \mathbb{R}^{r \times r}$, and a nonsingular diagonal matrix $D_{11} \in \mathbb{R}^{r \times r}$ such that $A = LDU$ where

\[
L = \begin{bmatrix} L_{11} & 0 \\ L_{21} & I_{n-r} \end{bmatrix}, \quad D = \begin{bmatrix} D_{11} & 0 \\ 0 & 0_{n-r} \end{bmatrix}, \quad U = \begin{bmatrix} U_{11} & U_{12} \\ 0 & I_{n-r} \end{bmatrix}
\]

Note that the $LDU$ factorization is another form of the LU factorization. Namely, from $A = LDU$ above, $A = LU_1$ with $U_1 = DU$ is the standard $LU$ factorization. On the other hand, from $A = LU$, $A = LDU_1$ with $U_1 = D^{-1}U$ is the $LDU$ factorization as defined above assuming $A$ is invertible. For a general diagonally dominant matrix, applying any pivoting scheme with simultaneous row and column permutations leads to a matrix that has $LDU$ factorization.

**Theorem 2.4 ([20]).** If $A$ has $LDU$ factorization, then the factorization is unique.
and the nontrivial entries of $L$, $D$, and $U$ are given by

\[ l_{ij} = \frac{\det A([1 : j - 1, i], 1 : j)}{\det A(1 : j, 1 : j)}, \quad i > j \text{ and } j = 1, \ldots, r, \quad (2.1) \]

\[ d_i = \frac{\det A(1 : i, 1 : i)}{\det A(1 : i - 1, 1 : i - 1)}, \quad i = 1, \ldots, r, \quad (\det A(1 : 0, 1 : 0) := 1) \quad (2.2) \]

\[ u_{ij} = \frac{\det A(1 : i, [1 : i - 1, j])}{\det A(1 : i, 1 : i)}, \quad i < j \text{ and } i = 1, \ldots, r. \quad (2.3) \]

where $[1 : j - 1, i]$ denotes the index subset containing indices 1 to $j - i$ and $i$.

### 2.1 Classical perturbation bounds

The normwise and element-wise bounds of Barrlund [4] and Sun [21] are combined in [23] and presented below.

**Theorem 2.5.** Let the nonsingular matrices $A \in \mathbf{R}^{n \times n}$ and $A + \Delta A$ have $LU$ factorizations $A = LU$ and $A + \Delta A = (L + \Delta L)(U + \Delta U)$, and assume that $\|G\|_2 < 1$ where $G = L^{-1}\Delta AU^{-1}$. Then

\[
\max \left\{ \frac{\|\Delta L\|_F}{\|L\|_2}, \frac{\|\Delta U\|_F}{\|U\|_2} \right\} \leq \frac{\|G\|_F}{1 - \|G\|_2} \leq \frac{\|L^{-1}\|_2\|U^{-1}\|_2\|A\|_2}{1 - \|L^{-1}\|_2\|U^{-1}\|_2\|\Delta A\|_2} \|\Delta A\|_F (2.4) \]

Moreover, if $\rho(|\tilde{G}|) < 1$, where $\tilde{G} = (L + \Delta L)^{-1}\Delta A(U + \Delta U)^{-1}$, then

\[
|\Delta L| \leq |L + \Delta L|\text{stril}\left((I - |\tilde{G}|)^{-1}|\tilde{G}|\right), \\
|\Delta U| \leq \text{triu}\left(|\tilde{G}|(I - |\tilde{G}|)^{-1}\right)|U + \Delta U|,
\]

where \text{stril}(\cdot) and \text{triu}(\cdot) denote, respectively, the strictly lower triangular part and the upper triangular part of their matrix arguments.

The term $\chi(A) := \|L^{-1}\|_2\|U^{-1}\|_2\|A\|_2$ in the normwise bounds in Theorem 2.5 serves as an upper bound for the condition number for the $LU$ factorization of $A$. Note that $\chi(A)$ is larger than the traditional condition number $\kappa(A)$. A stronger bound would use $\kappa(A)$ instead of $\chi(A)$. Another disadvantage to the bounds on $\Delta L$ and $\Delta U$ in Theorem 2.5 is that they include the factors $L$ and $U$ themselves. Simpler
bounds can be achieved by focusing on specific structures. In the next chapter we are able to significantly improve this result for diagonally dominant matrices in two ways. First, it is independent of any condition number. Second, it is an entrywise relative bound for $D$ (or the diagonal of $U$) and is independent of $A$ and the factors $L$ and $U$. In fact, it is only dependent upon the size of the matrix and the perturbation.

### 2.2 Relative perturbation bounds for diagonally dominant matrices

In this section, we will focus on the perturbation results for the LDU factorization of diagonally dominant matrices with nonnegative diagonals provided by Dopico and Koev in [13]. Their result is based on a diagonal pivoting scheme.

In general, consider applying the Gaussian elimination to $A$ with a pivoting strategy. Assuming that $k$ steps of elimination have been performed, we let $A^{(k+1)} = [a_{ij}^{(k+1)}]$ denote the matrix after the $k$-th Gaussian elimination, and we write $A^{(1)} = A$.

It is well known that $A^{(k)}$ is diagonally dominant if $A$ is diagonally dominant. We represent it as $A^{(k)} = D(A^{(k)}_{D}, v^{(k)}_{D})$ where $v^{(k)} = [v_{1}^{(k)}, v_{2}^{(k)}, \ldots, v_{n}^{(k)}]^T$ with

$$v_{i}^{(k)} = a_{ii}^{(k)} - \sum_{j=k, j \neq i}^{n} |a_{ij}^{(k)}|$$

for $i \geq k$ and $v_{i}^{(k)} = v_{i}^{(k-1)}$ for $i < k$. Let $r$ be the rank of $A$. Then, we can perform $r$ steps of Gaussian elimination to produce the matrix $A^{(r+1)}$. Determinantal formulas for the entries of $A^{(k)}$ will be of interest. From [20], we have

$$a_{ij}^{(k+1)} = \frac{\det A([1 : k, \hat{i}], [1 : k, \hat{j}])}{\det A(1 : k, 1 : k)}$$

for $k + 1 \leq i, j \leq n$ and $1 \leq k \leq \min\{r, n-1\}$.

**Definition 2.6.** A diagonally dominant matrix $A \in \mathbb{R}^{n \times n}$ with rank $r$ is said to be arranged for complete-diagonal pivoting if

$$|a_{kk}^{(k)}| = \max_{1 \leq i \leq n} |a_{ii}^{(k)}|, \ k = 1, \ldots, \min\{r, n-1\}.$$
In general, there exists a permutation $P$ so that $PAP^T$ is arranged for complete-diagonal pivoting.

**Theorem 2.7.** Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$. Suppose $A$ has $LDU$ factorization $A = LDU$ as in Definition 2.3. Let $\tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ be such that

$$|\tilde{v} - v| \leq \epsilon v \text{ and } |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \text{ for some } 0 \leq \epsilon < 1. \quad (2.7)$$

Then,

1. $\tilde{A}$ is row diagonally dominant with nonnegative diagonal entries and has $LDU$ factorization $\tilde{A} = \tilde{L}\tilde{D}\tilde{U}$ where $\tilde{L} = [\tilde{l}_{ij}]$, $\tilde{D} = [\tilde{d}_{ij}]$, and $\tilde{U} = [\tilde{u}_{ij}]$;
2. For $i = 1, \ldots, n$,

$$|\tilde{d}_{ii} - d_{ii}| \leq \frac{2n\epsilon}{1 - 2n\epsilon} |d_{ii}|,$$

3. for $i < j$,

$$|\tilde{u}_{ij} - u_{ij}| \leq 3n\epsilon,$$

and

$$\frac{\|\tilde{U} - U\|_\infty}{\|U\|_\infty} \leq 3n^2 \epsilon$$

4. and, if $A$ is arranged for complete diagonal pivoting, for $i > j$

$$|\tilde{l}_{ij} - l_{ij}| \leq \frac{3n\epsilon}{1 - 2n\epsilon}$$

and

$$\frac{\|\tilde{L} - L\|_\infty}{\|L\|_\infty} \leq \frac{3n^2 \epsilon}{1 - 2n\epsilon}$$

Theorem 2.7 states that small perturbations in the diagonally dominant parts and the off diagonal entries, lead to small relative perturbations in the entries of $D$, small absolute perturbations in the entries of $U$, and if we assume the matrix is arranged for complete diagonal pivoting, small absolute perturbations in the entries of $L$ which also imply small normwise relative perturbation bounds in $L$ and $U$. At each stage of
Gaussian elimination with complete diagonal pivoting, the same row and column are exchanged to place in the pivot position the diagonal entry with the largest absolute value of the corresponding Schur complement.

In the LDU factorization with complete diagonal pivoting, the factor $U$ is row diagonally dominant, and hence well conditioned. However, the factor $L$ does not inherit, in general, any particular property. The following example from [13] illustrates the necessity of a pivoting scheme to guarantee good behavior in the $L$ factor under structured perturbation of type (2.7).

**Example 2.8.** Consider the LDU factorization of the following diagonally dominant matrix $A = LDU$ without pivoting

\[
A = \begin{bmatrix}
1000 & 100 & 500 \\
0 & 0.1 & 0.05 \\
100 & 10 & 120
\end{bmatrix} = \begin{bmatrix} 1 & 0.1 & 0.5 \\
0 & 1 & 0.1 \\
0.1 & 0.1 & 1
\end{bmatrix} \begin{bmatrix}
1000 \\
0.1 \\
70
\end{bmatrix}.
\]

Observe that the vector of diagonally dominant parts of $A$ is $v = [400, 0.05, 10]$. Now consider the LDU factorization of the diagonally dominant matrix $\tilde{A} = \tilde{L}\tilde{D}\tilde{U}$ without pivoting

\[
\tilde{A} = \begin{bmatrix}
1000 & 101 & 500 \\
0 & 0.1 & 0.05 \\
100 & 10 & 120
\end{bmatrix} = \begin{bmatrix} 1 & 0.101 & 0.5 \\
0 & 1 & 0.1 \\
0.1 & -1 & 1
\end{bmatrix} \begin{bmatrix}
1000 \\
0.1 \\
70.05
\end{bmatrix}.
\]

whose vector of diagonally dominant parts is $\tilde{v} = [399, 0.05, 10]$. Note that $A$ and $\tilde{A}$ satisfy (2.7) with $\epsilon = 10^{-2}$ but their $L$ factors are very different since $|\tilde{l}_{32} - l_{32}| = 1$.

Suppose $P$ is a permutation matrix such that $PAP^T$ is arranged for complete
diagonal pivoting. Let $B = PAP^T$ and consider its $LDU$ factorization

$$B = \begin{bmatrix}
1000 & 500 & 100 \\
100 & 120 & 10 \\
0 & 0.05 & 0.1
\end{bmatrix} = \begin{bmatrix}
1 & 0.1 & 1 \\
0 & \frac{0.05}{70} & 1 \\
0 & 0 & \frac{0.05}{70}
\end{bmatrix} \begin{bmatrix}
1000 & \\
70 & 1 \\
.1 & 1
\end{bmatrix}.$$

Let $\tilde{B} = P\tilde{A}P^T$ and consider its $LDU$ factorization

$$\tilde{B} = \begin{bmatrix}
1000 & 500 & 100 \\
100 & 120 & 10 \\
0 & 0.05 & 0.1
\end{bmatrix} = \begin{bmatrix}
1 & 0.1 & 1 \\
0 & \frac{0.05}{70} & 1 \\
0 & 0 & \frac{0.05}{70}
\end{bmatrix} \begin{bmatrix}
1000 & \\
70 & 1 \\
.1(1 + \frac{0.05}{70}) & 1
\end{bmatrix}.$$

Notice that the $LDU$ factorizations for $B$ and $\tilde{B}$ are very close to each other.

In the next section, we introduce a different pivoting strategy that will ensure $L$ is column diagonally dominant and hence well conditioned. Moreover, it still produces small relative perturbation in the $LDU$ factorization. For the rest of this section, we present several results from [13] which will be used in proving new bounds.

The proof of Theorem 2.7 hinges on Theorem 2.4 and several perturbation results for determinants. It is useful to consider the cofactor expansion of the determinant of a diagonally dominant matrix, as given in Lemma 2.9 below.

**Lemma 2.9 ([13]).** Let $A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$. Denote the algebraic cofactors of $A$ by

$$C_{ij} := (-1)^{i+j} \det A(i', j'), \ i, j = 1, \ldots, n.$$

Then

$$\det A = v_i C_{ii} + \sum_{j \neq i} (|a_{ij}| C_{ii} + a_{ij} C_{ij}), \ i = 1, \ldots, n.$$

with $v_i C_{ii} \geq 0$ and $(|a_{ij}| C_{ii} + a_{ij} C_{ij}) \geq 0$ for $j \neq i$. 
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In Lemma 2.10, Dopico and Koev present perturbation results for the determinant of diagonally dominant matrices with nonnegative diagonals under structured perturbations of type (2.7).

**Lemma 2.10 ([13]).** Let $A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $\tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ satisfy (2.7). Suppose $\tilde{A}^{[i]} = \mathcal{D}(\tilde{A}^{[i]}_D, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n}$ is a matrix that differs from $A$ in only the $i$th row and whose $i$th row is the same as the $i$th row of $\tilde{A}$. Then

$$\det \tilde{A}^{[i]} = (\det A)(1 + \eta), \text{ where } |\eta| \leq \epsilon. \quad (2.8)$$

This result is then utilized to provide a perturbation result for principal minors of diagonally dominant matrices with nonnegative diagonals.

**Lemma 2.11 ([13]).** Let $A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $\tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ satisfy (2.7). Suppose $\tilde{A}^{[i]} = \mathcal{D}(\tilde{A}^{[i]}_D, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n}$ is a matrix that differs from $A$ in only the $i$th row and whose $i$th row is the same as the $i$th row of $\tilde{A}$. Let $1 \leq i_1 < i_2 < \cdots < i_q \leq n$ and $\alpha = [i_1, i_2, \ldots, i_q]$, and denote the principle submatrix of $A$ that lies in rows and columns indexed by $\alpha$ as $A(\alpha, \alpha)$. Then we have

$$\det \tilde{A}^{[i]}(\alpha, \alpha) = \begin{cases} 
\det A(\alpha, \alpha) & \text{if } i \notin \alpha \\
(\det A(\alpha, \alpha))(1 + \delta^{(\alpha)}_i) & \text{if } i \in \alpha 
\end{cases} \quad (2.9)$$

where $|\delta^{(\alpha)}_i| \leq \epsilon$ and

$$\det \tilde{A}(\alpha, \alpha) = (\det A(\alpha, \alpha))(1 + \eta^{(\alpha)}_1) \cdots (1 + \eta^{(\alpha)}_q) \quad (2.10)$$

where $|\eta^{(\alpha)}_k| \leq \epsilon$ for $k = 1, \ldots, q$.

Consider the determinants in Theorem 2.4. In [13], the following notation is introduced for simplicity

$$\gamma_{pq}^{(k+1)} = \det A([1 : k, p], [1 : k, q]), \quad (2.11)$$
for $1 \leq k \leq n - 1$ and $k - 1 \leq p, q \leq n$. We denote by $\tilde{g}_{pq}^{(k+1)}$ and $\tilde{g}_{pq}^{(k+1)}$ the corresponding minors of the perturbed matrices $\tilde{A}^{[i]}$ and $\tilde{A}$ as defined in Lemmas 2.10 and 2.11 above, respectively. Lemma 2.12 establishes relationships that are utilized in Lemma 2.13 to provide perturbation results for non-principle minors.

**Lemma 2.12** ([13]). Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$. For $k = 1, \ldots, n - 2$, $p \neq q$, and $k + 1 \leq p, q \leq n$, let $G_{ij}$ be the algebraic cofactor of $A([1 : k, p], [1 : k, q])$ for the entry $a_{ij}$. Then, for the minors defined in (2.11),

\[
g_{pq}^{(k+1)} = a_{p1}G_{p1} + \cdots + a_{pk}G_{pk} + a_{pq}G_{pq} \tag{2.12}
\]

\[2g_{pp}^{(k+1)} \geq \left| a_{p1}G_{p1} \right| + \cdots + \left| a_{pk}G_{pk} \right| + \left| a_{pq}G_{pq} \right| \tag{2.13}\]

and for $1 \leq i \leq k$,

\[
g_{pq}^{(k+1)} = \left( v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \right) G_{ii} + \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} (a_{ij}G_{ij} + |a_{ij}|G_{ii}) \tag{2.14}
\]

\[2g_{pp}^{(k+1)} \geq \left( v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \right) |G_{ii}| + \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |a_{ij}G_{ij} + |a_{ij}|G_{ii} | \tag{2.15}\]

**Lemma 2.13** ([13]). Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $1 \leq k \leq n - 2$, $k + 1 \leq p, q \leq n$ and $p \neq q$. Let $\tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ that satisfies (2.7) with the given $p$. Suppose $\tilde{A}^{[i]} = D(\tilde{A}_D, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n}$ is a matrix that differs from $A$ in only the $i$th row and whose $i$th row parameters are the entries in the $i$th row of $\tilde{A}$. Then, the following statements hold

1. \[\left| \tilde{g}_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right| \leq \begin{cases} 0 & \text{if } i \notin [1 : k, p] \\ 2\epsilon g_{pp}^{(k+1)} & \text{if } i \in [1 : k, p] \end{cases} \]

2. \[\left| \tilde{g}_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right| \leq 2(1 + \epsilon)^{k+1} - 1) g_{pp}^{(k+1)}. \]
2.3 Generalized relative perturbation bounds for diagonally dominant matrices

The LDU perturbation results of Dopico and Koev [13] require complete diagonal pivoting which does not guarantee a well conditioned factor $L$. In this section, we utilize a different pivoting scheme that ensures $L$ is column diagonally dominant. For many applications of the LDU factorization, it is desirable to have both $L$ and $U$ well-conditioned. For example, a LDU factorization with well-conditioned $L$ and $U$ is a rank revealing factorization which can be used to accurately compute singular values [43], among many other uses. In later chapters, we use the LDU factorization to derive new relative perturbation bounds for other problems, some of which also rely on well-conditioned $L$ factor.

In [43], a pivoting strategy, previously suggested by Pena [39], is presented that produces a column diagonally dominant $L$. This strategy is referred to as column diagonal dominance pivoting. At each stage of Gaussian elimination, the same row and column are exchanged to place in the pivot position the maximal diagonal entry that is column diagonally dominant. That is, at step $k$, we exchange the same row and column such that

$$a_{kk}^{(k)} = \max\{a_{ii}^{(k)} : a_{ii}^{(k)} - \sum_{j=k, j \neq i}^{n} |a_{ji}^{(k)}| \geq 0\}$$

Note that for a row diagonally dominant matrix, there is at least one column that is diagonally dominant and thus the set \( \{a_{ii}^{(k)} : a_{ii}^{(k)} - \sum_{j=k, j \neq i}^{n} |a_{ji}^{(k)}| \geq 0\} \) is not empty. At the end, we obtain a row diagonally dominant $U$ as usual, but now $L$ is column diagonally dominant. Hence, by [39]

$$\|L\|_{\infty} \leq n \quad \|L^{-1}\|_{\infty} \leq n \quad (2.16)$$

$$\|U\|_{\infty} \leq 2 \quad \|U^{-1}\|_{\infty} \leq n \quad (2.17)$$

which implies the condition numbers of $L$ and $U$ are bounded as $\kappa_{\infty}(L) \leq n^2$ and $\kappa_{\infty}(U) \leq 2n$. From here on we will assume the matrix $A$ is already permuted under
the column diagonal dominance pivoting scheme. In particular, the use of column diagonal dominance pivoting allows us to bound the column sums of the $L$ factor in terms of the diagonally dominant part and the diagonal entry of $A$ as seen in the following theorem.

**Theorem 2.14.** Let $r = \text{rank}(A)$. For $k \leq r$, we have

$$
\sum_{i=k+1}^{n} |a_{ik}^{(k)}| + v_i^{(k)} \leq (n - k)a_{kk}^{(k)}
$$

**Proof.** At step $k$, define $\delta_i^{(k)} = a_{ii}^{(k)} - \sum_{j=k+1, j \neq i}^{n} |a_{ij}^{(k)}|$. Then, we have

$$
a_{kk}^{(k)} = \max\{a_{ii}^{(k)} : \delta_i^{(k)} \geq 0, i \geq k\}.
$$

If all $\delta_i^{(k)} \geq 0$, then

$$
\sum_{i=k+1}^{n} \left( |a_{ik}^{(k)}| + v_i^{(k)} \right) \leq \sum_{i=k+1}^{n} a_{ii}^{(k)}
$$

$$
\leq \sum_{i=k+1}^{n} a_{kk}^{(k)} \leq (n - k)a_{kk}^{(k)}
$$

Otherwise, if there is at least one $\delta_i^{(k)} < 0$, then rearrange (2.5) as,

$$
|a_{ik}^{(k)}| = a_{ii}^{(k)} - \sum_{j=k+1, j \neq i}^{n} |a_{ij}^{(k)}| - v_i^{(k)}
$$

and sum over $i$ to obtain,

$$
\sum_{i=k+1}^{n} |a_{ik}^{(k)}| = \sum_{i=k+1}^{n} a_{ii}^{(k)} - \sum_{i=k+1}^{n} \sum_{j=k+1, j \neq i}^{n} |a_{ij}^{(k)}| - \sum_{i=k+1}^{n} v_i^{(k)}
$$

$$
= \sum_{i=k+1}^{n} \sum_{j=k+1, j \neq i}^{n} |a_{ij}^{(k)}| + \sum_{i=k+1}^{n} \delta_i^{(k)} - \sum_{i=k+1}^{n} \sum_{j=k+1, j \neq i}^{n} |a_{ij}^{(k)}| - \sum_{i=k+1}^{n} v_i^{(k)}
$$

$$
= \sum_{i=k+1}^{n} |a_{ki}^{(k)}| + \sum_{i=k+1}^{n} \delta_i^{(k)} - \sum_{i=k+1}^{n} v_i^{(k)}
$$

$$
\leq a_{kk}^{(k)} + \sum_{i=k+1}^{n} \delta_i^{(k)} - \sum_{i=k+1}^{n} v_i^{(k)}.
$$
Rearranging yields
\[
\sum_{i=k+1}^{n} a_{ik}^{(k)} + v_i^{(k)} \leq a_{kk}^{(k)} + \sum_{i=k+1}^{n} \delta_i^{(k)} \leq a_{kk}^{(k)} + \sum_{i=k+1}^{n} a_{ii}^{(k)}
\]
\[
\leq a_{kk}^{(k)} + \sum_{i=k+1}^{n} a_{kk}^{(k)} \leq a_{kk}^{(k)} + (n-k-1)a_{kk}^{(k)}
\]
\[
= (n-k)a_{kk}^{(k)}
\]
since for \( \delta_i^{(k)} \geq 0, \delta_i^{(k)} \leq a_{ii}^{(k)} \leq a_{kk}^{(k)}. \)

To prove our improved perturbation bound for the LDU factorization, we need to consider perturbations that are more general in the \( p \)th column, for a fixed \( p \). That is, we consider perturbations that satisfy
\[
|\tilde{v} - v| \leq \epsilon v, |\tilde{a}_{ip} - a_{ip}| \leq \epsilon (v_i + |a_{ip}|), \text{ and } |\tilde{a}_{ij} - a_{ij}| \leq \epsilon |a_{ij}|.
\]
(2.18)
for \( i = 1, \ldots n, j = 1, \ldots, n, \text{ and } j \neq i, p \). This generalized perturbation can be equivalently expressed as
\[
\tilde{v}_i = v_i(1 + \varphi_i) \text{ where } |\varphi_i| \leq \epsilon < 1 \text{ for } i = 1, \ldots, n
\]
(2.19)
\[
\tilde{a}_{ip} = a_{ip}(1 + \varphi'_{ip}) + \varphi_{ip}v_i \text{ where } |\varphi_{ip}| \leq \epsilon < 1 \text{ and } \varphi'_{ip} = \varphi_{ip}\text{sign}(a_{ip})
\]
(2.20)
\[
\tilde{a}_{ij} = a_{ij}(1 + \varphi_{ij}) \text{ where } |\varphi_{ij}| \leq \epsilon < 1 \text{ for } j \neq i, p \text{ and } j = 1, \ldots, n
\]
(2.21)
The following lemma is a generalization of Lemma 2.10

**Lemma 2.15.** Let \( A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \geq 0 \) and let \( \tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) satisfy (2.18). Suppose \( \tilde{A}^{[i]} = \mathcal{D}(\tilde{A}_D^{[i]}, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n} \) is a matrix that differs from \( A \) in only the \( i \)th row and whose \( i \)th row is the same as the \( i \)th row of \( \tilde{A} \). Then
\[
\det \tilde{A}^{[i]} = (\det A)(1 + \eta_i), \text{ where } |\eta_i| \leq 3\epsilon.
\]
(2.22)

**Proof.** We consider the cofactor expansion of \( \det \tilde{A}^{[i]} \) across row \( i \). Let \( C_{ij} \) be the algebraic cofactors of \( \tilde{A}^{[i]} \) corresponding to \( \tilde{a}_{ij}^{[i]} \) and observe that they are also the algebraic cofactors of \( A \) corresponding to entry \( a_{ij} \).
For \( i = p \), use Lemma 2.9, (2.19), and (2.21) to show

\[
\det \tilde{A}[p] = \det A + \varphi_p v_p C_{pp} + \sum_{j \neq p} \varphi_{pj} \left( |a_{pj}| C_{pp} + a_{pj} C_{pj} \right).
\]

Rearranging and applying the absolute value yields

\[
|\det \tilde{A}[p] - \det A| = \left| \varphi_p v_p C_{pp} + \sum_{j \neq p} \varphi_{pj} \left( |a_{pj}| C_{pp} + a_{pj} C_{pj} \right) \right|
\leq |\varphi_p| v_p C_{pp} + \sum_{j \neq p} |\varphi_{pj}| \left( |a_{pj}| C_{pp} + a_{pj} C_{pj} \right)
\leq \epsilon v_p C_{pp} + \sum_{j \neq p} \epsilon \left( |a_{pj}| C_{pp} + a_{pj} C_{pj} \right)
\]

and hence \( |\det \tilde{A}[p] - \det A| \leq \epsilon \det A \)

For \( i \neq p \), use Lemma 2.9, (2.19), and (2.21) to obtain

\[
\det \tilde{A}^{[i]} = \tilde{v}_i C_{ii} + \sum_{j \neq i} |\tilde{a}_{ij}| C_{ii} + \tilde{a}_{ij} C_{ij}
= \tilde{v}_i C_{ii} + |\tilde{a}_{ip}| C_{ii} + \tilde{a}_{ip} C_{ip} + \sum_{j \neq i, p} |\tilde{a}_{ij}| C_{ii} + \tilde{a}_{ij} C_{ij}
= \tilde{v}_i C_{ii} + v_i \varphi_i C_{ii} + |\tilde{a}_{ip}| C_{ii} + a_{ip} C_{ip} + a_{ip} \varphi'_{ip} C_{ip} + \varphi_i v_i C_{ip}
+ \sum_{j \neq i, p} (|a_{ij}| C_{ii} + a_{ij} C_{ij}) + \sum_{j \neq i, p} \varphi_{ij} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

From (2.20) we have

\[
|\tilde{a}_{ip}| \leq |a_{ip}| (1 + \varphi'_{ip}) + |\varphi_{ip}| v_i \leq |a_{ip}| (1 + \varphi'_{ip}) + \epsilon v_i
\]

and

\[
|\tilde{a}_{ip}| \geq |a_{ip}| (1 + \varphi'_{ip}) - |\varphi_{ip}| v_i = |a_{ip}| (1 + \varphi'_{ip}) - |\varphi_{ip}| v_i \geq |a_{ip}| (1 + \varphi'_{ip}) - \epsilon v_i
\]

That is,

\[
|a_{ip}| (1 + \varphi'_{ip}) - \epsilon v_i \leq |\tilde{a}_{ip}| \leq |a_{ip}| (1 + \varphi'_{ip}) + \epsilon v_i
\] (2.23)
and hence

\[
\det \tilde{A}^{[i]} \geq v_i C_{ii} + v_i \varphi_i C_{ii} + |a_{ip}| C_{ii} + |a_{ip}| \varphi_{ip}' C_{ii} - \varepsilon v_i C_{ii} + a_{ip} C_{ip} + a_{ip} \varphi_{ip}' C_{ip} + \varphi_{ip} v_i C_{ip} + \sum_{j \neq i, p} (|a_{ij}| C_{ii} + a_{ij} C_{ij}) + \sum_{j \neq i, p} \varphi_{ij} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
= \det A + v_i \varphi_i C_{ii} + |a_{ip}| \varphi_{ip}' C_{ii} - \varepsilon v_i C_{ii} + a_{ip} \varphi_{ip}' C_{ip} + \varphi_{ip} v_i C_{ip} + \sum_{j \neq i} \varphi_{ij} (|a_{ij}| C_{ii} + a_{ij} C_{ij}).
\]

Using Theorem 1.7, we have

\[
\det \tilde{A}^{[i]} \geq \det A - \varepsilon v_i C_{ii} - \varepsilon |a_{ip}| C_{ii} - \varepsilon a_{ip} C_{io} - \varepsilon v_i C_{ii} - \varepsilon \sum_{j \neq i} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
\geq \det A - 3 \varepsilon v_i C_{ii} - \varepsilon \sum_{j \neq i} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
\geq \det A - 3 \varepsilon \det A = \det A (1 - 3 \varepsilon)
\]

and similarly,

\[
\det \tilde{A}^{[i]} \leq v_i C_{ii} + v_i \varphi_i C_{ii} + |a_{ip}| C_{ii} + |a_{ip}| \varphi_{ip}' C_{ii} + \varepsilon v_i C_{ii} + a_{ip} C_{ip} + a_{ip} \varphi_{ip}' C_{ip} + \varphi_{ip} v_i C_{ip} + \sum_{j \neq i, p} (|a_{ij}| C_{ii} + a_{ij} C_{ij}) + \sum_{j \neq i, p} \varphi_{ij} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
\leq v_i C_{ii} + \varepsilon v_i C_{ii} + |a_{ip}| C_{ii} + |a_{ip}| \varphi_{ip}' C_{ii} + \varepsilon v_i C_{ii} + a_{ip} C_{ip} + \varepsilon a_{ip} C_{ii} + \varepsilon v_i C_{ip} + \sum_{j \neq i, p} (|a_{ij}| C_{ii} + a_{ij} C_{ij}) + \varepsilon \sum_{j \neq i, p} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
\leq \det A + 3 \varepsilon v_i C_{ii} + \varepsilon \sum_{j \neq i} (|a_{ij}| C_{ii} + a_{ij} C_{ij})
\]

\[
\leq \det A + 3 \varepsilon \det A = \det A (1 + 3 \varepsilon).
\]

Thus,

\[-3 \varepsilon \det A \leq \det \tilde{A}^{[i]} - \det A \leq 3 \varepsilon \det A\]

or

\[|\det \tilde{A}^{[i]} - \det A| \leq 3 \varepsilon \det A\]
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If \( \det A = 0 \) then \( | \det \tilde{A}^{[i]} - \det A | = 0 \) which implies \( \det \tilde{A}^{[i]} = \det A = 0 \). Thus, \( \det \tilde{A}^{[i]} \leq \det A(1 + \eta_i) \) for any \( \eta_i \) and in particular, for \( |\eta_i| \leq 3\epsilon \).

If \( \det A > 0 \) then

\[
\det \tilde{A}^{[i]} = \det A(1 + \eta_i) = \det A + (\det A)\eta_i
\]

which implies

\[
\det \tilde{A}^{[i]} - \det A = (\det A)^2 \eta_i
\]

or

\[
\eta_i = \frac{\det \tilde{A}^{[i]} - \det A}{\det A}.
\]

Hence,

\[
|\eta_i| = \frac{|\det \tilde{A}^{[i]} - \det A|}{\det A} \leq 3\epsilon
\]

Lemma 2.16 uses Lemma 2.15 to present a similar perturbation bound for the principal minors of a diagonally dominant matrix with nonnegative diagonals under structured perturbations of type (2.18). As shown in [13, Lemma 4], these results hold for \( |\eta_k^{(\alpha)}| \leq \epsilon \) for perturbation structures of type (2.7).

**Lemma 2.16.** Let \( A = D(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \geq 0 \) and let \( \tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) satisfy (2.18). Suppose \( \tilde{A}^{[i]} = D(\tilde{A}_D^{[i]}, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n} \) is a matrix that differs from \( A \) in only the \( i \)th row and whose \( i \)th row is the same as the \( i \)th row of \( \tilde{A} \). Let 

\[ 1 \leq i_1 < i_2 < \cdots < i_q \leq n \] and \( \alpha = \{i_1, i_2, \ldots, i_q\} \), and denote the principle submatrix of \( A \) that lies in rows and columns indexed by \( \alpha \) as \( A(\alpha, \alpha) \). Then we have

\[
\det \tilde{A}^{[i]}(\alpha, \alpha) = \begin{cases} 
\det A(\alpha, \alpha) & \text{if } i \notin \alpha \\
(\det A(\alpha, \alpha))(1 + \delta_i^{(\alpha)}) & \text{if } i \in \alpha
\end{cases}
\]

where \( |\delta_i^{(\alpha)}| \leq 6\epsilon \) if \( p \notin \alpha \) and \( |\delta_i^{(\alpha)}| \leq 3\epsilon \) if \( p \in \alpha \), and

\[
\det \tilde{A}(\alpha, \alpha) = (\det A(\alpha, \alpha))(1 + \eta_1^{(\alpha)}) \cdots (1 + \eta_q^{(\alpha)})
\]
where $|\eta_k^{(\alpha)}| \leq 6\epsilon$ if $p \notin \alpha$ and $|\eta_k^{(\alpha)}| \leq 3\epsilon$ if $p \in \alpha$ for $k = 1, \ldots, q$.

**Proof.** Again, we follow the proof of [13, Lemma 4]. Assume $i \in \alpha$, otherwise result is trivial. Since $A_\alpha$, $\tilde{A}^{[i]}$, and $\tilde{A}$ are diagonally dominant with nonnegative diagonals, then so are $A(\alpha, \alpha)$, $\tilde{A}^{[i]}(\alpha, \alpha)$, and $\tilde{A}(\alpha, \alpha)$, see Theorem 1.7. Hence, we can parameterize them in terms of their diagonally dominant parts and off diagonal entries. Let

$$A(\alpha, \alpha) = D(A_D(\alpha, \alpha), w), \quad \tilde{A}^{[i]}(\alpha, \alpha) = D(\tilde{A}^{[i]}_D(\alpha, \alpha), \tilde{w}^{[i]}), \quad \text{and}$$

$$\tilde{A}(\alpha, \alpha) = D(\tilde{A}_D(\alpha, \alpha), \tilde{w})$$

where $w = [w_j], \tilde{w}^{[i]} = [	ilde{w}^{[i]}_j], \tilde{w} = [	ilde{w}_j] \in \mathbb{R}^q$. Observe that

$$w_i = a_{ii} - \sum_{j \in \alpha \setminus \{i\}} |a_{ij}| = \left( v_i + \sum_{j \neq i} |a_{ij}| \right) - \sum_{j \in \alpha \setminus \{i\}} |a_{ij}| = v_i + \sum_{j \notin \alpha} |a_{ij}|$$

and similarly

$$\tilde{w}^{[i]}_i = \tilde{v}_i^{[i]} - v_i + \sum_{j \notin \alpha} |\tilde{a}_{ij}^{[i]}| - |a_{ij}|$$

and

$$|w_i - w| \leq |\tilde{w}^{[i]} - v| + \sum_{j \notin \alpha} |\tilde{a}_{ij}^{[i]}| - |a_{ij}| \leq |\tilde{v}^{[i]} - v| + \sum_{j \notin \alpha} |\tilde{a}_{ij}^{[i]}| - |a_{ij}|$$

If $p \in \alpha$, then

$$|\tilde{w}^{[i]}_i - w_i| \leq \epsilon v_i + \sum_{j \notin \alpha} \epsilon |a_{ij}| = \epsilon (v_i + \sum_{j \notin \alpha} |a_{ij}|) = \epsilon w_i.$$

If $p \notin \alpha$, then

$$|\tilde{w}^{[i]}_i - w_i| \leq |\tilde{v}^{[i]}_i - v_i| + \sum_{j \notin \alpha, j \neq p} |\tilde{a}_{ij}^{[i]} - a_{ij}| + |\tilde{a}_{ip}^{[i]} - a_{ip}|$$

$$\leq \epsilon v_i + \sum_{j \notin \alpha, j \neq p} \epsilon |a_{ij}| + \epsilon (v_i + |a_{ip}|)$$

$$= 2\epsilon v_i + \sum_{j \notin \alpha} \epsilon |a_{ij}| \leq 2\epsilon (v_i + \sum_{j \notin \alpha} |a_{ij}|) = 2\epsilon w_i.$$
Hence, if \( p \in \alpha \), then \(|\tilde{w}_k^{[i]} - w_k| \leq \epsilon w_k\) for all \( k \in \alpha \). In addition, \( w_k \geq v_k \) and so, the off-diagonal entries of \( \tilde{A}^{[i]}(\alpha, \alpha) \) and \( A(\alpha, \alpha) \) satisfy conditions (2.18) for their parameters. Therefore, we can apply Lemma 2.15 to \( A^{[i]}(\alpha, \alpha) \) and \( A(\alpha, \alpha) \) to obtain

\[
\det \tilde{A}^{[i]}(\alpha, \alpha) = (\det A(\alpha, \alpha))(1 + \delta_i^{(\alpha)})
\]

with \(|\delta_i^{(\alpha)}| \leq 3\epsilon\).

On the other hand, if \( p \notin \alpha \), then \(|\tilde{w}_k^{[i]} - w_k| \leq 2\epsilon w_k\) for all \( k \in \alpha \). Again, the off-diagonal entries of \( \tilde{A}^{[i]}(\alpha, \alpha) \) and \( A(\alpha, \alpha) \) satisfy (2.18) for their parameters. So, we can apply Lemma 2.15 to \( A^{[i]}(\alpha, \alpha) \) and \( A(\alpha, \alpha) \), but this time with \( \epsilon \) replaced by \( 2\epsilon \), which requires \( 2\epsilon < 1 \), to obtain

\[
\det \tilde{A}^{[i]}(\alpha, \alpha) = (\det A(\alpha, \alpha))(1 + \delta_i^{(\alpha)})
\]

with \(|\delta_i^{(\alpha)}| \leq 6\epsilon\).

For \( \det A(\alpha, \alpha) \), we use the same strategy as in [13, Lemma 3b]. Consider that the perturbed submatrix \( \tilde{A}(\alpha, \alpha) \) can be obtained from \( A(\alpha, \alpha) \) by a sequence of “only one row” at a time perturbations. By (2.24), each of these “only one row” perturbations produces a determinant that is equal to the determinant before the perturbation times a factor \( 1 + \eta \), with \(|\eta| \leq 6\epsilon\) if \( p \notin \alpha \) and \(|\eta| \leq 3\epsilon\) if \( p \in \alpha \).

**Lemma 2.17.** Let \( A = D(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \geq 0 \) and let \( 1 \leq k \leq n - 2, k + 1 \leq p, q \leq n \) and \( p \neq q \). Let \( \tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) that satisfies (2.18) with the given \( p \). Suppose \( \tilde{A}^{[i]} = D(\tilde{A}_D^{[i]}, \tilde{v}^{[i]}) \in \mathbb{R}^{n \times n} \) is a matrix that differs from \( A \) in only the \( i \)th row and whose \( i \)th row parameters are the entries in the \( i \)th row of \( \tilde{A} \). Then, the following statements hold

1. \[
\left| \left( g^{[i]} \right)^{(k+1)}_{pq} - g^{(k+1)}_{pq} \right| \leq \begin{cases} 0 & \text{if } i \notin \{1, \ldots, k, p\} \\ 4\epsilon g^{(k+1)}_{pp} & \text{if } i \in \{1, \ldots, k, p\} \end{cases}
\]
2. \[
\left| g^{(k+1)}_{pq} - g^{(k+1)}_{pq} \right| \leq \frac{4}{3} ((1 + 3\epsilon)^{k+1} - 1) g^{(k+1)}_{pp}.
\]
Proof. Let $G_{ij}$ be the algebraic cofactor of $A([1 : k, p], [1 : k, q])$ corresponding to entry $a_{ij}$ and note that these are also the algebraic cofactors of $\tilde{A}^{[i]}([1 : k, p], [1 : k, q])$ corresponding to entry $\tilde{a}_{ij}^{[i]}$. For $1 \leq i \leq k$, applying (2.14) yields

\[
(\tilde{g}^{[i]}_{pq})^{(k+1)} = \left( v_i + \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} |a_{ij}| \right) G_{ii} + \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} (\tilde{a}_{ij} G_{ij} + |\tilde{a}_{ij}| G_{ii})
\]

and then use the discussion following (2.18) to obtain

\[
(\tilde{g}^{[i]}_{pq})^{(k+1)} = \left( v_i + \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} |a_{ij}| \right) G_{ii} + \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} (a_{ij} G_{ij} + |a_{ij}| G_{ii})
\]

\[
+ \left( v_i \varphi_i + \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} \varphi_{ij} |a_{ij}| \right) G_{ii}
\]

\[
+ \sum_{j \in \{1, \ldots, k,p,q \} \setminus \{i\}} \varphi_{ij} (a_{ij} G_{ij} + |a_{ij}| G_{ii}) + |\tilde{a}_{ip}| G_{ii}
\]

We find an upper bound for $(\tilde{g}^{[i]}_{pq})^{(k+1)}$ for $1 \leq i \leq k$ by considering two cases. First, suppose $G_{ii} < 0$. We make use of a simple property: Let $b \leq c$ be real numbers and $G_{ii} < 0$. Then $cG_{ii} \leq bG_{ii}$. This means that if a lower bound of $|\tilde{a}_{ip}|$ replaces $|\tilde{a}_{ip}|$ in (2.26), then an upper bound for $(\tilde{g}^{[i]}_{pq})^{(k+1)}$ is obtained. In particular, if we use in
(2.26) the lower bound of $|\tilde{a}_{ip}|$ appearing in (2.23) then
\[
\left(\tilde{g}^{[i]}\right)^{(k+1)}_{pq} \leq g^{(k+1)}_{pq} + \left( v_i \varphi_i + \sum_{j \notin \{1,\ldots,k,p,q\}} \varphi_{ij} |a_{ij}| \right) G_{ii} \\
+ \sum_{j \in \{1,\ldots,k,q\} \backslash \{i\}} \varphi_{ij} \left( a_{ij} G_{ij} + |a_{ij}| G_{ii} \right) + |a_{ip}| \varphi'_{ip} G_{ii} \leq \epsilon v_i G_{ii}
\]
\[
\leq g^{(k+1)}_{pq} + \epsilon \left( v_i + \sum_{j \notin \{1,\ldots,k,q\}} |a_{ij}| \right) |G_{ii}| \\
+ \sum_{j \in \{1,\ldots,k,q\} \backslash \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| + \epsilon v_i G_{ii}
\]

Applying Lemma 2.12 yields
\[
\left(\tilde{g}^{[i]}\right)^{(k+1)}_{pq} \leq g^{(k+1)}_{pq} + 4\epsilon g^{(k+1)}_{pp} \tag{2.27}
\]

Now suppose $G_{ii} \geq 0$ and substitute the upper bound for $|\tilde{a}_{ip}|$ in (2.23) into (2.26) to get
\[
\left(\tilde{g}^{[i]}\right)^{(k+1)}_{pq} \leq g^{(k+1)}_{pq} + \left( v_i \varphi_i + \sum_{j \notin \{1,\ldots,k,p,q\}} \varphi_{ij} |a_{ij}| \right) G_{ii} \\
+ \sum_{j \in \{1,\ldots,k,q\} \backslash \{i\}} \varphi_{ij} \left( a_{ij} G_{ij} + |a_{ij}| G_{ii} \right) + |a_{ip}| \varphi'_{ip} G_{ii} + \epsilon v_i G_{ii}
\]
\[
\leq g^{(k+1)}_{pq} + \epsilon \left( v_i + \sum_{j \notin \{1,\ldots,k,q\}} |a_{ij}| \right) |G_{ii}| \\
+ \sum_{j \in \{1,\ldots,k,q\} \backslash \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| + \epsilon v_i G_{ii}
\]
\[
\leq g^{(k+1)}_{pq} + 2\epsilon \left( v_i + \sum_{j \notin \{1,\ldots,k,q\}} |a_{ij}| \right) |G_{ii}| \\
+ \sum_{j \in \{1,\ldots,k,q\} \backslash \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}|
\]
Again, applying Lemma 2.12 gives
\[
\langle \tilde{g}^{(i)} \rangle_{pq}^{(k+1)} \leq g_{pq}^{(k+1)} + 4\epsilon g_{pp}^{(k+1)}.
\] (2.28)

We find a lower bound for \( \langle \tilde{g}^{(i)} \rangle_{pq}^{(k+1)} \) by again considering two cases. Suppose \( G_{ii} < 0 \).

We use the upper bound in (2.23) for \( |\tilde{a}_{ip}| \) to obtain a lower bound on \( |\tilde{a}_{ip}|G_{ii} \)

\[
\langle \tilde{g}^{(i)} \rangle_{pq}^{(k+1)} \geq g_{pq}^{(k+1)} + \left( v_i \varphi_i + \sum_{j \notin \{1, \ldots, k, p, q\}} \varphi_{ij} |a_{ij}| \right) G_{ii}
\]

\[
+ \sum_{j \in \{1, \ldots, k, q \} \setminus \{i\}} \varphi_{ij} (a_{ij} G_{ij} + |a_{ij}| G_{ii}) + |a_{ip}| \varphi'_{ip} G_{ii} + \epsilon v_i G_{ii}
\]

\[
\geq g_{pq}^{(k+1)} - \epsilon \left[ \left( v_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}| \right) |G_{ii}| \right]
\]

\[
+ \sum_{j \in \{1, \ldots, k, q \} \setminus \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| + |a_{ip}| |G_{ii}| + v_i |G_{ii}| \]}

\[
\geq g_{pq}^{(k+1)} - 2\epsilon \left[ \left( v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \right) |G_{ii}| \right]
\]

\[
+ \sum_{j \in \{1, \ldots, k, q \} \setminus \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| \]}

Applying Lemma 2.12 gives
\[
\langle \tilde{g}^{(i)} \rangle_{pq}^{(k+1)} \geq g_{pq}^{(k+1)} - 4\epsilon g_{pp}^{(k+1)}.
\] (2.29)

Now suppose \( G_{ii} \geq 0 \) and use the lower bound in (2.23) for \( |\tilde{a}_{ip}| \) to get a lower bound
for $|a_{ip}|G_{ii}$:

$$
\left(\tilde{g}^{[i]}\right)_{pq}^{(k+1)} \geq g_{pq}^{(k+1)} + \left( v_i \phi_i + \sum_{j \notin \{1, \ldots, k,p,q\}} \phi_{ij} |a_{ij}| \right) G_{ii} \\
+ \sum_{j \in \{1, \ldots, k,q\}\setminus \{i\}} \phi_{ij} (a_{ij} G_{ij} + |a_{ij}| G_{ii}) + |a_{ip}| \phi_{ip} G_{ii} - \epsilon v_i G_{ii}
$$

$$
\geq g_{pq}^{(k+1)} - \epsilon \left[ \left( v_i + \sum_{j \notin \{1, \ldots, k,q\}} |a_{ij}| \right) |G_{ii}| \\
+ \sum_{j \in \{1, \ldots, k,q\}\setminus \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| + |a_{ip}| |G_{ii}| + v_i |G_{ii}| \right]
$$

$$
\geq g_{pq}^{(k+1)} - 2\epsilon \left[ \left( v_i + \sum_{j \notin \{1, \ldots, k,q\}} |a_{ij}| \right) |G_{ii}| \\
+ \sum_{j \in \{1, \ldots, k,q\}\setminus \{i\}} |a_{ij} G_{ij} + |a_{ij}| G_{ii}| \right].
$$

Apply Lemma 2.12 to obtain

$$
\left(\tilde{g}^{[i]}\right)_{pq}^{(k+1)} \geq g_{pq}^{(k+1)} - 4\epsilon g_{pp}^{(k+1)}. \quad (2.30)
$$

Hence, by (2.27), (2.28), (2.29) and (2.30) we have for $1 \leq i \leq k$

$$
g_{pq}^{(k+1)} - 4\epsilon g_{pp}^{(k+1)} \leq \left(\tilde{g}^{[i]}\right)_{pq}^{(k+1)} \leq g_{pq}^{(k+1)} + 4\epsilon g_{pp}^{(k+1)}
$$

or,

$$
-4\epsilon g_{pp}^{(k+1)} \leq \left(\tilde{g}^{[i]}\right)_{pq}^{(k+1)} - g_{pq}^{(k+1)} \leq 4\epsilon g_{pp}^{(k+1)}
$$

which gives

$$
| \left(\tilde{g}^{[i]}\right)_{pq}^{(k+1)} - g_{pq}^{(k+1)} | \leq 4\epsilon g_{pp}^{(k+1)}.
$$

Now, for $i = p$, use (2.12) to obtain

$$
\left(\tilde{g}^{[p]}\right)_{pq}^{(k+1)} = \sum_{j \in \{1, \ldots, k,q\}} a_{pj} G_{pj} = \sum_{j \in \{1, \ldots, k,q\}} a_{pj} (1 + \phi_{pj}) G_{pj} = \sum_{j \in \{1, \ldots, k,q\}} a_{pj} G_{pj} + \sum_{j \in \{1, \ldots, k,q\}} \phi_{pj} a_{pj} G_{pj} = g_{pq}^{(k+1)} + \sum_{j \in \{1, \ldots, k,q\}} \phi_{pj} a_{pj} G_{pj}
$$
Thus,\[
\left| \left( \tilde{g}^{(k+1)} \right)_{pq}^{[p]} - g_{pq}^{(k+1)} \right| \leq \epsilon \sum_{j \in \{1, \ldots, k, q\}} |a_{pjq}G_{pq}|. \tag{2.31}
\]
Applying (2.13) gives\[
\left| \left( \tilde{g}^{(k+1)} \right)_{pq}^{[p]} - g_{pq}^{(k+1)} \right| \leq \epsilon \left(2g_{pp}^{(k+1)}\right) \tag{2.32}
\]
and thus\[
\left| \left( \tilde{g}^{(k+1)} \right)_{pq}^{[i]} - g_{pq}^{(k+1)} \right| \leq 4\epsilon \left(g_{pp}^{(k+1)}\right) \tag{2.33}
\]
for all \(i \in [1 : k, p]\).

Part (2). Consider obtaining \(\tilde{A}\) from \(A\) by a sequence of only one row at a time perturbations. Note that each matrix in this sequence is row diagonally dominant with nonnegative diagonals. The variation in \(g_{pq}^{(k+1)}\) is a consequence only of the perturbations of rows with indices in \(\{1, \ldots, k, p\}\). Let \(\alpha\) be a subset of \(\{1, \ldots, k, p\}\) and denote by \(\left( \tilde{g}^{(k+1)} \right)_{pq}^{[\alpha]}\) the minor corresponding to a matrix obtained from \(A\) through perturbations in the rows with indices in \(\alpha\) only.

\[
\left| \tilde{g}_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right| = \left| \left( \tilde{g}^{(1, \ldots, k, p)} \right)_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right|
\leq \left| \left( \tilde{g}^{(1, \ldots, k, p)} \right)_{pq}^{(k+1)} - \left( \tilde{g}^{(1, \ldots, k)} \right)_{pq}^{(k+1)} \right| + \cdots + \left| \left( \tilde{g}^{(1)} \right)_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right|.
\]

Apply Lemma 2.17 to each term in the sum to obtain,

\[
\left| \tilde{g}_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right| \leq 4\epsilon \left[ \left( \tilde{g}^{(1, \ldots, k)} \right)_{pp}^{(k+1)} + \cdots + g_{pp}^{(k+1)} \right]
\]
and then apply Lemma 2.16 to each term in the sum to obtain\[
\left| \tilde{g}_{pq}^{(k+1)} - g_{pq}^{(k+1)} \right| \leq 4\epsilon \left[ (1 + 3\epsilon)^k + \cdots + 1 \right] g_{pp}^{(k+1)} \leq \frac{4}{3} \left( (1 + 3\epsilon)^{k+1} - 1 \right) g_{pp}^{(k+1)} \tag{2.34}
\]

In Theorem 2.20, we present a perturbation bound for the minors of a diagonally dominant matrix with nonnegative diagonals with structure perturbation of type (2.7). Our proof depends upon the construction of a new diagonally dominant matrix with nonnegative diagonals with structured perturbation of type (2.18).
Lemma 2.18. Let $A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $\tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ be a matrix that satisfies
\[
|\tilde{v} - v| \leq \epsilon v \quad \text{and} \quad |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \quad \text{for some } 0 \leq \epsilon < \frac{1}{3}. \tag{2.35}
\]
Define $B = [b_{ij}] \in \mathbb{R}^{(k+2) \times (k+2)}$ by
\[
b_{ij} = \begin{cases} 
    a_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j \in \{1, \ldots, k, q\} \\
    a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j = p
\end{cases} \tag{2.36}
\]
and define $\tilde{B} = [\tilde{b}_{ij}] \in \mathbb{R}^{(k+2) \times (k+2)}$ by
\[
\tilde{b}_{ij} = \begin{cases} 
    \tilde{a}_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j \in \{1, \ldots, k, q\} \\
    \tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j = p
\end{cases} \tag{2.37}
\]
where $s_j = \text{sign}(a_{pj}^{(k+1)})$. Then $B$ and $\tilde{B}$ are diagonally dominant matrices that can be parameterized as $B = \mathcal{D}(B_D, w)$ and $\tilde{B} = \mathcal{D}(\tilde{B}_D, \tilde{w})$ that satisfy
\[
|\tilde{w} - w| \leq \delta w, \quad |\tilde{b}_{ip} - b_{ip}| \leq \delta (w_i + |b_{ip}|), \quad \text{and} \quad |\tilde{b}_{ij} - b_{ij}| \leq \delta |b_{ij}|
\]
for $i \in \{1, \ldots, k, p, q\}$, $j \in \{1, \ldots, k, q\}$, and $j \neq i$ and $\delta = \frac{2 \epsilon}{1 - \epsilon}$.

Proof. Note that we label the $k + 2$ rows and columns of $B$ using the indices $\{1, \ldots, k, p, q\}$. While not traditional, this labeling is useful because we can easily compare entries in $B$ to entries in $A$. Note that the $(k + 1)$th row and column of $B$ correspond to the $p$th row and column of $A$ and similarly the $(k + 2)$nd row and column of $B$ is the $q$th row and column of $A$.
Using the diagonal dominance of $A$, for $1 \leq i \leq k$ we have

$$
\sum_{j \in \{1, \ldots, k, p, q\} \setminus \{i\}} |b_{ij}| = \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |b_{ij}| + |b_{ip}|
$$

$$
= \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |a_{ij}| + |a_{ip} - \sum_{j \not\in \{1, \ldots, k, p, q\}} s_j a_{ij}|
$$

$$
\leq \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |a_{ij}| + |a_{ip}| + \sum_{j \not\in \{1, \ldots, k, p, q\}} |a_{ij}|
$$

$$
= \sum_{j \not\in i} |a_{ij}| \leq a_{ii} = b_{ii}
$$

and for $i = p$

$$
\sum_{j \in \{1, \ldots, k, q\}} |b_{pj}| = \sum_{j \in \{1, \ldots, k, q\}} |a_{pj}| = \sum_{j \not= p} |a_{pj}| - \sum_{j \not\in \{1, \ldots, k, p, q\}} |a_{pj}|
$$

$$
\leq \sum_{j \not= p} |a_{pj}| - \sum_{j \not\in \{1, \ldots, k, p, q\}} s_j a_{pj} \leq a_{pp} - \sum_{j \not\in \{1, \ldots, k, p, q\}} s_j a_{pj} = b_{pp}
$$

Hence, $B$ is diagonally dominant with nonnegative diagonals. Using the same argument and the diagonally dominance of $\tilde{A}$, we can show $\tilde{B}$ is diagonally dominant with nonnegative diagonals as well. Thus, we can parameterize $B$ and $\tilde{B}$ in terms of their diagonally dominant parts and off diagonal entries. Let

$$
B = D(B_D, w) \quad \text{and} \quad \tilde{B} = D(\tilde{B}_D, \tilde{w})
$$

where $w, \tilde{w} \in \mathbb{R}^{k+2}$. Now, note for $i \in \{1, \ldots, k, p, q\}$, $j \in \{1, \ldots, k, q\}$, and $i \neq j$ we have

$$
|\tilde{b}_{ij} - b_{ij}| = |\tilde{a}_{ij} - a_{ij}| \leq \epsilon |a_{ij}| = \epsilon |b_{ij}|
$$
and for \( i \in \{1, \ldots, k, p, q\}, \ j = p, \text{ and } i \neq j \)

\[
\tilde{b}_{ip} - b_{ip} = \left| \left( \tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij} \right) - \left( a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} \right) \right|
\leq \left| \tilde{a}_{ip} - a_{ip} \right| + \sum_{j \notin \{1, \ldots, k, p, q\}} \left| \tilde{a}_{ij} - a_{ij} \right| \leq \epsilon \left( \left| a_{ip} \right| + v_i \right) + \epsilon \sum_{j \notin \{1, \ldots, k, p, q\}} \left| a_{ij} \right|
\leq \epsilon \left( \sum_{j \notin \{1, \ldots, k, q\}} \left| a_{ij} \right| + v_i \right) = \epsilon \left( \sum_{j \notin \{1, \ldots, k, q\}} \left| a_{ij} \right| + a_{ii} - \sum_{j \neq p} \left| a_{ij} \right| \right)
= \epsilon \left( a_{ii} - \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} \left| a_{ij} \right| \right) = \epsilon \left( b_{ii} - \sum_{j \in \{1, \ldots, k, p, q\} \setminus \{i\}} \left| b_{ij} \right| \right)
= \epsilon \left( b_{ii} - \sum_{j \in \{1, \ldots, k, p, q\} \setminus \{i\}} \left| b_{ij} \right| + |b_{ip}| \right) = \epsilon \left( w_i + |b_{ip}| \right).
\]

Thus, the off diagonal entries of \( \tilde{B} \) are perturbations of the off diagonal entries of \( B \) of type (2.18). Now we focus on the diagonally dominant parts. Let \( i \in \{1, \ldots, k, q\} \) and observe

\[
w_i = b_{ii} - \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |b_{ij}| = b_{ii} - \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |b_{ij}| - |b_{ip}|
= a_{ii} - \sum_{j \in \{1, \ldots, k, q\} \setminus \{i\}} |a_{ij}| - \left| a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} \right|
= v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| - \left| a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} \right|
= v_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}| + |a_{ip} - a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}|
\]

Similarly, we have

\[
\tilde{w}_i = \tilde{v}_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij}| + |\tilde{a}_{ip} - a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}|
\]

Let \( i \in \{1, \ldots, k, q\} \). We will consider two cases.
Case 1: sign \( a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} \) = sign \( \tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij} \) = \theta. Then,

\[
\tilde{w}_i = \tilde{v}_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij}| + |\tilde{a}_{ip}| - \theta(\tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij})
\]

\[
= \tilde{v}_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij}| + |\tilde{a}_{ip}| - \theta \tilde{a}_{ip} + \theta \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}
\]

\[
= \tilde{v}_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij}|(1 + \theta s_j \text{sign}(a_{ij})) + |\tilde{a}_{ip}|(1 - \theta \text{sign}(\tilde{a}_{ip}))
\]

since \( \text{sign}(\tilde{a}_{ij}) = \text{sign}(a_{ij}) \) for all \( j \neq i \). Similarly, we have

\[
w_i = v_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}|(1 + \theta s_j \text{sign}(a_{ij})) + |a_{ip}|(1 - \theta \text{sign}(a_{ip}))
\]

and hence

\[
|\tilde{w}_i - w_i| \leq |\tilde{v}_i - v_i| + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij}| - |a_{ij}| |(1 + \theta s_j \text{sign}(a_{ij}))
\]

\[
+ |\tilde{a}_{ip}| - |a_{ip}| |(1 - \theta \text{sign}(a_{ip}))
\]

\[
\leq |\tilde{v}_i - v_i| + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij} - a_{ij}|(1 + \theta s_j \text{sign}(a_{ij}))
\]

\[
+ |\tilde{a}_{ip} - a_{ip}|(1 - \theta \text{sign}(a_{ip}))
\]

\[
\leq \epsilon v_i + \epsilon \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}|(1 + \theta s_j \text{sign}(a_{ij})) + \epsilon |a_{ip}|(1 - \theta \text{sign}(a_{ip}))
\]

\[
\leq \epsilon \left( v_i + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}| + |a_{ip}| - \theta a_{ip} + \theta \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} \right)
\]

\[
\leq \epsilon w_i
\]
Case 2: \(\text{sign}(a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}) \neq \text{sign}(\tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij})\). Note

\[
|\tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}| + |a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}|
= \left| \left(\tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}\right) - \left( a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}\right)\right|
\leq |\tilde{a}_{ip} - a_{ip}| + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{ij} - a_{ij}|
\leq \epsilon |a_{ip}| + \epsilon \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}|
\]

That is,

\[
|\tilde{a}_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}| + |a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}| \leq \epsilon \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \tag{2.38}
\]

which yields

\[
|\tilde{w}_i - w_i| = \left| \left(\tilde{v}_i + \sum_{j \notin \{1, \ldots, k, q\}} |\tilde{a}_{ij}| - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}\right) - \left( v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}\right)\right|
\leq |\tilde{v}_i - v_i| + \sum_{j \notin \{1, \ldots, k, q\}} ||\tilde{a}_{ij}| - |a_{ij}||
+ \left| \left(\tilde{a}_{ip} + \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \tilde{a}_{ij}\right) - \left( a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}\right)\right|
\leq \epsilon v_i + \epsilon \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| + \epsilon \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}|
\leq 2\epsilon \left( v_i \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{ij}| \right)
\]

From (2.38) we also have

\[
|a_{ip} + \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}| \leq \epsilon \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}|
\]
So,

\[
    w_i = v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| - |a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij}|
\]

\[
    \geq v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| - \epsilon \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}|
\]

\[
    \geq (1 - \epsilon) \left( v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \right).
\]

Rearranging gives

\[
    v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \leq \frac{w_i}{1 - \epsilon}
\]

and thus we have

\[
    |\tilde{w}_i - w_i| \leq 2\epsilon \left[ v_i + \sum_{j \notin \{1, \ldots, k, q\}} |a_{ij}| \right] \leq 2\epsilon \frac{w_i}{1 - \epsilon}
\]

for \(i \in \{1, \ldots, k, q\}\). Now, we consider \(i = p\). Note that

\[
    w_p = b_{pp} - \sum_{j \in \{1, \ldots, k, q\}} |b_{pj}| = a_{pp} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{pj} - \sum_{j \in \{1, \ldots, k, q\}} |a_{pj}|
\]

\[
    = v_p + \sum_{j \notin p} |a_{pj}| - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{pj} - \sum_{j \in \{1, \ldots, k, q\}} |a_{pj}|
\]

\[
    = v_p + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{pj}| - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{pj} = v_p + \sum_{j \notin \{1, \ldots, k, p, q\}} (|a_{pj}| - s_j a_{pj})
\]

\[
    = v_p + \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{pj}|(1 - s_j \text{sign}(a_{pj}))
\]

Similarly, we have

\[
    \tilde{w}_p = \tilde{v}_p + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{pj}|(1 - s_j \text{sign}(\tilde{a}_{pj})) = \tilde{v}_p + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{pj}|(1 - s_j \text{sign}(a_{pj}))
\]

since \(\text{sign}(\tilde{a}_{pj}) = \text{sign}(a_{pj})\). Thus,

\[
    |\tilde{w}_p - w_p| \leq |\tilde{v}_p - v_p| + \sum_{j \notin \{1, \ldots, k, p, q\}} |\tilde{a}_{pj} - a_{pj}|(1 - s_j \text{sign}(a_{pj}))
\]

\[
    \leq \epsilon v_i + \epsilon \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{pj}|(1 - s_j \text{sign}(a_{pj})) = \epsilon w_p
\]
So, we have that $|\tilde{w}_i - w_i| \leq \frac{2\epsilon}{1-\epsilon} w_i$ for all $i \in \{1, \ldots, k, p, q\}$. Hence, $\tilde{B}$ is a perturbation of $B$ that satisfies

$$|\tilde{w} - w| \leq \delta w, \ |\tilde{b}_{ip} - b_{ip}| \leq \delta(w_i + |b_{ip}|), \text{ and } |\tilde{b}_{ij} - b_{ij}| \leq \delta |b_{ij}| \quad (2.39)$$

for $i \in \{1, \ldots, k, p, q\}$ and $j \in [1:k, q]$ where $\delta = \frac{2\epsilon}{1-\epsilon}$. Note that $\delta \geq 0$ since $0 \leq \epsilon < 1$ and if $\epsilon < \frac{1}{3}$ then $\delta < 1$. \hfill \Box

**Lemma 2.19.** Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $B = [b_{ij}] \in \mathbb{R}^{(k+2) \times (k+2)}$ be defined as

$$b_{ij} = \begin{cases} a_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j \in \{1, \ldots, k, q\} \\ a_{ip} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{ij} & \text{for } i \in \{1, \ldots, k, p, q\} \text{ and } j = p \end{cases}$$

where $s_j = \text{sign}(a_{pj}^{(k+1)})$ and row and column indices of $B$ are indexed as $\{1, \ldots, k, p, q\}$ with $k + 1 \leq p, q \leq n$ and $p \neq q$. Let us define

$$(g_B)^{(k+1)}_{pp} := \det B([1:k,p],[1:k,p])$$

Then:

1. If $g_{kk}^{(k)} \neq 0$, then

$$(g_B)^{(k+1)}_{pp} = (v_p^{(k+1)} + |a_{pq}^{(k+1)}|)g_{kk}^{(k)}$$

2. If $g_{kk}^{(k)} = 0$ then $(g_B)^{(k+1)}_{pp} = 0$

**Proof.** Observe that $B([1:k,p],[1:k,p])$ and $A([1:k,p],[1:k,p])$ have columns 1 through $k$ equal. In fact,

$$B([1:k,p],[1:k,p]) = A([1:k,p],[1:k]), A([1:k,p],p) - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j A([1:k,p],j).$$

Use that the determinant is a linear function of any of its columns, assuming that the remaining columns are fixed, to obtain

$$(g_B)^{(k+1)}_{pp} = \det A([1:k,p],[1:k,p]) - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \det A([1:k,p],[1:k,j]) \quad (2.40)$$
If \( g_{kk} := \det A(1 : k, 1 : k) \neq 0 \), then

\[
(g_B)^{(k+1)}_{pp} = g_{kk} \left( \frac{\det A([1 : k, p], [1 : k, p])}{\det A(1 : k, 1 : k)} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j \frac{\det A([1 : k, p], [1 : k, j])}{\det A(1 : k, 1 : k)} \right)
\]

By (2.6)

\[
(g_B)^{(k+1)}_{pp} = g_{kk} \left( a_{pp}^{(k+1)} - \sum_{j \notin \{1, \ldots, k, p, q\}} s_j a_{pj}^{(k+1)} \right)
\]

\[
= g_{kk} \left( a_{pp}^{(k+1)} - \sum_{j \notin \{1, \ldots, k, p, q\}} |a_{pj}^{(k+1)}| \right)
\]

Since, \( a_{pj}^{(k+1)} = 0 \) for \( 1 \leq j \leq k \) then

\[
(g_B)^{(k)}_{kk} = g_{kk} \left( a_{pp}^{(k+1)} - \sum_{j \neq p} |a_{pj}^{(k+1)}| + |a_{pq}^{(k+1)}| \right)
\]

\[
= g_{kk} \left( v_p^{(k+1)} + |a_{pq}^{(k+1)}| \right)
\]

If \( g_{kk}^{(k)} = 0 \), then

\[
\det A([1 : k, p], [1 : k, p]) = 0. \tag{2.41}
\]

To see this, use that \( A([1 : k, p], [1 : k, p]) \) is row diagonally dominant with nonnegative diagonals, expand \( \det A([1 : k, p], [1 : k, p]) \) by cofactors across the last row and use Theorem 1.7 which gives

\[
0 = |\det A(1 : k, 1 : k)| \geq |\det A(1 : k, 1 : j - 1, j + 1 : k, p)|
\]

for \( j = 1, \ldots, k \).

In addition,

\[
\det A([1 : k, p], [1 : k, j]) = 0 \tag{2.42}
\]

for \( j \notin \{1, \ldots, k, p, q\} \). To see this, apply Theorem 1.7 to the row diagonally dominant matrix \( A([1 : k, p, j], [1 : k, p, j]) \) and get

\[
0 = |\det A([1 : k, p, j], [1 : k, p, j])| \geq |\det A([1 : k, p, j], [1 : k, j])|
\]

Combine (2.41) and (2.42) with (2.40) to obtain \( (g_B)^{(k+1)}_{pp} = 0 \). \qed
Theorem 2.20. Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$ and let $\tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ be a matrix that satisfies

$$|\tilde{v} - v| \leq \epsilon v \text{ and } |\tilde{A}_D - A_D| \leq \epsilon |A_D|$$

(2.43)

for some $\epsilon$ with $0 \leq \epsilon < \frac{1}{3}$. Let $1 \leq k \leq n - 2$, $k + 1 \leq p, q \leq n$ and $p \neq q$, then if $g^{(k)}_{kk} \neq 0$

$$|\tilde{g}^{(k+1)}_{pq} - g^{(k+1)}_{pq}| \leq \frac{4}{3} ((1 + \epsilon_0)^{k+1} - 1) (v^{(k+1)}_p + |a^{(k+1)}_{pq}|)g^{(k)}_{kk}$$

(2.44)

where $\epsilon_0 = \frac{6\epsilon}{1 - \epsilon}$. If $g^{(k)}_{kk} = 0$, then

$$\tilde{g}^{(k+1)}_{pq} = g^{(k+1)}_{pq} = 0$$

(2.45)

Proof. Suppose $g^{(k+1)}_{pq} \neq 0$. Define $B$ and $\tilde{B}$ as in Lemma 2.18. By the results of 2.18 we can apply Lemma 2.17 to obtain

$$| (\tilde{g}_B)_{pq}^{(k+1)} - (g_B)_{pq}^{(k+1)} | \leq \frac{4}{3} ((1 + 3\delta)^{k+1} - 1) (g_B)_{pp}^{(k+1)}$$

By the construction of $B$ and $\tilde{B}$, we have

$$(\tilde{g}_B)_{pq}^{(k+1)} = \tilde{g}^{(k+1)}_{pq} \text{ and } (g_B)_{pq}^{(k+1)} = g^{(k+1)}_{pq}$$

where $\delta = \frac{2\epsilon}{1 - \epsilon}$ and hence

$$|\tilde{g}^{(k+1)}_{pq} - g^{(k+1)}_{pq}| \leq \frac{4}{3} ((1 + 3\delta)^{k+1} - 1) (g_B)_{pp}^{(k+1)}.$$  

(2.46)

Apply Lemma 2.19 to obtain

$$|\tilde{g}^{(k+1)}_{pq} - g^{(k+1)}_{pq}| \leq \frac{4}{3} ((1 + 3\delta)^{k+1} - 1) (v^{(k+1)}_p + |a^{(k+1)}_{pq}|)g^{(k)}_{kk}.$$  

We have seen in the proof of Lemma 2.19 that $g^{(k)}_{kk} = 0$ implies $\det A([1 : k, p], [1 : k, p]) = 0$. That is, $g^{(k+1)}_{pp} = 0$ and thus by Lemma 2.12, $g^{(k+1)}_{pq} = 0$ and by Lemma 2.17, we have $\tilde{g}^{(k+1)}_{pq} = g^{(k+1)}_{pq} = 0$. \qed
Theorem 2.21. Let \( A = D(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \geq 0 \). Suppose \( A \) has LD factorization \( A = LDU \) and assume \( A \) is arranged for column diagonal dominance pivoting, i.e.

\[
a^{(k)}_{kk} = \max \{ a^{(k)}_{ii} : a^{(k)}_{ii} - \sum_{j=k, j \neq i}^{n} |a^{(k)}_{ji}| \geq 0, k \leq i \leq n \}
\]

Let \( \tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) be a matrix that satisfies

\[
|\tilde{A}_D - A_D| \leq \epsilon |A_D| \text{ and } |	ilde{v} - v| \leq \epsilon v
\]

for some \( \epsilon \) with \( 0 \leq \epsilon < \frac{1}{3} \). Assume \( 2n\epsilon_0 \leq 1 \), where \( \epsilon_0 = \frac{6\epsilon}{1 - \epsilon} \). Then, we have

1. \( \tilde{A} \) is row diagonally dominant with nonnegative diagonal entries and has LD factorization \( \tilde{A} = \tilde{L}\tilde{D}\tilde{U} \) where \( \tilde{L} = [\tilde{l}_{ij}] \), \( \tilde{D} = \text{diag}(d_i) \), and \( \tilde{U} = [\tilde{u}_{ij}] \),

2. \( |\tilde{d}_i - d_i| \leq \frac{2n\epsilon}{1 - 2n\epsilon} |d_i| \) for \( i = 1, \ldots, n \),

3. \( |\tilde{u}_{ij} - u_{ij}| \leq 3n\epsilon \) for \( i = 1, \ldots, n \), and

4. \( \|\tilde{L} - L\|_1 \leq \frac{n(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \).

Proof. Parts (1)-(3) are given in Theorem 2.7. For part (4), use Definition 2.3 and Theorem 2.20 with \( p = i, q = j \) and \( k = j - 1 \) to show

\[
\tilde{l}_{ij} = \frac{g^{(j)}_{ij}}{g^{(j)}_{jj}} = \frac{g^{(j)}_{ij} + \frac{4}{3} \chi(v^{(j)}_i + a^{(j)}_{ij})g^{(j-1)}_{j-1,j-1}}{g^{(j)}_{jj}(1 + \xi_1) \cdots (1 + \xi_j)}
\] (2.47)

where \( |\xi_1| \leq \epsilon, \ldots, |\xi_j| \leq \epsilon \), and \( |\chi| \leq ((1 + \epsilon_0)^j - 1) \). Define

\[
\zeta := \frac{1}{(1 + \xi_1) \cdots (1 + \xi_j)} - 1
\]

and note \( |\zeta| \leq \frac{1}{(1 - \epsilon)^j} - 1 \). Hence,

\[
\tilde{l}_{ij} = \left( l_{ij} + \frac{\frac{4}{3} \chi(v^{(j)}_i + a^{(j)}_{ij})}{a^{(j)}_{jj}} \right) (1 + \zeta) \text{ and } \tilde{l}_{ij} - l_{ij} = \zeta l_{ij} + \frac{\frac{4}{3} \chi(1 + \zeta)(v^{(j)}_i + a^{(j)}_{ij})}{a^{(j)}_{jj}}.
\]
Taking the absolute value gives
\[
|\tilde{l}_{ij} - l_{ij}| \leq |\zeta||l_{ij}| + \frac{4}{3}|\chi||1 + \zeta|\left\{v_i^{(j)} + |a_{ij}^{(j)}|\right\}
\]
and then summing over \(i\) yields
\[
\sum_{i=j}^{n} |\tilde{l}_{ij} - l_{ij}| \leq |\zeta|\sum_{i=j}^{n} |l_{ij}| + \frac{4}{3}|\chi||1 + \zeta|\frac{\sum_{i=j}^{n} (v_i^{(j)} + |a_{ij}^{(j)}|)}{a_{jj}^{(j)}}.
\]
By assumption that \(A\) is arranged for column diagonal dominance pivoting, which means that the produced matrix \(L\) is column diagonally dominant, we have
\[
\sum_{i=j}^{n} |l_{ij}| \leq 1
\]
for all \(j\). Use Theorem 2.14 to obtain,
\[
\sum_{i=j}^{n} |\tilde{l}_{ij} - l_{ij}| \leq |\zeta| + \frac{4}{3}|\chi||1 + \zeta|\frac{\sum_{i=j}^{n} (v_i^{(j)} + |a_{ij}^{(j)}|)}{a_{jj}^{(j)}}
\]
\[
\leq |\zeta| + \frac{4}{3}|\chi||1 + \zeta|(n-1)a_{jj}^{(j)}
\]
\[
= |\zeta| + \frac{4}{3}(n-1)|\chi||1 + \zeta|.
\]
\[
\leq \left(\frac{1}{(1-\epsilon)^n} - 1\right) + \frac{4}{3}(n-1)\left((1+\epsilon_0)^n - 1\right)\left(\frac{1}{(1-\epsilon)^n}\right)
\]
\[
\leq \frac{n(4n-1)\epsilon_0}{3(1-2n\epsilon_0)}
\]
if \(2n\epsilon_0 < 1\). \(\square\)
Recall that two applications of the LDU factorization are inverting a matrix and solving a system of linear system. In Section 3.2 we will utilize the determinant results from the previous chapter to improve upon perturbation results for inverses and solutions to linear systems for diagonally dominant matrices. The classical perturbation bounds are normwise and dependent on the condition number. By focusing on diagonally dominant matrices, we are able to prove bounds on the inverse that are entry-wise and independent of any condition number. Similarly, for the solution to linear systems, the additional structure allows us to present bounds that are dependent on a smaller condition number. We start by presenting classical perturbation results from the literature in section 3.1.

3.1 Classical perturbation results

Consider an invertible matrix $A \in \mathbb{R}^{n \times n}$. Let $A + E \in \mathbb{R}^{n \times n}$ be a perturbation of $A$. Classical perturbations for the inverse are normwise and dependent on the condition number. From [9], if $\|A^{-1}\|\|E\| < 1$, then

$$\frac{\|(A + E)^{-1} - A^{-1}\|}{\|A^{-1}\|} \leq \frac{\kappa(A)\|E\|}{1 - \kappa(A)\|E\|}$$

where $\kappa(A) = \|A\|\|A^{-1}\|$ is the condition number of matrix $A$.

That is, the relative perturbation in the inverse of matrix $A$ depends on the condition number of $A$ and the relative perturbation in $A$. Now, suppose we have the system $Ax = b$ and consider the perturbed system $\widetilde{A}\widetilde{x} = \widetilde{b}$. Let $\widetilde{A} = A + \delta A$, $\widetilde{x} = x + \delta x$, and $\widetilde{b} = b + \delta b$. Then the error in the perturbed solution satisfies

$$\frac{\|\delta x\|}{\|x\|} \leq \kappa(A) \left( \frac{\|\delta A\|}{\|A\|} + \frac{\|\delta b\|}{\|b\|} \right)$$

(3.1)
This normwise bound expresses the relative error in the solution as a multiple (dependent on the condition number) of the relative errors in the inputs.

3.2 Relative perturbation results for diagonally dominant matrices

Recall that the entries in the inverse of matrix $A$ can be found by computing minors of $A$, thus the determinant will play a crucial role in our bounds for the inverse. The proof of the following theorem, which presents a perturbation bounds for the inverse of a diagonally dominant matrix, utilizes Lemma 2.15 and Lemma 2.16 under a perturbation of type (2.7), see [13, Lemma 3 and Lemma 4].

**Theorem 3.1.** Let $A = D(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$. Suppose $A$ is nonsingular. Let $\tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ be such that

$$ |\tilde{v} - v| \leq \epsilon v \quad \text{and} \quad |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \quad \text{for } j \neq i \text{ and } 0 \leq \epsilon < 1 $$

Then $\tilde{A}$ is nonsingular and

$$ |(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij}| \leq \frac{(3n - 2)\epsilon}{1 - 2n\epsilon} |(A^{-1})_{jj}|. $$

**Proof.** From Lemma 2.15, we have

$$ \det \tilde{A} = \det A(1 + \eta_1) \cdots (1 + \eta_n) \neq 0 $$

with $|\eta_k| \leq \epsilon < 1$ for all $k$. Thus, $\tilde{A}$ is nonsingular.

Consider $j \neq i$. Without loss of generality suppose $i = n - 1$ and $j = n$. Using Lemma 2.17 with perturbation structure of type (2.7), see [13, Lemma 7], and (2.11) we have

$$ | \det \tilde{A}(n', n - 1') - \det A(n', n - 1') | = \left| \frac{\omega_{n-1}^{(n-1)} - \omega_{n-1}^{(n-1)}}{g_{n-1,n}^{(n-1)} - g_{n-1,n}^{(n-1)}} \right| $$

$$ \leq 2 \left( (1 + \epsilon)^{n-1} - 1 \right) g_{n-1,n-1}^{(n-1)} $$

$$ \leq 2 \left( (1 + \epsilon)^{n-1} - 1 \right) \det A(n', n') $$
That is,

$$|\det \tilde{A}(j', i') - \det A(j', i')| \leq 2 \left((1 + \epsilon)^{n-1} - 1\right) \det A(j', j')$$ (3.2)

Using Lemma 2.15, we have

$$(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij} = \frac{(-1)^{i+j} \det \tilde{A}(j', i') - (-1)^{i+j} \det A(j', i')}{\det \tilde{A}} - \frac{(-1)^{i+j} \det A(j', i')}{\det A}$$

where $|\eta_k| \leq \epsilon$. Let $\chi = \frac{1}{(1 + \eta_1) \ldots (1 + \eta_n)}$, and observe $|\chi| \leq \frac{1}{(1 - \epsilon)^n}$. Then,

$$(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij} = \frac{(-1)^{i+j} \chi (\det \tilde{A}(j', i') - \det A(j', i') + \det A(j', i'))}{\det A} - \frac{(-1)^{i+j} \det A(j', i')}{\det A}$$

$$= \frac{(-1)^{i+j} \chi (\det \tilde{A}(j', i') - \det A(j', i'))}{\det A} + (\chi - 1) \frac{(-1)^{i+j} \det A(j', i')}{\det A}$$

Taking the absolute value yields,

$$|(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij}| = \frac{|\chi||\det \tilde{A}(j', i') - \det A(j', i')|}{|\det A|} + |\chi - 1| \frac{|\det A(j', i')|}{|\det A|}$$

Now applying 3.2 gives,

$$|(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij}| \leq \frac{2 \left((1 + \epsilon)^{n-1} - 1\right) |\chi||\det A(j', j')|}{|\det A|} + |\chi - 1| \frac{|\det A(j', i')|}{|\det A|}$$

$$= 2 \left((1 + \epsilon)^{n-1} - 1\right) |\chi||(A^{-1})_{jj}| + |\chi - 1||(|A^{-1})_{ij}|$$

and hence,

$$|(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij}| \leq \frac{2 \left((1 + \epsilon)^{n-1} - 1\right)}{(1 - \epsilon)^n} |(A^{-1})_{jj}| + \left[\frac{1}{(1 - \epsilon)^n} - 1\right] |(A^{-1})_{ij}|$$ (3.3)
Note that
\[
\frac{1}{(1-\epsilon)^n} - 1 \leq \frac{n\epsilon}{1-n\epsilon}
\] (3.4)
and
\[
\frac{2((1+\epsilon)^{n-1} - 1)}{(1-\epsilon)^n} \leq \frac{2(n-1)\epsilon}{1-(n-1)\epsilon} \leq \frac{2(n-1)\epsilon}{1-n\epsilon} = \frac{2(n-1)\epsilon}{1-2n\epsilon}.
\]
Thus,
\[
|\tilde{A}^{-1}_{ij} - A^{-1}_{ij}| \leq \left(\frac{2(n-1)\epsilon}{1-2n\epsilon}\right) |(A^{-1})_{jj}| + \left(\frac{n\epsilon}{1-n\epsilon}\right) |(A^{-1})_{ij}|
\] (3.5)
From [13, Theorem 1e], we have
\[
|(A^{-1})_{ij}| \leq |(A^{-1})_{jj}|.
\]
Substituting into (3.5) yields the desired result.

Now consider \(i = j\). Using Lemma 2.16 and Lemma 2.15, we have
\[
(\tilde{A}^{-1})_{ii} = \frac{\det \tilde{A}(i', i')}{\det \tilde{A}} = \frac{(\det A(i', i'))(1 + \eta_1^{(i)})(1 + \eta_2^{(i)}) \cdots (1 + \eta_n^{(i)})}{(\det A)(1 + \eta_1) \cdots (1 + \eta_n)} = (A^{-1})_{ii} \frac{(1 + \eta_1^{(i)})(1 + \eta_2^{(i)}) \cdots (1 + \eta_n^{(i)})}{(1 + \eta_1) \cdots (1 + \eta_n)} = (A^{-1})_{ii} (1 + \xi)(1 + \chi)
\]
where \(\xi = (1 + \eta_1^{(i)})(1 + \eta_2^{(i)}) \cdots (1 + \eta_n^{(i)}) - 1\) and \(\chi = \frac{1}{(1+\eta_1) \cdots (1+\eta_n)} - 1\). Observe
\[
|\xi| \leq (1 + \epsilon)^n - 1 \quad \text{and} \quad |\chi| \leq \frac{1}{(1-\epsilon)^n} - 1
\]
Thus, using (3.4) and (3.2) we have
\[
|\tilde{A}^{-1}_{ii} - A^{-1}_{ii}| \leq |(A^{-1})_{ii}| |\chi| + |(A^{-1})_{ii}| |\xi||1 + \chi|
\]
\[
\leq |(A^{-1})_{ii}| \left(\frac{1}{(1-\epsilon)^n} - 1\right) + |(A^{-1})_{ii}| \left((1 + \epsilon)^n - 1\right) \left(\frac{1}{(1-\epsilon)^n}\right)
\]
\[
\leq |(A^{-1})_{ii}| \left(\frac{n\epsilon}{1-n\epsilon}\right) + |(A^{-1})_{ii}| \frac{n\epsilon}{1-n\epsilon} = |(A^{-1})_{ii}| \frac{2n\epsilon}{1-n\epsilon}
\]
\[
\leq \frac{(3n-2)\epsilon}{1-2n\epsilon} |(A^{-1})_{ii}|
\]
if \(n \geq 2\)

Theorem 3.1 gives that small perturbations in the data \(\mathcal{D}(A_D, v)\) results in small relative perturbations in the diagonal entries of the inverse. Ideally, we would also
see small relative perturbations in the off diagonal entries, however the perturbations of the off diagonal entries depend on the corresponding diagonal entry of the inverse. This is not an artifact of our proof. Consider the matrix $A = I_2$, the $2 \times 2$ identity matrix and suppose

$$
\tilde{A} = \begin{pmatrix}
1 + \epsilon & \epsilon \\
\epsilon & 1 + \epsilon
\end{pmatrix}
$$

for some $\epsilon$. Note that the inverse of $\tilde{A}$ is

$$
\tilde{A}^{-1} = \frac{1}{(1 + \epsilon)^2 - \epsilon^2} \begin{pmatrix}
1 + \epsilon & -\epsilon \\
-\epsilon & 1 + \epsilon
\end{pmatrix}
$$

and observe that the off-diagonal entries, $-\frac{\epsilon}{1 + 2\epsilon}$, which can not be small relative to the corresponding off-diagonal entry of $A^{-1}$ but is small relative to the corresponding diagonal entry.

The bound in Theorem 3.1 leads to some satisfactory relative normwise bounds for the inverse given below, which shows independence from any condition number.

**Corollary 3.2.** Let $A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n}$ be such that $v \geq 0$. Suppose $A$ is nonsingular. Let $\tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n}$ be such that

$$
|\tilde{v} - v| \leq \epsilon v \quad \text{and} \quad |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \quad \text{for } j \neq i \text{ and } 0 \leq \epsilon < 1
$$

Suppose $\| \cdot \|$ is either the 1-norm, the infinity norm, or the Frobenius norm. Then

$$
\frac{\|\tilde{A}^{-1} - A^{-1}\|}{\|A^{-1}\|} \leq \frac{n(3n - 2)\epsilon}{1 - 2n\epsilon}
$$

**Proof.** From [13, Theorem 1e], we have $|(A^{-1})_{ij}| \leq |(A^{-1})_{jj}| \leq \max_{k,l} |(A^{-1})_{kl}|$. Thus, Theorem 3.1 gives

$$
|(\tilde{A}^{-1})_{ij} - (A^{-1})_{ij}| \leq \left(\frac{3n - 2}{1 - 2n\epsilon}\right) \max_{k,l} |(A^{-1})_{kl}|
$$

for $i \neq j$. Similarly, from the proof of Theorem 3.1 we have

$$
|(\tilde{A}^{-1})_{ii} - (A^{-1})_{ii}| \leq \left(\frac{2n - 1}{1 - 2n\epsilon}\right) |(A^{-1})_{ii}| \leq \left(\frac{2n - 1}{1 - 2n\epsilon}\right) \max_{k,l} |(A^{-1})_{kl}|
$$
If \( n \geq 1 \) then \( 3n - 2 \geq 2n - 1 \) and hence
\[
|((\tilde{A}^{-1})_{ii} - (A^{-1})_{ii})| \leq \left( \frac{(3n - 2)\epsilon}{1 - 2n\epsilon} \right) \max_{k,l} |(A^{-1})_{kl}|.
\] (3.7)

From (3.6) and (3.7) we have
\[
\|\tilde{A}^{-1} - A^{-1}\| \leq n \left( \frac{(3n - 2)\epsilon}{1 - 2n\epsilon} \right) \max_{k,l} |(A^{-1})_{kl}|
\leq n \left( \frac{(3n - 2)\epsilon}{1 - 2n\epsilon} \right) \|A^{-1}\|
\]

\[\square\]

With the results of Theorem 3.1 we can now present perturbation bounds for the solution to the linear system.

**Theorem 3.3.** Let \( A = D(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \geq 0 \). Suppose \( A \) is nonsingular. Let \( \tilde{A} = D(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) be such that
\[
|\tilde{v} - v| \leq \epsilon v \quad \text{and} \quad |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \quad \text{for} \ j \neq i \ \text{and} \ 0 \leq \epsilon < 1.
\]

Suppose \( b, \delta b \in \mathbb{R}^{n \times n} \) such that \( \|\delta b\|_\infty \leq \epsilon \|b\|_\infty \) and consider the solutions of the linear systems
\[
Ax = b \quad \tilde{A}\tilde{x} = b + \delta b
\] (3.8)

Then, if \( 2n\epsilon < 1 \),
\[
\frac{\|\tilde{x} - x\|_2}{\|x\|_2} \leq \left[ \frac{(3n^2 - 2n + 1)\epsilon + (3n^2 - 4n)\epsilon^2}{1 - 2n\epsilon} \right] \frac{\|A^{-1}\|_2 \|b\|_2}{\|x\|_2}
\] (3.9)

**Proof.** The solutions of the linear systems (3.8) can be rewritten in terms of the inverses of \( A \) and \( \tilde{A} \) as
\[
x = A^{-1}b \quad \tilde{x} = \tilde{A}^{-1}b + \tilde{A}^{-1}\delta b
\]

Subtracting them yields,
\[
\tilde{x} - x = (\tilde{A}^{-1} - A^{-1})b + \tilde{A}^{-1}\delta b.
\]
Taking the norm and applying Theorem 3.1 gives,

\[
\|\tilde{x} - x\|_2 \leq \|\tilde{A}^{-1} - A^{-1}\|_2 \|b\|_2 + \|\tilde{A}^{-1}\|_2 \delta b \|_2 \\
\leq \|\tilde{A}^{-1} - A^{-1}\|_2 \|b\|_2 + \left[\|\tilde{A}^{-1} - A^{-1}\|_2 + \|A^{-1}\|_2\right] \epsilon \|b\|_2 \\
\leq \frac{n(3n - 2)\epsilon}{1 - 2n\epsilon} \|A^{-1}\|_2 \|b\|_2 + \epsilon \left[\frac{n(3n - 2)\epsilon}{1 - 2n\epsilon} + 1\right] \|A^{-1}\|_2 \|b\|_2 \\
\leq \left[\frac{n(3n - 2)\epsilon}{1 - 2n\epsilon} + \epsilon \left(\frac{n(3n - 2)\epsilon}{1 - 2n\epsilon} + 1\right)\right] \|A^{-1}\|_2 \|b\|_2
\]

Simplify and divide by \(\|x\|_2\) to get the desired result. \(\square\)

The following example illustrates how Theorem 3.3 improves the classical bound in (3.1)

**Example 3.4.** Let

\[
A = \begin{pmatrix}
30000 & -15000 & 15000 \\
-10000 & 20020 & 10000 \\
20000 & 5000 & 25000
\end{pmatrix}
\]

and consider the linear system \(Ax = b\) where \(b = [10000, 10000, -10000]^T\). Let

\[
\tilde{A} = A + E = \begin{pmatrix}
30015 & -15015 & 15000 \\
-10000 & 20020 & 10000 \\
20000 & 5000 & 25000
\end{pmatrix}
\]

and suppose \((A + E)\tilde{x} = b\). The bound in (3.1) gives the relative perturbation bound

\[
\frac{\|\tilde{x} - x\|_2}{\|x\|_2} \leq \frac{1351}{300} \approx 4.5033
\]

compare this to the bound we presented in Theorem 3.3

\[
\frac{\|\tilde{x} - x\|_2}{\|x\|_2} \leq \frac{629}{28400} \approx 2.2148 \times 10^{-2}
\]
and the actual relative perturbation

\[ \frac{\|\bar{x} - x\|_2}{\|x\|_2} \leq \frac{1802}{4055777} \approx 4.4430 \times 10^{-4}. \]

In the above, we have used MAPLE to compute \( x \) and \( \bar{x} \) exactly.

Theorem 3.3 shows that the sensitivity of the linear system \( Ax = b \) to perturbations is mainly dependent upon the term \( \kappa(A, b) = \|A^{-1}\|_2\|b\|_2/\|x\|_2 \). Observe that the usual condition number \( \kappa(A) \) can be defined as

\[ \kappa(A) = \limsup_{\epsilon \to 0} \left\{ \frac{\|(A + E)^{-1} - A^{-1}\|}{\epsilon\|A^{-1}\|} : \|E\| \leq \epsilon, \|A^{-1}\| \leq \epsilon \right\}. \]

In practice, it is of interest to define a condition number of the linear system \( Ax = b \)

\[ \kappa(A, b) = \limsup_{\epsilon \to 0} \left\{ \frac{\|(A + E)^{-1}(b + h) - A^{-1}b\|}{\epsilon\|A^{-1}b\|} : (A + E)\bar{x} = b + h, \|E\| \leq \epsilon, \|h\| \leq \epsilon \right\}. \]

The condition number \( \kappa(A, b) \) for the linear system measures the sensitivity of the solution \( x \) to relative perturbations in \( A \) and \( b \). If we assume only \( b \) is perturbed and \( A \) is unchanged then we have

\[ \kappa(A, b) = \limsup_{\epsilon \to 0} \left\{ \frac{\|A^{-1}(b + h) - A^{-1}b\|}{\epsilon\|A^{-1}b\|} : A\bar{x} = b + h, \|h\| \leq \epsilon\|b\| \right\} \]

\[ = \limsup_{\epsilon \to 0} \left\{ \frac{\|\bar{x} - x\|}{\epsilon\|x\|} : A\bar{x} = b + h, \|h\| \leq \epsilon\|b\| \right\} \]

\[ = \frac{\|A^{-1}\|\|b\|}{\|x\|} \]

In general it is obvious that

\[ 1 \leq \kappa(A, b) \leq \kappa(A) \]

since

\[ \kappa(A, b) \leq \kappa(A) + \frac{\|A^{-1}\|\|b\|}{\|A^{-1}b\|} \]

In fact, if \( \kappa(A) \gg 1 \), then \( \kappa(A, b) \ll \kappa(A) \) for most vectors \( b \). The condition number \( \kappa(A, b) \) is usually a moderate number and, as discussed in [16], it is only large if \( b \) is
almost orthogonal to the singular vector corresponding to the smallest singular value of $A$. 
Chapter 4  Symmetric eigenvalue problem and singular value problem

Eigenvalues play an important role in problems where the matrix is a transformation from one vector space onto itself such as in systems of linear ordinary differential equations. Singular values play an important role in problems where the matrix is a transformation from one vector space to a different vector space such as in systems of over- or underdetermined algebraic equations.

In this chapter we will discuss the classical additive perturbation bounds and the more recent work with multiplicative perturbation bounds for eigenvalues as discussed in [26]. Then we will narrow our focus to diagonally dominant matrices and discuss the work of Ye [44] that presents relative perturbation bounds for symmetric positive semidefinite diagonally dominant matrices. We then generalize this perturbation bound to all symmetric matrices. Recall that for symmetric positive definite matrices the eigenvalues and singular values coincide. Hence, we will discuss singular values of a general diagonally dominant matrix in this chapter as well.

4.1 Classical perturbation results

The classical perturbation result for the eigenvalues of the perturbed matrix $A + E$ is Weyl’s Theorem given below.

**Theorem 4.1** (Weyl’s Theorem [9]). Let $A$ and $E$ be symmetric $n \times n$ matrices. Let $\lambda_1 \leq \cdots \leq \lambda_n$ be the eigenvalues of $A$ and $\tilde{\lambda}_1 \leq \cdots \leq \tilde{\lambda}_n$ be the eigenvalues of $\tilde{A} = A + E$. Then,

$$|\lambda_i - \tilde{\lambda}_i| \leq \|E\|_2.$$ 

This result shows that the absolute error between the eigenvalue of the perturbed matrix $A + E$ and the corresponding eigenvalue of $A$ is bounded by the two norm of
the absolute perturbation $E$. A similar Weyl-type bound is given for singular values below.

**Theorem 4.2** ([9]). *Let $A$ and $E$ be any matrices of the same size and let $\sigma_1 \geq \cdots \geq \sigma_n$ be the singular values of $A$ and $\tilde{\sigma}_1 \geq \cdots \geq \tilde{\sigma}_n$ be the singular values of $\tilde{A} = A + E$. Then,*

$$|\tilde{\sigma}_i - \sigma_i| \leq \|E\|.$$  

Both additive perturbation bounds would directly produce relative perturbation bounds that are dependent on the eigenvalue or singular value itself. As we discussed in the introduction in Example 1.2 this produces several disadvantages, specifically that the bound produced for small eigenvalues and singular values could be very pessimistic. We will now consider one structure perturbation, i.e. multiplicative perturbations, which produces relative perturbation bounds.

In the rest of this section, consider a symmetric matrix $A$ and its perturbation $\tilde{A}$ that can be written as $\tilde{A} = D_1AD_2$ where $D_1$ and $D_2$ are nonsingular matrices close to $I$. However, for the following bounds, we must assume that the perturbation $\tilde{A}$ has the form $\tilde{A} = DAD^T$ for some nonsingular matrix $D$ so that $\tilde{A}$ remains symmetric.

In the following bounds, we will assume $A \in \mathbb{R}^{n \times n}$ has eigenvalues

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$$

and we will assume the perturbed matrix $\tilde{A} \in \mathbb{R}^{n \times n}$ has eigenvalues

$$\tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_n.$$  

**Theorem 4.3** (Ostrowski’s Theorem [24]).

$$\lambda_{\min}[DD^T] \lambda_i \leq \tilde{\lambda}_i \leq \lambda_{\max}[DD^T]$$
Ostrowski’s theorem bounds the ratio of exact to perturbed eigenvalues in terms of the smallest and the largest eigenvalues of $DD^T$, which implies the relative perturbation bound

$$\lambda_{\text{min}}[DD^T] - 1 \leq \frac{\tilde{\lambda}_i - \lambda_i}{\lambda_i} \leq \lambda_{\text{max}}[DD^T] - 1$$

We can rephrase Ostrowski’s Theorem in terms of the two norm of $DD^T$.

**Theorem 4.4.**

$$\frac{|\lambda_i|}{\|(DD^T)^{-1}\|_2} \leq |\tilde{\lambda}_i| \leq |\lambda_i|\|DD^T\|_2$$

The term $DD^T$ measures how close $D$ is to being orthogonal. If $DD^T = I$ then $\lambda_{\text{min}}[DD^*] = \lambda_{\text{max}}[DD^T] = 1$ and $\|DD^T\|_2 = 1$. Thus, if $D$ is close to orthogonal then the ratio $|\tilde{\lambda}_i|/|\lambda_i|$ is close to 1. We use a triangular matrix to illustrate the bound in the following example.

**Example 4.5.** Consider the symmetric tridiagonal matrix

$$A = \begin{pmatrix} 0 & \alpha_1 \\ \alpha_1 & 0 & \alpha_2 \\ & \alpha_2 & 0 & \alpha_3 \\ && \alpha_3 & 0 & \alpha_4 \\ &&& \alpha_4 & 0 & \alpha_5 \\ &&&& \alpha_5 & 0 \end{pmatrix}$$

and the component-wise relative perturbation of a single off diagonal pair

$$\tilde{A} = \begin{pmatrix} 0 & \beta_1 \alpha_1 \\ \beta_1 \alpha_1 & 0 & \beta_2 \alpha_2 \\ & \beta_2 \alpha_2 & 0 & \beta_3 \alpha_3 \\ && \beta_3 \alpha_3 & 0 & \beta_4 \alpha_4 \\ &&& \beta_4 \alpha_4 & 0 & \beta_5 \alpha_5 \\ &&&& \beta_5 \alpha_5 & 0 \end{pmatrix}$$
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where \( \beta_i \neq 0 \) is close to 1. The perturbed matrix \( \tilde{A} \) can be represented as a multiplicative perturbation \( \tilde{A} = DAD \), where

\[
D = \begin{pmatrix}
\beta_1 \\
1 \\
\beta_2 \\
\beta_3 \\
\beta_4 \\
\beta_5 \\
\beta_6 \\
\beta_7
\end{pmatrix}
\]

The bound in Theorem 4.3 yields

\[
\frac{1}{\eta} |\lambda_i| \leq |\tilde{\lambda}_i| \leq \eta |\lambda_i|
\]

where \( \eta = \prod_{j=1}^{5} \max\{|\beta_j|, 1/|\beta_j|\} \). Thus, the ratio between perturbed and exact eigenvalues is close to 1 if the perturbations \( |\beta_j| \) are close to one.

Following from Ostrowski’s theorem, we now examine a Weyl-type bound that bounds the largest distance between a perturbed eigenvalue and the corresponding exact eigenvalue. That is, the \( i \)th largest perturbed eigenvalue is paired with the \( i \)th largest exact eigenvalue.

**Theorem 4.6 ([9]).**

\[
|\tilde{\lambda}_i - \lambda_i| \leq |\lambda_i| \|DD^T - I\|_2.
\]

If \( \lambda_i \neq 0 \), then we can write

\[
\frac{|\tilde{\lambda}_i - \lambda_i|}{|\lambda_i|} \leq \|DD^T - I\|_2
\]

We can use Ostrowski’s Theorem for eigenvalues to present similar perturbation results for singular values. In the following bounds, we will let \( B \in \mathbb{R}^{m \times n} \) with singular values

\[
\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0
\]
and we will assume the perturbed matrix $\tilde{B} = D_1BD_2$ has singular values

$$\tilde{\sigma}_1 \geq \tilde{\sigma}_2 \geq \cdots \geq \tilde{\sigma}_n \geq 0$$

We obtain the following result by converting the singular value problem to an eigenvalue problem and applying the eigenvalue result in Theorem 4.3.

**Theorem 4.7.**

$$\frac{\sigma_i}{\|D_1^{-1}\|\|D_2^{-1}\|} \leq \tilde{\sigma}_i \leq \sigma_i \|D_1\|\|D_2\|$$

If $D_1$ and $D_2$ are almost orthogonal, then the norms in Theorem 4.7 are almost 1 and thus the ratio between perturbed and exact singular value is almost 1. We illustrate the bound in Theorem 4.7 with the following example.

**Example 4.8 ([26, 17]).** Consider the bidiagonal matrix

$$B = \begin{pmatrix} \alpha_1 & \beta_1 \\ \alpha_2 & \beta_2 \\ \alpha_3 & \beta_3 \\ \alpha_4 & \end{pmatrix}$$

and the componentwise perturbation

$$\tilde{B} = \begin{pmatrix} \gamma_1\alpha_1 & \gamma_2\beta_1 \\ \gamma_3\alpha_2 & \gamma_4\beta_2 \\ \gamma_5\alpha_3 & \gamma_6\beta_3 \\ \gamma_7\alpha_4 & \end{pmatrix}$$

where $\gamma_j \neq 0$ are close to 1. We can write $\tilde{B} = D_1BD_2$ where

$$D_1 = \begin{pmatrix} \gamma_1 \\ \frac{\gamma_1\gamma_3}{\gamma_2} \\ \frac{\gamma_1\gamma_3\gamma_5}{\gamma_4} \\ \frac{\gamma_1\gamma_3\gamma_5\gamma_7}{\gamma_6} & \end{pmatrix}, \quad D_2 = \begin{pmatrix} 1 \\ \frac{\gamma_2}{\gamma_1} \\ \frac{\gamma_2\gamma_4}{\gamma_3} \\ \frac{\gamma_2\gamma_4\gamma_6}{\gamma_5} & \end{pmatrix}$$
Applying Theorem 4.7 gives

\[ \frac{1}{\eta} \sigma_i \leq \tilde{\sigma}_i \leq \eta \sigma_i \]

where \( \eta = \prod_{j=1}^{7} \max\{|\gamma_i|, 1/|\gamma_i|\} \). Thus, if each perturbation \( \gamma_i \) is close to 1, then the ratio of perturbed singular values to exact singular values is close to one.

We can also convert the singular value problem to the eigenvalue problem and apply the normwise version of Ostrowski’s Theorem.

**Theorem 4.9.**

\[ |\sigma_i - \tilde{\sigma}_i| \leq \sigma_i \max\{\|I - D_1^{-1}D_1^{-T}\|, \|I - D_2^{-T}D_2^{-1}\|\} \]

The terms \( \|I - D_1^{-1}D_1^{-T}\| \) and \( \|I - D_2^{-T}D_2^{-1}\| \) represent the relative deviations of \( D_1 \) and \( D_2 \) from being orthogonal. Hence, if \( D_1 \) and \( D_2 \) are close to being orthogonal, then the relative error in the perturbed singular value is small.

### 4.2 Relative perturbation results for diagonally dominant matrices

The bounds presented in section 4.1 are only convenient for certain matrix structures. The examples we used to illustrate the bounds were tridiagonal or bidiagonal matrices. It is very challenging to write perturbations of matrices with other structures multiplicatively. In the remainder of this chapter, we will focus on symmetric diagonally dominant matrices to improve upon these results. In [44], Ye presents a relative perturbation bound for the eigenvalues of symmetric positive semidefinite diagonally dominant matrices.

**Theorem 4.10 ([44]).** Let \( A = [a_{ij}] \) and \( \tilde{A} = [\tilde{a}_{ij}] \) be two symmetric positive semidefinite diagonally dominant matrices, and let \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) and \( \tilde{\lambda}_1 \leq \tilde{\lambda}_2 \leq \cdots \leq \tilde{\lambda}_n \) be their eigenvalues, respectively. If, for some \( 0 \leq \epsilon < 1 \),

\[ |a_{ij} - \tilde{a}_{ij}| \leq \epsilon |a_{ij}| \text{ for all } i \neq j \]
and

\[ |v_i - \tilde{v}_i| \leq \epsilon v_i \text{ for all } i, \]

where \( v_i = a_{ii} - \sum_{j \neq i} |a_{ij}| \) and \( \tilde{v}_i = \tilde{a}_{ii} - \sum_{j \neq i} |\tilde{a}_{ij}| \) then we have for all \( i \)

\[ |\tilde{\lambda}_i - \lambda_i| \leq \epsilon \lambda_i \]

Theorem 4.10 proves that if the diagonally dominant parts, i.e. \( v_i \), and off diagonal entries of a symmetric positive semidefinite matrix are perturbed with relative error bounded by \( \epsilon \), then the relative error in the eigenvalues is bounded by \( \epsilon \) as well. This work is significant because the relative perturbation bound is independent of any condition number and the eigenvalue itself.

Positive semidefinite diagonally dominant matrices are characterized as having only non-negative diagonals. We can generalize this result by considering diagonally dominant matrix with negative diagonals. Consider the parameterization of a matrix \( A \) given in Definition 1.6. We generalize this parameterization to allow for negative diagonals below.

**Definition 4.11.** Let \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) be any matrix. Define the following terms:

\[
\begin{align*}
v_i &= |a_{ii}| - \sum_{j \neq i} |a_{ij}|, \text{ for } i = 1, \ldots, n \\
A_D &= \begin{cases} 
0 & \text{for } i = j \\
\tilde{a}_{ij} & \text{for } i \neq j 
\end{cases} \\
S &= \text{diag}(\text{sign}(a_{11}), \ldots, \text{sign}(a_{nn}))
\end{align*}
\]

Then, \( A = D(A_D, v, S) \) is a parameterization of \( A \) by diagonally dominant parts.

With this updated parameterization, we note that row diagonal dominance is equivalent to \( v \geq 0 \).

We now present perturbation results for the eigenvalues of a symmetric indefinite diagonally dominant matrix. In our proof we will construct a matrix that is nonsym-
metric with non-negative entries and apply Theorem 2.7. We also utilize the following auxiliary result.

**Lemma 4.12.** Let \( y \geq 0 \) and \( 0 \leq \delta < 1 \). Then,

\[
\left( \frac{1+\delta}{1-\delta} \right)^y - 1 \geq 1 - \left( \frac{1-\delta}{1+\delta} \right)^y
\]

**Proof.** Let \( x = \left( \frac{1+\delta}{1-\delta} \right)^y \) and observe \( x > 0 \). Thus,

\[
x + \frac{1}{x} \geq 2
\]

\[
x - 1 \geq 1 - \frac{1}{x}
\]

Substitute to obtain the desired result. \( \square \)

**Theorem 4.13.** Let \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \) be the eigenvalues of the symmetric matrix \( A = D(A_D, v, S) \in \mathbb{R}^{n \times n} \) with \( v \geq 0 \). Let \( \tilde{A} = D(\tilde{A}_D, \tilde{v}, S) \) be a symmetric matrix such that

\[
|\tilde{v} - v| \leq \epsilon |v| \quad \text{and} \quad |\tilde{A}_D - A_D| \leq \epsilon |A_D|
\]

for \( 0 \leq \epsilon < 1 \) and let \( \tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \ldots \geq \tilde{\lambda}_n \) be the eigenvalues of \( \tilde{A} \). If \( n^3 \epsilon < 1/5 \), then

\[
|\tilde{\lambda}_i - \lambda_i| \leq (2\nu + \nu^2)|\lambda_i|
\]

for \( i = 1, \ldots, n \) where \( \nu = \frac{4n^3 \epsilon}{1 - n\epsilon} \).

**Proof.** Observe that \( S \) remains unperturbed. Assume \( A \) is nonsingular and has LDU decomposition \( A = LDL^T \). Since \( A \) is symmetric then \( U = L^T \), that is, \( A = LDL^T \).

Define the following terms

\[
C = SA, \quad C_D = SA_D, \quad v_C = v
\]

\[
\tilde{C} = S\tilde{A}, \quad \tilde{C}_D = S\tilde{A}_D, \quad \tilde{v}_C = \tilde{v}
\]
Thus,
\[ |\tilde{C}_D - C| \leq \epsilon |C_D| \quad \text{and} \quad |\tilde{v}_C - v_C| \leq \epsilon |v_C| \]

Note,
\[
C = SA = SLDL^T = SL(SS)DL^T = (SLS)(SD)L^T
\]

Thus, \( C \) has LDU factorization \( C = L_C D_C U_C = (SLS)(SD)L^T \). Also note that \( C \) is a nonsymmetric diagonally dominant matrix with non-negative diagonal entries. Thus, we can apply Theorem 2.7 (1) and obtain that \( \tilde{C} \) is also a nonsingular diagonally dominant matrix with LDU factorization \( \tilde{C} = \tilde{L}_C \tilde{D}_C \tilde{U}_C \). That is,
\[
\tilde{C} = \tilde{L}_C \tilde{D}_C \tilde{U}_C = (S\tilde{L}S)(S\tilde{D})(\tilde{L}^T) = S\tilde{L}\tilde{D}\tilde{L}^T
\]

This implies that \( \tilde{A} \) has LDU factorization \( \tilde{A} = \tilde{L}\tilde{D}\tilde{L}^T \). Since \( A \) is square and invertible by assumption, then this LDU factorization is unique. Furthermore, from parts (2) and (3) of Theorem 2.7 we obtain the following bounds.
\[
(\tilde{D}_C)_{ii} = (D_C)_{ii} \frac{(1 + \eta_{i1}) \cdots (1 + \eta_{ii})}{(1 + \eta_{i-1,1}) \cdots (1 + \eta_{i-1,i-1})}, \text{ where } |\eta_{ik}| \leq \epsilon, |\eta_{i-1,p}| \leq \epsilon
\]
for \( k = 1, \ldots, i \) and \( p = 1, \ldots, i - 1 \), and
\[
|(\tilde{L}_C)_{ij} - (L_C)_{ij}| \leq 3i\epsilon \leq 3n\epsilon
\]

From (4.1), we obtain
\[
\tilde{d}_{ii} = d_{ii} \frac{(1 + \eta_{i1}) \cdots (1 + \eta_{ii})}{(1 + \eta_{i-1,1}) \cdots (1 + \eta_{i-1,i-1})}
\]

Set \( \gamma_i = \sqrt{(1 + \eta_{i1}) \cdots (1 + \eta_{ii})} - 1 \). Then, \( \tilde{d}_{ii} = d_{ii}(1 + \gamma_i)^2 \) and we can use Lemma 4.12 to obtain
\[
|\gamma_i| \leq \left( \frac{1 + \epsilon}{1 - \epsilon} \right)^{n/2} - 1.
\]

It can be shown by induction that
\[
\left( \frac{1 + \epsilon}{1 - \epsilon} \right)^{n/2} - 1 \leq \frac{n\epsilon}{1 - n\epsilon}
\]
Set $W = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_n)$. Then, we can write $\tilde{D}$ as

$$\tilde{D} = (I + W)D(I + W) \text{ with } \|W\|_{\text{max}} \leq \frac{n\epsilon}{1 - n\epsilon}.$$

(4.3)

Also, note

$$\tilde{L}_C - L_C = S\tilde{L}S - SLS = S(\tilde{L} - L)S = \tilde{L} - L$$

and thus, using (4.2) we have

$$|\tilde{l}_{ij} - l_{ij}| \leq 3n\epsilon \text{ and } \|\Delta L\|_{\text{max}} \leq 3n\epsilon.$$

(4.4)

Consider

$$\tilde{A} = \tilde{L}\tilde{D}\tilde{L}^T = (L + \Delta L)(I + W)D(I + W)(L + \Delta L)^T$$

$$= [L + \Delta L + LW + \Delta LW]D[L + \Delta L + LW + \Delta LW]^T$$

$$= (I + F)LWL^T(I + F)^T$$

where $F = \Delta L^{-1} + LW^{-1} + \Delta LW^{-1}$. Since $L$ is column diagonally dominant, then $\|L\|_{\text{max}} \leq 1$. Moreover, the inverse of a column diagonally dominant matrix is row diagonally dominant, so $\|L^{-1}\|_{\text{max}} \leq 1$. These bounds, combined with (4.3) and (4.4) yield

$$\|F\|_2 \leq n\|F\|_{\text{max}} = n\|\Delta L^{-1} + LW^{-1} + \Delta LW^{-1}\|_{\text{max}}$$

$$\leq n\left[\|\Delta L\|_{\text{max}}\|L^{-1}\|_{\text{max}} + \|LW\|_{\text{max}}\|L^{-1}\|_{\text{max}} + \|\Delta L\|_{\text{max}}\|WL^{-1}\|_{\text{max}}\right]$$

$$\leq n\left[3n\epsilon + \frac{n\epsilon}{1 - n\epsilon} + 3n\epsilon \left(\frac{n\epsilon}{1 - n\epsilon}\right)\right] = \frac{4n^2\epsilon}{1 - n\epsilon}$$

If we restrict $n^2\delta < 1/5$, then $\|F\| < 1$ which implies $I + F$ is nonsingular. Hence, we can apply [17, Theorem 2.1], which states if $\tilde{A} = D^T AD$ for some nonsingular matrix $D$, then

$$|\tilde{\lambda}_i - \lambda_i| \leq |\lambda_i|\|D^T D - I\|,$$  

(4.5)
with \( D = (I + F)^T \). Note that
\[
\| D^T D - I \| = \| (I + F)(I + F)^T - I \| = \| F + F^T + FF^T \|
\]
\[
\le \| F \| + \| F \| + \| F \| \| F \| = 2 \| F \| + \| F \|^2
\]
\[
\le 2 \left( \frac{4n^2 \epsilon}{1 - n \epsilon} \right) + \left( \frac{4n^2 \epsilon}{1 - n \epsilon} \right)^2 = 2 \nu + \nu^2
\]
where \( \nu = \left( \frac{4n^2 \epsilon}{1 - n \epsilon} \right) \). Hence, from (4.5) becomes
\[
| \tilde{\lambda}_i - \lambda_i | \le | \lambda_i | \left( 2 \nu + \nu^2 \right),
\]
\[
\square
\]

Note that this result holds if the matrix \( A \) is singular. To prove, from [13, Theorem 2] there exists a permutation matrix \( P \) such that \( B = P A P^T \) has an LDU factorization and we can construct a parameterization of \( B \) from the parameterization of \( A = \mathcal{D}(A_D, v, S) \). From here, we can proceed with the proof using \( B \).

We now consider the singular values for nonsymmetric diagonally dominant matrices with nonnegative diagonals. Recall that for symmetric matrices, the singular values are the absolute values of the eigenvalues and thus we can use bounds previously. In the following theorem we show that if a diagonally dominant matrix is perturbed such that the diagonally dominant parts and off diagonal entries have relative errors bounded by some \( \epsilon \), then the singular values have relative errors that depend on only \( \epsilon \) and the size of the matrix.

**Theorem 4.14.** Let \( A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n} \) be such that \( v \ge 0 \) and let \( \tilde{A} = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n} \) be such that
\[
| \bar{v} - v | \le \epsilon v \quad \text{and} \quad | \tilde{A}_D - A_D | \le \epsilon | A_D |
\]
for some \( 0 \le \epsilon < \frac{1}{3} \). Let \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \) and \( \bar{\sigma}_1 \geq \bar{\sigma}_2 \geq \cdots \geq \bar{\sigma}_n \) be the singular values of \( A \) and \( \tilde{A} \), respectively. Define
\[
\nu := \frac{n^3(4n - 1) \epsilon_0}{1 - 2n \epsilon_0}
\]
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where \( \epsilon_0 = \frac{12\epsilon}{1 - \epsilon} \). If \( 2n\epsilon_0 < 1 \) and \( \nu < 1 \), then

\[ |\tilde{\sigma}_i - \sigma_i| \leq (2\nu + \nu^2)\sigma_i \]

for \( i = 1, \ldots, n \).

**Proof.** Without loss of generality, we assume that \( A \) is arranged for column diagonal dominance pivoting. Note that \( A \) has LDU factorization \( A = LDU \) and apply Theorem 2.7 to show that \( \tilde{A} \) has LDU factorization \( \tilde{A} = \tilde{L}\tilde{D}\tilde{U} \) such that for \( 2n\epsilon < 1 \),

\[ \tilde{d}_i = d_i(1 + w_i) \text{ where } |w_i| \leq \frac{2n\epsilon}{1 - 2n\epsilon} \quad (4.6) \]

which gives

\[ \tilde{D} = D(I + W) \text{ with } W = diag(w_1, w_2, \ldots, w_n), \]

and,

\[ \|\Delta_U\|_{\text{max}} = 3n\epsilon \text{ where } \Delta_U := \tilde{U} - U \quad (4.7) \]

From Theorem 2.21 we have

\[ \|\Delta_L\|_2 = \frac{n^{3/2}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \text{ where } \Delta_L := \tilde{L} - L \quad (4.8) \]

Observe

\[
\begin{align*}
\tilde{A} &= \tilde{L}\tilde{D}\tilde{U} = (L + \Delta_L)D(I + W)(U + \Delta_U) \\
&= (I + \Delta_LL^{-1})LD(U + \Delta_U + WU + W\Delta_U) \\
&= (I + \Delta_LL^{-1})LDU(I + U^{-1}\Delta_U + U^{-1}WU + U^{-1}W\Delta_U) \\
&= (I + E)LDU(I + F)
\end{align*}
\]

where

\[
\begin{align*}
E &= \Delta_LL^{-1}, \text{ and} \\
F &= U^{-1}\Delta_U + U^{-1}WU + U^{-1}W\Delta_U.
\end{align*}
\]
Since $L$ is column diagonally dominant, then $L^{-1}$ is row diagonally dominant and hence,

$$\|L\|_{\text{max}} \leq 1 \text{ and } \|L^{-1}\|_{\text{max}} \leq 1.$$  \hspace{1cm} (4.11)

Similarly, since $U$ is row diagonally dominant, then $U^{-1}$ is column diagonally dominant. Hence,

$$\|U\|_{\text{max}} \leq 1 \text{ and } \|U^{-1}\|_{\text{max}} \leq 1.$$  \hspace{1cm} (4.12)

From (4.6), we have

$$\|W\|_{\text{max}} \leq \frac{2n\epsilon}{1 - 2n\epsilon}$$

and thus,

$$\|WU\|_{\text{max}} \leq \|W\|_{\text{max}}\|U\|_{\text{max}} \leq \frac{2n\epsilon}{1 - 2n\epsilon}, \text{ and}$$  \hspace{1cm} (4.13)

$$\|U^{-1}W\|_{\text{max}} \leq \|U^{-1}\|_{\text{max}}\|W\|_{\text{max}} \leq \frac{2n\epsilon}{1 - 2n\epsilon}.$$  \hspace{1cm} (4.14)

Combining (4.7), (4.13), (4.14), and (4.12) with (4.10) yields

$$\|F\|_{\text{max}} \leq \|U^{-1}\|_{\text{max}}\|\Delta U\|_{\text{max}} + \|U^{-1}\|_{\text{max}}\|WU\|_{\text{max}} + \|U^{-1}W\|_{\text{max}}\|\Delta U\|_{\text{max}}$$

$$\leq 3n\epsilon + \frac{2n\epsilon}{1 - 2n\epsilon} + \frac{2n\epsilon}{1 - 2n\epsilon} \cdot 3n\epsilon$$

$$= \frac{5n\epsilon}{1 - 2n\epsilon}$$

Thus, we have

$$\|F\|_2 \leq n\|F\|_{\text{max}} \leq \frac{5n^2\epsilon}{1 - 2n\epsilon} \leq \nu$$

From (4.9) and (4.8)

$$\|E\|_2 \leq \|\Delta L\|_2\|L^{-1}\|_2 \leq \left(\frac{n^{3/2}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)}\right) (n) = \nu$$

Thus, if $\nu \leq 1$ then both $(I + E)$ and $(I + F)$ are nonsingular. Therefore we can apply [17, Theorem 3.3] to obtain

$$|\tilde{\sigma}_i - \sigma_i| \leq \gamma \sigma_i$$  \hspace{1cm} (4.15)
for \( i = 1, 2, \ldots, n \) where \( \gamma = \max\{\| (I + E)(I + E)^T - I\|_2, \| (I + F)^T(I + F) - I\|_2\} \).

Note that

\[
\|(I + E)(I + E)^T - 1\|_2 = \| I + E + E^T + EE^T - I \|_2 = \| E + E^T + EE^T \|_2 \\
\leq \| E \|_2 + \| E^T \|_2 + \| E \| \| EE^T \|_2 \leq 2\| E \|_2 + \| E \|_2^2 \\
\leq 2\nu + \nu^2
\]

Similarly,

\[
\|\|(I + F)(I + F)^T - 1\|_2 \leq 2\nu + \nu^2
\]

Thus, \( \gamma = 2\nu + \nu^2 \). Combining with (4.15) yields

\[
|\tilde{\sigma}_i - \sigma_i| \leq (2\nu + \nu^2)\sigma_i \tag{4.16}
\]

\[\square\]
Chapter 5  Nonsymmetric Eigenvalue Problem

In the previous chapter we discussed perturbation bounds for symmetric matrices. In this chapter, we will consider the nonsymmetric case. The nonsymmetric eigenvalue problem is generally much more complex than the symmetric eigenvalue problem. Recall that $\lambda$ is called an eigenvalue of $A$ with corresponding (right) eigenvector $x$ if $Ax = \lambda x$. We can also define a left eigenvector of $A$. That is, $\lambda$ is an eigenvalue of $A$ with corresponding left eigenvector $y$ if $y^*A = \lambda y^*$. In the symmetric case, a left eigenvector is also a right eigenvector of $A$. This is not necessarily true for the nonsymmetric case. Moreover, in the nonsymmetric case the eigenvalues of $A$ can be complex. Most algorithms that compute the eigenvalues of a nonsymmetric $A$ use a similarity transformation to transform $A$ into a canonical form for which it is easier to compute its eigenvalues and eigenvectors of $A$. Ideally, the canonical form would be a triangular matrix, since the eigenvalues of a triangular matrix are simply the diagonal entries. The simplest canonical form under similarity transformation is the Jordan canonical form.

**Theorem 5.1** (Jordan canonical form [9]). Given $A$, there exists a nonsingular matrix $S$ such that $S^{-1}AS = J$, where $J$ is in Jordan canonical form. This means that $J$ is block diagonal, with $J = \text{diag}(J_{n_1}(\lambda_1), J_{n_2}(\lambda_2), \ldots, J_{n_k}(\lambda_k))$ and

$$
J_{n_i}(\lambda_i) = \begin{pmatrix}
\lambda_i & 1 & 0 \\
\vdots & \ddots & \ddots \\
0 & \cdots & 1 \\
\end{pmatrix} \in \mathbb{C}^{n_i \times n_i}.
$$

$J$ is unique, up to permutations of its diagonal blocks.

While theoretically useful, the Jordan canonical form is hard to compute in a
numerically stable fashion. This means that any small perturbation can change it completely. Consider the following example from [9]

Example 5.2. Let

\[ J_n(0) = \begin{pmatrix} 0 & 1 \\ \vdots & \ddots \\ 1 & \cdots & 1 \\ 0 \end{pmatrix}, \]

For an arbitrarily small \( \epsilon \), adding \( k\epsilon \) to the \((k,k)\) entry changes the eigenvalues to the \( n \) distinct values \( k \cdot \epsilon \) and so the Jordan form changes from \( J_n(0) \) to \( \text{diag}(\epsilon, 2\epsilon, \ldots, n\epsilon) \).

For this reason, the Jordan canonical form can not be computed stably. Indeed, the Jordan canonical form can not be computed in a backward stable manner.

Example 5.3 ([9]). Suppose \( S^{-1}AS = J \) exactly where \( S \) is ill conditioned, i.e. \( \kappa(S) \gg 1 \). Suppose we manage to compute \( S \) exactly and \( J \) with a tiny error \( \Delta J \), where \( \|\Delta J\| \leq O(\epsilon)\|A\| \). Now suppose we try to bound the backward error. That is, we want to determine how big \( \Delta A \) must be so that \( S^{-1}(A + \Delta A)S = J + \Delta J \).

This gives \( \Delta A = S\Delta JS^{-1} \) and we can only conclude that \( \|\Delta A\| \leq \|S\|\|\Delta J\|\|S^{-1}\| = O(\epsilon)\kappa(S)\|A\| \). Thus, \( \|\Delta A\| \) may be much larger than \( \epsilon\|A\| \), which prevents backward stability.

Example 5.4 ([9]). Let

\[ A = \begin{pmatrix} 0 & 1 \\ \vdots & \ddots \\ \epsilon & \cdots & 1 \\ \epsilon & 0 \end{pmatrix}. \]

The characteristic polynomial for \( A \) is \( \lambda^n - \epsilon = 0 \). For \( \epsilon > 0 \), one real eigenvalue is \( \lambda = \lambda(\epsilon) = \sqrt[n]{\epsilon} \). Note that

\[ \frac{d(\lambda(\epsilon) - \lambda(0))}{d\epsilon} = \frac{\epsilon^{\frac{1}{n}}}{n} \]
which tends to infinity as \( \epsilon \) tends to 0. Thus, the eigenvalue perturbation \( \lambda(\epsilon) - \lambda(0) \)
may be infinitely larger than a small change \( \epsilon \).

In Section 5.1, we will present classical perturbation bounds from the literature. These bounds will require \( A \) to be digonalizable. That is, there is a similarity transformation \( X \) such that \( A = X\Lambda X^{-1} \) where \( \Lambda \) is a diagonal matrix. We will show that these bounds can be very pessimistic if \( A \) is close to having multiple eigenvalues with Jordan blocks. In section 5.2, we will consider only simple eigenvalues and will use rank revealing decompositions to improve upon the classical bounds.

5.1 Classical perturbation results

In section 4.1, we presented Weyl type perturbation bounds for the eigenvalues of symmetric matrices. In this section, we will focus on Bauer-Fike type bounds. Bauer-Fike type bounds are two-norm bounds on the distance between a perturbed eigenvalue and the closest exact eigenvalue.

**Theorem 5.5** (Bauer-Fike Theorem [26]). Let \( A \in \mathbb{R}^{n\times n} \) have eigendecomposition \( A = X\Lambda X^{-1} \) where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \) and let \( \tilde{A} = A + E \) be a perturbation of \( A \). If \( \tilde{\lambda} \) is an eigenvalue of \( \tilde{A} \), then

\[
\min_i |\lambda_i - \tilde{\lambda}| \leq \kappa(X) \|E\|_2. 
\]

If \( A \) is nonsingular,

\[
\min_i \frac{|\lambda_i - \tilde{\lambda}|}{|\lambda_i|} \leq \kappa(X) \|A^{-1}E\|_2 
\]

The bound in (5.1) produces the following relative bound

\[
\frac{|\lambda_i - \tilde{\lambda}|}{|\lambda_i|} \leq \kappa(X) \frac{\|E\|_2}{|\lambda_i|} \leq \kappa(X) \|A^{-1}\|_2 \|E\|_2 \leq \kappa(X) \kappa(A) \frac{\|E\|_2}{\|A\|_2} 
\]

which is very close to the relative error bound (5.2). Thus, the relative error in the eigenvalues depends on how close the eigenvalues are to being multiple eigenvalues.
with a Jordan block as measured by $\kappa(X)$, how ill-conditioned $A$ is as measured by $\kappa(A)$, and in the relative perturbation $\|E\|_2/\|A\|_2$.

One disadvantage to the bounds in Theorem 5.5 is that they can be very pessimistic, especially if an eigenvalue is close to being multiple with Jordan block. Consider the following example.

**Example 5.6.** Let

$$A = \begin{pmatrix} 1 & 1001 \\ 10^{-3} & 1 \end{pmatrix}$$

and the perturbed matrix $\tilde{A}$

$$\tilde{A} = A + E = \begin{pmatrix} 1 & 1001 \\ 0 & 1 \end{pmatrix}.$$

The eigenvalues of $A$ are $\lambda = 1 \pm \frac{\sqrt{10010}}{100} \approx 1 \pm 1.0005$ with eigenvector matrix

$$X = \begin{pmatrix} 10\sqrt{10010} & -10\sqrt{10010} \\ 1 & 1 \end{pmatrix}.$$

The eigenvalue of $\tilde{A}$ is $\lambda = 1$. The actual absolute and relative errors are

$$\min_i |\lambda_i - \tilde{\lambda}| = \frac{\sqrt{10010}}{100} \approx 1.0005,$$

and

$$\min_i \frac{|\lambda_i - \tilde{\lambda}|}{|\lambda_i|} = 5.001 \times 10^{-1}.$$

However, the bounds in Theorem 5.5 give

$$\min_i |\lambda_i - \tilde{\lambda}| \leq 1.0015,$$

and

$$\min_i \frac{|\lambda_i - \tilde{\lambda}|}{|\lambda_i|} \leq 1.0025 \times 10^6.$$
Now, suppose the perturbation of $A$ can be written multiplicatively. That is, suppose $\tilde{A}$ has the form $\tilde{A} = D_1 A D_2$ where $D_1, D_2$ are non-singular matrices close to $I$. Note that if $D_2 = D_1^{-1}$ then $\tilde{A}$ is a similarity transformation of $A$ and thus has the same eigenvalues as $A$. If $A$ is Hermitian and $D_2 = D_1^*$, then $\tilde{A}$ is a congruency transformation of $A$, and thus has the same inertia as $A$. That is, $A$ and $\tilde{A}$ have the same number of positive, negative, and zero eigenvalues.

**Theorem 5.7.** If $A$ is diagonalizable and $\tilde{A} = D_1 A D_2$ where $D_1$ and $D_2$ are nonsingular, then

$$
\min_i |\lambda_i - \hat{\lambda}| \leq |\hat{\lambda}| \kappa(X) \|I - D_1^{-1} D_2^{-1}\|
$$

The term $\|I - D_1^{-1} D_2^{-1}\|_2$ represents a relative deviation from similarity, that is, the relative perturbation of eigenvalues is small when $\hat{A}$ is close to being a similarity transformation of $A$. This bound is tight if $D_2 = D_1^{-1}$ or if $\hat{\lambda} = 0$.

As in the Bauer-Fike type bounds, the terms $\|D_1 - D_1^{-1}\|$ and $\|D_2 - D_1^{-1}\|$ represent a relative deviation from similarity. That is, the relative error bound is small only if $D_1$ and $D_2$ are close to a similarity transformation.

The above theorems bound all the eigenvalues together. It turns out for non-symmetric matrices, different eigenvalues may have different perturbation properties. The following perturbation analysis more precisely describes the perturbation for each eigenvalue.

**Theorem 5.8 ([9]).** Let $\lambda$ be a simple eigenvalue of $A \in \mathbb{R}^{n \times n}$ with right eigenvector $x$ and left eigenvector $y$. Let $\tilde{\lambda}$ be the eigenvalue of $\tilde{A} = A + E$ that is closest to $\lambda$, where $E \in \mathbb{R}^{n \times n}$. Then

$$
\tilde{\lambda} - \lambda = \frac{y^* E x}{y^* x} + O(\|E\|_2^2)
$$

(5.3)

or,

$$
|\tilde{\lambda} - \lambda| \leq \sec \theta(y, x) \|E\|_2 + O(\|E\|_2^2)
$$

(5.4)
where $\theta(y, x)$ is the acute angle between $x$ and $y$.

The term $\sec \theta(y, x) = \frac{\|y^*\|_2 \|x\|_2}{|y^* \cdot x|}$ is the condition number of the eigenvalue $\lambda$. It describes the sensitivity of $\lambda$ to perturbation. The perturbation bound in Theorem 5.8 leads to the relative perturbation bound

$$\frac{|\tilde{\lambda} - \lambda|}{|\lambda|} \leq \frac{\sec \theta(y, x) \|E\|_2}{|\lambda|}.$$  \hfill (5.5)

5.2 Relative perturbation bounds

The relative perturbation bound in (5.5) depends on both the condition number of the eigenvalue and the eigenvalue itself. For diagonally dominant matrices, present in this section a new bound that removes the dependence on the eigenvalue.

We will first use a rank-revealing decomposition and then, more specifically, the LDU factorization to derive relative perturbation bounds. Theorem 5.8 provides an absolute error bound for a perturbed eigenvalue. Suppose we have any matrix $A$ and we perturb it slightly to form $\tilde{A} = A + E$. Then the error between the corresponding eigenvalues of $A$ and $\tilde{A}$ can be bounded in terms of the perturbation in $A$ and the condition number of the eigenvalue. This result depends on the left and right eigenvectors of $A$. We first present a variation of Theorem 5.8

**Lemma 5.9.** Let $\lambda$ be a simple eigenvalue of $A \in \mathbb{R}^{n \times n}$ with right eigenvector $x$. Let $\tilde{\lambda}$ be the corresponding eigenvalue of $\tilde{A} = A + E$, where $E \in \mathbb{R}^{n \times n}$, with left eigenvector $\tilde{y}$. Then,

$$\tilde{\lambda} - \lambda = \frac{\tilde{y}^* Ex}{\tilde{y}^* x}$$  \hfill (5.6)

or

$$|\tilde{\lambda} - \lambda| \leq \sec \theta(\tilde{y}^*, x) \|E\|_2.$$  \hfill (5.7)

**Proof.** Since $E = \tilde{A} - A$, then using the definition of eigenvalue we have

$$\tilde{y}^* Ex = \tilde{y}^* (\tilde{A} - A) x = \tilde{y}^* \tilde{A} x - \tilde{y}^* Ax = (\tilde{y}^* \tilde{\lambda}) x - \tilde{y}^* (\lambda x) = (\tilde{\lambda} - \lambda) \tilde{y}^* x.$$
Notice the result in (5.7) is very similar to the result in (5.4), however one advantage is the lack of higher order terms. On the other hand, it depends on the left eigenvector $\tilde{y}$ of $\tilde{A}$, which is less desirable in general. However, this is advantageous for our purpose as it will become evident in the proof of the following theorem, in which we show that given a matrix $A$, we can compute its eigenvalues with high relative accuracy provided we can find an accurate rank revealing decomposition.

Theorem 5.10. Let $A = XDY^T \in \mathbb{R}^{n \times n}$ be a rank revealing decomposition and let

$$\tilde{A} = \tilde{X}\tilde{D}\tilde{Y}^T \in \mathbb{R}^{n \times n}$$

where $\tilde{X}, \tilde{D},$ and $\tilde{Y}$ are defined as follows:

$$\tilde{X} = X + \Delta X, \quad \tilde{D} = D + \Delta D, \quad \tilde{Y} = Y + \Delta Y$$

(5.8)

where $|\Delta_D|_i \leq \epsilon |D|_i$, $\|\Delta_X\|_2 \leq \epsilon \|X\|_2$, and $\|\Delta_Y\|_2 \leq \epsilon \|Y\|_2$

with $0 \leq \kappa \epsilon < 1$ where $\kappa = \max\{\kappa_2(X), \kappa_2(Y)\}$. Let $\lambda$ be a simple eigenvalue of $A$ and $\tilde{\lambda}$ be the corresponding eigenvalue of $\tilde{A}$. Then,

$$\frac{|\tilde{\lambda} - \lambda|}{|\lambda|} \leq \epsilon \kappa \sec \theta(\tilde{y}, x) \frac{1 + (1 + \epsilon)}{1 - \epsilon \kappa \sec \theta(\tilde{y}, x) \gamma}$$

(5.9)

where $\gamma = \frac{1 + \epsilon}{(1 - \epsilon)(1 - \epsilon \kappa)} = 1 + O(\epsilon)$

Proof. Observe

$$\tilde{A} - A = \tilde{X}\tilde{D}\tilde{Y}^T - A = \tilde{X}(D + \Delta_D)(Y^T + \Delta_Y^T) - A$$

$$= \tilde{X}DY^T + \tilde{X}D\Delta_Y^T + \tilde{X}\Delta_D Y^T + \tilde{X}\Delta_D\Delta_Y^T - A$$

$$= (X + \Delta_X)DY^T + \tilde{X}D\Delta_Y^T + \tilde{X}\Delta_D Y^T + \tilde{X}\Delta_D\Delta_Y^T - XDY^T$$

$$= \Delta_XDY^T + \tilde{X}D\Delta_Y^T + \tilde{X}\Delta_D Y^T + \tilde{X}\Delta_D\Delta_Y^T$$

Applying (5.6) yields

$$(\tilde{y}^* x) (\tilde{\lambda} - \lambda) = \tilde{y}^* \Delta_X DY^T x + \tilde{y}^* \tilde{X} D\Delta_Y^T x + \tilde{y}^* \tilde{X} \Delta_D Y^T x + \tilde{y}^* \tilde{X} \Delta_D \Delta_Y^T x$$
Taking the absolute value, we have
\[
|\tilde{y}^* x| |\tilde{\lambda} - \lambda| \leq |\lambda| \|\tilde{y}^*\|_2 \|\Delta X\|_2 \|X^{-1}\|_2 \|x\|_2 + |\lambda| \|\tilde{y}^*\|_2 \|\tilde{X}\|_2 \|\Delta D D^{-1}\|_2 \|X^{-1}\|_2 \|x\|_2 \\
+ |\tilde{\lambda}| \|\tilde{y}^*\|_2 \|\tilde{Y}^{-T}\|_2 \|\tilde{D}^{-1} D\|_2 \|\Delta Y^{-T}\|_2 \|x\|_2 + |\tilde{\lambda}| \|\tilde{y}^*\|_2 \|\tilde{Y}^{-T}\|_2 \|\tilde{D}^{-1} \Delta D\|_2 \|\Delta Y^{-T}\|_2 \|x\|_2
\]
\[(5.10)\]

Since \(|(\Delta_D D^{-1})_{ii}| \leq |(\Delta_D)_{ii}| D^{-1}_{ii}| \leq \epsilon\) then
\[\|\Delta_D D^{-1}\|_2 \leq \epsilon\]
\[(5.11)\]

from which it follows
\[\|\tilde{D}^{-1} D\|_2 = \|(I + D^{-1} \Delta_D)^{-1}\|_2 \leq \frac{1}{1 - \epsilon}\]
\[(5.12)\]

and
\[\|\tilde{D}^{-1} \Delta_D\|_2 = \|(I + D^{-1} \Delta_D)^{-1} D^{-1} \Delta_D\|_2 \leq \frac{\epsilon}{1 - \epsilon}\]
\[(5.13)\]

By assumption, we have
\[\|\Delta X\|_2 \|X^{-1}\|_2 \leq \epsilon \|X\|_2 \|X^{-1}\|_2 = \epsilon \kappa_2(X) \leq \epsilon \kappa\]
\[(5.14)\]

which yields
\[\|\tilde{X}\|_2 \|X^{-1}\|_2 \leq (\|X\|_2 + \|\Delta X\|_2) \|X^{-1}\|_2 = \|X\|_2 \|X^{-1}\|_2 + \|\Delta X\|_2 \|X^{-1}\|_2\]
\[\leq \kappa_2(X) + \epsilon \kappa_2(X) = (1 + \epsilon) \kappa_2(X) \leq (1 + \epsilon) \kappa.\]
\[(5.15)\]

Also, by assumption, we have
\[\|\Delta Y\|_2 \|Y^{-T}\|_2 \leq \epsilon \|Y\|_2 \|Y^{-1}\|_2 \leq \epsilon \kappa_2(Y) \leq \epsilon \kappa\]
\[(5.16)\]

and thus
\[\|\tilde{Y}^{-T}\|_2 \|\Delta Y\|_2 \leq \|(I + Y^{-1} \Delta Y)^{-1} Y^{-1}\|_2 \|\Delta Y\|_2 \leq \frac{1}{1 - \epsilon \kappa_2(Y)} \|Y^{-1}\|_2 \|Y\|_2 = \frac{\epsilon \kappa_2(Y)}{1 - \epsilon \kappa_2(Y)} \leq \frac{\epsilon \kappa}{1 - \epsilon \kappa}\]
\[(5.17)\]
Substituting the bounds (5.11), (5.12), (5.13), (5.14), (5.15), and (5.17) into (5.10) gives

\[
|\tilde{y}^* x| \leq |\lambda|\|\tilde{y}^*\|_2 \kappa \|x\|_2 + |\lambda|\|\tilde{y}^*\|_2 (1 + \epsilon) \kappa \|x\|_2 \\
+ |\tilde{\lambda}|\|\tilde{y}^*\|_2 \left( \frac{\epsilon \kappa}{1 - \epsilon \kappa} \right) \left( \frac{1}{1 - \epsilon} \right) \|x\|_2 \\
+ |\tilde{\lambda}|\|\tilde{y}^*\|_2 \left( \frac{\epsilon \kappa}{1 - \epsilon \kappa} \right) \left( \frac{1}{1 - \epsilon} \right) \|x\|_2
\]

Rearranging yields

\[
|\tilde{\lambda} - \lambda| \leq |\lambda| (\epsilon \kappa (1 + (1 + \epsilon)) \sec \theta(\tilde{y}, x)) + |\tilde{\lambda}| \frac{\epsilon \kappa}{(1 - \epsilon)(1 - \epsilon \kappa)} \sec \theta(\tilde{y}, x) \epsilon.
\]

Replace |\tilde{\lambda}| with |\tilde{\lambda} - \lambda + \lambda| and use the triangle inequality to obtain the desired result.

Notice that our bound presented in Theorem 5.10 still depends on the condition number of the eigenvalue \( \lambda \), \( \sec \theta(\tilde{y}, x) \), but it is independent of the eigenvalue itself. Traditional eigenvalue perturbation bounds are dependent upon the eigenvalues. In the following sections we will utilize the structure of diagonally dominant matrices to provide a similar perturbation bound.

Now consider the LDU factorization of a diagonally dominant matrix. In the following theorem, the bounds presented in Theorem 2.21 are used to obtain a relative perturbation bound for the eigenvalues.

**Theorem 5.11.** Let \( \lambda \) be a simple eigenvalue of \( A = \mathcal{D}(A_D, v) \in \mathbb{R}^{n \times n} \) where \( v \geq 0 \) with right eigenvector \( x \). Let \( \tilde{\lambda} \) be an eigenvalue of \( \tilde{A} = \mathcal{D}(\tilde{A}_D, \tilde{v}) \in \mathbb{R}^{n \times n} \) with left eigenvector \( \tilde{y} \) such that \( \tilde{y}^* x \neq 0 \) and

\[
|\tilde{v} - v| \leq \epsilon v \text{ and } |\tilde{A}_D - A_D| \leq \epsilon |A_D|, \text{ for some } 0 \leq \epsilon < \frac{1}{3}. \tag{5.18}
\]

Then, if \( 7n^3 \epsilon_0 \leq 1 \), we have

\[
\frac{|\tilde{\lambda} - \lambda|}{|\lambda|} \leq \sec \theta(\tilde{y}, x) \frac{(13n^4 \epsilon_0^2 - n^2 \epsilon_0 - 12n^5 \epsilon^2 - 3n^4 \epsilon^2) \gamma}{1 + \epsilon \sec \theta(y, x) 3n^3 \gamma}. \tag{5.19}
\]
where $\gamma = \frac{1}{1 - 7n^3\epsilon_0}$, $\epsilon_0 = \frac{6\epsilon}{1 - \epsilon}$, and $\sec \theta(\vec{y}, x) = \frac{||\vec{y}^*||_2 ||x||_2}{|\vec{y}^*x|}$.

**Proof.** Suppose $A$ is arranged for column diagonal dominance pivoting and has LDU factorization $A = LDU$. From Theorem 2.21(1) we have $\tilde{A} = \tilde{L}\tilde{D}\tilde{U}$. Define $\Delta_L$, $\Delta_D$, and $\Delta_U$ such that

$$
\tilde{L} = L + \Delta_L, \quad \tilde{D} = D + \Delta_D, \quad \tilde{U} = U + \Delta_U
$$

Then, we can write $E = \tilde{A} - A$ as

$$
E = \Delta_LDU + \tilde{L}\Delta_DU + \tilde{L}D\Delta_U + \tilde{L}\Delta_D\Delta_U
$$

as done in the proof of Theorem 5.10. Use Lemma 5.9, to obtain

$$
(\tilde{\lambda} - \lambda)(\vec{y}^*x) = \lambda\vec{y}^*\Delta_LL^{-1}x + \lambda\vec{y}^*\tilde{L}\Delta_DD^{-1}L^{-1}x
$$

\begin{equation}
+ \tilde{\lambda}\vec{y}^*\tilde{L}^{-1}\tilde{D}^{-1}D\Delta_Ux + \lambda\vec{y}^*\tilde{L}^{-1}\tilde{D}^{-1}\Delta_D\Delta_Ux. 
\end{equation}

From Theorem 2.21 we have

$$
||\Delta_DD^{-1}||_2 \leq \frac{2n\epsilon}{1 - 2n\epsilon} 
$$

(5.21)

from which follows

$$
||\tilde{D}^{-1}D||_2 = ||(I + D^{-1}\Delta_D)^{-1}||_2 \leq \frac{1 - 2n\epsilon}{1 - 4n\epsilon} 
$$

(5.22)

and

$$
||\tilde{D}^{-1}\Delta_D||_2 = ||(I + D^{-1}\Delta_D)^{-1}D^{-1}\Delta_D||_2 \leq \frac{n\epsilon}{1 - 4n\epsilon}. 
$$

(5.23)

From Theorem 2.21, $||\Delta_U|| \leq 3n^{3/2}\epsilon$, and it follows that

$$
||U^{-1}\Delta_U||_2 \leq ||U^{-1}||_2 ||\Delta_U||_2 \leq 3n^3\epsilon 
$$

(5.24)

and thus

$$
||\tilde{U}^{-1}\Delta_U||_2 \leq ||\tilde{U}^{-1}||_2 ||\Delta_U||_2 \leq ||(I + U^{-1}\Delta_U)^{-1}||_2 ||U^{-1}||_2 ||U||_2 \leq \frac{3n^3\epsilon}{1 - 3n^3\epsilon} 
$$

(5.25)
From Theorem 2.21 we have
\[ \|\Delta L\|_2 \leq n^{1/2}\|\Delta L\|_1 \leq \frac{n^{3/2}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \]
where \( \epsilon_0 = \frac{6\epsilon}{1 - \epsilon} \). With (2.16) this gives
\[ \|\Delta L \|_2 \leq \frac{n^{3}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \]
(5.25)
and
\[ \|\tilde{L}\|_2 \|L^{-1}\|_2 \leq \|L\|_2 \|L^{-1}\|_2 + \|\Delta L\|_2 \|L^{-1}\|_2 \leq n^3 + \frac{n^{3}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \]
(5.26)

Taking the absolute value of equation (5.20) and substituting the bounds (5.21), (5.22), (5.23), (5.25), (5.25), and (5.26) gives
\[ |\tilde{\lambda} - \lambda||\tilde{y}^*x| \leq |\lambda||\tilde{y}^*||x||_2 \left( \frac{n^{3}(4n - 1)\epsilon_0}{3(1 - 2n\epsilon_0)} \right) \]
\[ + |\lambda||\tilde{y}^*||x||_2 \left( \frac{n^3}{3(1 - 2n\epsilon_0)} \right) \left( \frac{2n\epsilon}{1 - 2n\epsilon} \right) \]
\[ + |\tilde{\lambda}||\tilde{y}^*||x||_2 \left( \frac{3n^3\epsilon}{1 - 3n^3\epsilon} \right) \left( \frac{1 - 2n\epsilon}{1 - 4n\epsilon} \right) \]
\[ + |\tilde{\lambda}||\tilde{y}^*||x||_2 \left( \frac{3n^3\epsilon}{1 - 3n^3\epsilon} \right) \left( \frac{n\epsilon}{1 - 4n\epsilon} \right) \]
and thus
\[ |\tilde{\lambda} - \lambda| \leq |\lambda| \left( \frac{10n^4\epsilon_0 - n^3\epsilon_0 - 12n^5\epsilon^2}{3(1 - 2n\epsilon_0)^2} \right) \sec \theta(\tilde{y}, x) \]
\[ + |\tilde{\lambda}| \left( \frac{3n^3\epsilon}{1 - 3n^3\epsilon} \right) \left( \frac{1 - n\epsilon}{1 - 4n\epsilon} \right) \sec \theta(\tilde{y}, x) \]

Use \( |\tilde{\lambda}| \leq |\tilde{\lambda} - \lambda| + |\lambda| \) and rearrange to produce the desired result.

Thus, small perturbations in the diagonal dominant parts and the off diagonal entries lead to perturbations in the eigenvalues that are small multiples of a condition number of the eigenvalue. In Theorem 5.11, \( \tilde{\lambda} \) can be any eigenvalue of \( \tilde{A} \), but if \( \tilde{\lambda} \) is not a good approximation of \( \lambda \), then \( \tilde{y}^*x \) will be small because \( y^*x = 0 \) if \( y \) a left eigenvector of \( A \) corresponding to some eigenvalue different from \( \lambda \).
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Chapter 6  Conclusions

We have systematically developed relative perturbation bounds for various linear algebra problems for diagonally dominant matrices. We have proved that small relative perturbations in the diagonally dominant parts and off diagonal entries of diagonally dominant matrices with nonnegative diagonals produce small relative perturbations in the LDU factorization. By using column diagonal dominance pivoting we ensure the \( L \) factor is column diagonally dominant, and thus well-conditioned. This allowed us to then prove similar perturbation bounds for the eigenvalues of nonsymmetric diagonally dominant matrices with nonnegative diagonals and for the singular values for general diagonally dominant matrices. The results relied upon perturbation results for the determinant which also led to relative perturbation for the inverse and solutions of linear systems involving diagonally dominant matrices and for the eigenvalues of symmetric indefinite diagonally dominant matrices.

In [43], an algorithm is presented that accurately computes all singular values with small relative error for diagonally dominant matrices. It is shown in [13, 43] that this algorithm also computes the \( L, D, \) and \( U \) factors of the LDU factorization of diagonally dominant matrices with small relative errors. Our results show that it is also possible to more accurately compute the inverse of a diagonally dominant matrix and eigenvalues of a nonsymmetric diagonally dominant matrix. For future works, we shall study algorithms for these problems.
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